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SUMMARY
Large satellite vector datasets of the Earth’s magnetic field have become available in recent
years. Standard magnetic field models of the internal field are generated by parameterising a
small subset of these data through a least-squares spherical harmonic representation. An al-
ternative approach is to create a set of ‘virtual observatories’ (VO) in space, mimicking the
operation of fixed ground-based observatories. We derive VO datasets from both CHAMP and
Ørsted satellite measurements. We calculate and directly invert the secular variation (SV) from
these VO datasets, to infer flow along the core-mantle boundary using an L1 (or Laplacian)
norm method (to reduce the effect of outliers). By examining the residuals from the flow mo-
dels, we find temporally and spatially varying biases and patterns in the vector components. We
investigate potential causes for these patterns, for example, by selecting night-side only vector
data and applying corrections to the input data, using external and toroidal fields calculated by
Comprehensive Model 4 (CM4). We test the effect of a number of data selection and correction
criteria and find evidence for influence from fields both internal and external to the satellite,
orbital configuration and effects from the method of binning data to produce VO. The use of
CM4 to correct the satellite data before calculating the VO SV grid removes a strong bias from
external sources but, on average, does not greatly improve the fit of the flow to the data. We
conclude that the best fit of the flows to the data is obtained using satellite night-side only data
to generate VO. We suggest that, despite best efforts, external fields effects are not completely
removed from SV data and hence create unrealistic secular acceleration.
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1 INTRODUCTION

The Earth’s large scale magnetic field is believed to be genera-
ted and sustained by dynamo action within the fluid outer core,
(e.g. Christensen & Wicht (2007)). The main field changes in both
strength and direction over time, with the gradual variation termed
the secular variation (SV). With certain assumptions, it is conjectu-
red that flow at the core-mantle boundary can be inferred (subject
to some uncertainty) from the SV observed at, or above, the sur-
face of the planet. Since the mid-nineteenth century, the strength
and direction of the main field has been measured continuously at
a limited number of fixed ground observatories, unevenly distribu-
ted across the globe (Bloxham et al., 1989). The last decade has
seen a significant improvement in the capability to observe the g-
lobal field at high spatial resolution. Several satellite missions have
been launched, providing a rich new set of scalar and vector mag-
netic measurements from which to model the global field and tem-
poral variation in detail (Olsen et al., 2007). These new spatially
comprehensive datasets complement the existing record of ground-
based observatories. We exploit these new data to characterise the
SV globally and attempt to improve upon the models of the core-

boundary flow that have been constructed to date. We also use core
flow modelling as a method to examine the effects of external field
(and other influences) on models of the internal SV.

Using the approach developed by Mandea & Olsen (2006), we
create sets of 648 ‘Virtual Observatories’ (VO), distributed about
the planet at 400km above the Earth’s surface, based upon satellite
measurements from the CHAMP (Reigber et al., 2002) and Ørsted
(Neubert et al., 2001) satellites over five years (2001-2005). We
invert the SV calculated at the VO for flow along the core-mantle
boundary. Several previous studies have employed satellite data to
recover core flows (Hulot et al., 2002; Holme & Olsen, 2006) with
recent results from Olsen & Mandea (2008) suggesting that rapidly
varying flows may occur within the core.

In contrast to most other studies, we invert SV from vector
data directly – rather than spherical harmonic model coefficients –
to calculate flow model coefficients, permitting the incorporation
of data uncertainties into the model. Direct comparison of the SV
generated by the flow model to the SV derived at individual VO can
also be made, enabling the residuals to be investigated in detail. The
results illustrate the difficulty of producing a completely internal
SV model.
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Section 2 of this paper outlines the processing of satellite data
to derive the VO, while Section 3 summarises the assumptions and
method for flow inversion. In Section 4 we examine the patterns
seen in the residuals between the SV produced by the flow model
and the input SV. Section 5 assesses potential causes and explana-
tions for these residual patterns while Section 6 suggests methods
for ameliorating them.

2 VIRTUAL OBSERVATORIES

Ground-based observatories provide a high-quality temporal record
of the magnetic field at a single point on the surface of the Earth.
Observations are taken typically at 1-second intervals, and made
available in the form of minute, hourly, daily and monthly means.
However, only a limited number of observatories are in simulta-
neous operation at any one time. The observatories are also une-
venly distributed across the planet, with a large number concen-
trated in Europe and the northern hemisphere and a paucity in the
southern hemisphere and Pacific Ocean region. Thus SV, as deter-
mined by ground observatories, is rather poorly constrained over
large regions of the Earth.

Data from satellite missions (e.g. Magsat, Ørsted, CHAMP,
SAC-C) have the advantage of sampling the magnetic field across
almost the entire globe. However, depending on the orbital confi-
guration, the revisit period for any particular point may be several
days to months. This gives a poor temporal record for any specific
region and hence comparison directly to ground-based observatory
records is difficult. Previous studies have overcome this issue by
parameterising the field using a spherical harmonic representation
and least-squares solving for a set of coefficients which best fit the
data (Hulot et al., 2002; Lesur et al., 2008). This approach generates
a set of spherical harmonic coefficients representing both the field
and the SV, though these field models are created from a very small
selection of quiet-time night-side data (Thomson & Lesur, 2007).
The CHAOS and xCHAOS field models (Olsen et al., 2006; Olsen
& Mandea, 2008) contain a larger subset of slightly noisier quiet
time data (Kp index ≤ 2o) of satellite data from CHAMP, Ørsted
and SAC-C. However, this still represents a vast under-utilisation
of the available data.

2.1 VO Method

Mandea & Olsen (2006) suggested another method for treating t-
he large volumes of data generated during the satellite missions.
By binning and averaging all available satellite vector data within a
cylinder of certain radius about a selected point into monthly time
periods, they were able to match well the change in the magnetic fi-
eld as recorded at ground observatories. As this approach attempts
to mirror the method used for deriving monthly mean values for
ground-based observatories, they refer to these points above the
surface of the planet as ‘virtual observatories’. A strong implicit
assumption is that short-term external field effects will have a zero
mean value over the period of a month.

To calculate the mean monthly field at a VO, the data must be
reduced to a common height (due to the slightly elliptical and slo-
wly decaying orbit of the satellite). Mandea & Olsen (2006) cho-
se to bin data from a particular month within a cylinder of radius
400km about the chosen latitude and longitude of the VO position.
A main field model is subtracted from observed vector satellite data
(B) in the polar coordinate frame:

∆B = BSatellite −BMainField (1)

to produce a set of residual measurements ∆B, which are ro-
tated into (x, y, z) Cartesian coordinates. It is assumed that the
residual field can be represented as a Laplacian potential field
∆B = −∇V , which varies linearly in the local x, y and z Cartesi-
an coordinate frame, with the origin in the centre of the cylinder (at
400km altitude). This allows V to be calculated using 8 indepen-
dent parameters:

V = vxx + vyy + vzz

+vxxx2 + vyyy2 − (vxx + vyy)z2

+vxyxy + vxzxz + vyzyz (2)

These parameters (vx, vy, . . . , vyz) are estimated using a Huber
Robust Least-Squares method. The mean residual to the main field
at the virtual observatory is thus ∆B = −(vx, vy, vz). The main
field model at (r, θ, φ), where r = 400km, is added back to the
mean residual value to produce values of the North (X), East (Y )
and Downward (Z) components of the field for a selected month. T-
his procedure is repeated for all the available months in the dataset
at all VO locations.

The SV (or yearly change) at a given observatory for month(t)
is then calculated as the difference between the average field in
month(t-6) and month(t+6) for the X , Y and Z components.

SVmonth(t) = Fieldmonth(t + 6)− Fieldmonth(t− 6) (3)

This approach removes both the stationary crustal field component
of the signal and the annual variation, without any direct filtering or
averaging, giving the Ẋ , Ẏ and Ż vector components of the field.

In their study, Mandea & Olsen (2006) found a strong corre-
lation (for the period 2001.5-2005.5) between the SV observed at
the Niemegk Observatory and the corresponding point at a height
400km above Niemegk in the Ẋ and Ż components (though no
strong correlation was present in the Ẏ component). Comparison
of the SV at Niemegk and 21 other observatories to their respective
VO values gave a mean correlation of |ρ| = 0.65, 0.21, 0.73 for
the Ẋ , Ẏ and Ż components, respectively.

Initially, for this study, corrected and calibrated CHAMP
vector data were acquired from GFZ Potsdam (Level 2, 2007 Relea-
se v50) for the time period from May 2001 to December 2005 (56
months). Magnetic field series for 648 VO locations were calcula-
ted on two separate grids: (1) a regular grid of colatitude and lon-
gitude (θ = 5◦, 15◦, . . . , 175◦; φ = −180◦,−170◦, . . . , 170◦)
mimicking the grid point arrangement of Mandea & Olsen (2006)
and (2) an equal-area global grid of 648 tesserae (Leopardi, 2006).
At higher latitudes on the grid of equal latitude and longitude, data
included in the VO cylinders are binned into more than one VO,
as the areas overlap. At lower latitudes, there are gaps between the
cylinders, meaning some data are not used. Using a grid of adjacent
non-overlapping equal-area tesserae uses each measured datum just
once in the calculation of the VO grid.

The CHAMP satellite samples the field at a frequency of 1Hz,
giving over 86,000 points per day on average. The CHAOS model
was used in Equation (1) as the main field model to compute the
magnetic residuals. The 44 months of SV data and their standard
deviations, from November 2001 to June 2005, were then estimated
using Equation (3).
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3 FLOW MODELLING

Roberts and Scott (1965) examined the problem of determining flu-
id motions at the core-mantle boundary responsible for SV. Howe-
ver, many assumptions must be made to formulate the problem and
reduce ambiguities in the resulting solutions. Deducing the flow ve-
locity from SV is non-unique, even with perfect knowledge of the
observed radial part of the field (Br) and the SV (Ḃr), as there a-
re entire classes of flow which do not generate any detectable SV
outside the core (Backus, 1968).

3.1 Assumptions

Typically, the magnetic field lines are assumed fixed or ‘frozen’ re-
lative to the core fluid motion over short periods of time (i.e. years
to decades). This is known as the frozen-flux assumption (Alfvén,
1942). On large-scales (> 1000km), the magnetic diffusion (due to
Ohmic decay) can be argued to operate on timescales on the or-
der of 2 × 105 years, so can be ignored on timescales from years
to decades. There are shortcomings to this approach which are di-
scussed in, for example, Gubbins & Kelly (1996), Gubbins (1996)
and Love (1999). Backus (1968) devised a test of the frozen flux
assumption but from examination of data from recent satellite mis-
sions, Holme & Olsen (2006) have suggested that it may not be
possible to conduct the test conclusively.

Further assumptions must be made to produce a tractable pro-
blem. In particular, in most cases, the flow is truncated at a large
spatial scale and a priori constraints are imposed, giving a regu-
larised solution via a damping (smoothing) parameter (Gubbins,
1982; Madden & Le Mouël, 1982; Bloxham et al., 1989). Assump-
tions about the type of flow at the core-mantle boundary (CMB)
are also required to reduce the inherent ambiguity. Examples inclu-
de steady (Voorhies & Backus, 1985), toroidal-only (Whaler, 1980)
or tangentially geostrophic (Hills, 1979; Le Mouël, 1984) flows, or
flows with a particular helicity (Amit & Olson, 2004). Recently,
Pais & Jault (2008) have proposed large-scale quasi-geostrophic
flow within the core. There are limits to the fidelity of the inver-
ted flow models compared to the actual flows that generate the ob-
served SV. A number of workers including Rau et al. (2000) and
Amit et al. (2007) have inverted artificial SV data generated from
dynamo simulations to test how well flow inversion recovered the
actual velocities and patterns. Their work suggests that it is possib-
le to image correctly only the large spatial scale parts of the flow.
However, despite the numerous shortcomings of the methods and
data, generally consistent flow model solutions (using large-scale
assumptions) are achieved from different datasets. In this sense, it
may be possible to recover some aspects of the large-scale flow wit-
hin the outer core. In this study we are interested in examining the
residuals to the flow and so have only imposed an assumption of
tangential geostrophy upon the models.

3.2 One-Norm Iterative Inversion

The inversion of observed SV data for a core flow model is underta-
ken with the use of a spectral spherical harmonic representation
for the main field, SV, and the coefficients parameterising the flow
(Roberts & Scott, 1965; Whaler, 2007). As the horizontal veloci-
ty averages to zero over the core-mantle boundary with the radial
component across the boundary vanishing, the flow can be expres-
sed in terms of poloidal (s) and toroidal (t) scalars expandable in
spherical harmonics. These spherical harmonic coefficients, stored

in a vector m, are the flow model coefficients whose values we seek
using a regularised inversion approach.

Spherical harmonic SV coefficients can be ordered in a vector
(ġ) and related to flow coefficients by:

ġ = Bm, (4)

where B is the combined Elsasser and Gaunt matrix (Whaler,
1986). The vector ġ can be derived directly from the SV data on
the surface of the Earth, with d = Yġ. The elements of the data
vector, d, are the VO SV components Ẋ , Ẏ and Ż. Y has ele-
ments which are multiples of spherical harmonics and their θ and
φ derivatives. Thus, including the observational error (e), the linear
inverse problem becomes:

d = Yġ + e = YBm + e = Am + e (5)

We determine a solution by minimising the size of the error
vector using a particular measure or norm. The L1 (or Laplacian)
norm minimises the absolute sum of the errors, in comparison to
the standard L2 formulation which minimises the sum of the squa-
res. Errors in the measurement can often be correlated so a data
covariance matrix, where the diagonal elements are the variances
of the data, is used to capture this information.

To solve for m from the VO SV, a regularised inversion ap-
proach imposing large-scale assumptions is employed. The two-
norm form (for Gaussian distributed uncertainties) of the solution
is (Gubbins et al., 1982):

m̂ = (AT E−1A + λD)−1AT E−1d (6)

where A is the matrix of normal equations (from 5), E is the data
covariance matrix and d is the data vector. D is the regularisation
matrix which can be used to incorporate a priori constraints, im-
posing a ‘smoothness’ (in this case, forcing the solution to be large
scale) on the flow. Including D into the formulation is equivalent to
minimising a linear combination of the misfit norm and an initially
defined solution norm (see Parker (1994) for a general discussion
of such inverse problems). A damping parameter, λ, acts as to con-
trol the importance attached to the data versus the imposition of a
smooth flow. Regularisation also ensures numerical stability of t-
he inversion and convergence of the expansion when the spherical
harmonic series for m is truncated.

The minimisation of the L2 norm provides adequate results.
However, Walker & Jackson (2000) provide the motivation to com-
pute flow models using an iterative L1 norm minimisation method
instead. We have observed that the residual fit of the SV generated
by flow models to the data is generally Laplacian distributed, justi-
fying the use of the Laplacian approach (Beggan & Whaler, 2008).
The minimisation of the L1 norm has a number of advantages com-
pared to the least-squares minimisation. In general, the influence of
large outliers is reduced and there is no requirement to implement
data selection criteria prior to inversion (Farquharson & Oldenburg,
1998).

In the L1 algorithm, the residual differences from the previous
iteration are used to form a diagonal matrix Rk, whose elements
are Rii =

√
2/|ei|, where ei is the residual of the ith datum at the

kth iteration. Rk is re-calculated at each iteration. The iterative L1

solution can be written as:

m̂k+1 = (AT ET RkEA + λD)−1(AT ET RkE d) (7)

We apply the ‘strong norm’ of Bloxham (1988) as the a priori
constraintsint in D. This minimises a global measure of the flow
complexity (where u is the flow vector, ∇h is the horizontal diver-
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Figure 1. Convergence of the solution norm and root-mean-square velocity
for SV model of March 2005, using the L1 iterative algorithm.

gence and l is the degree of truncation of the flow in the inversion):
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where tm
l , sm

l are coefficients of the spherical harmonic expansion
of the poloidal and toroidal scalars. In this case, D is diagonal with
elements l(l + 3)3/(2l + 1).

The CHAOS field model provides the main field coefficients
for the Gaunt and Elsasser matrices (B in Equation (4)). The stan-
dard deviation of the residual misfit from the estimate of data fit to
the VO field in month(t − 6) and month(t + 6) is used to form
the data covariance matrix. The residual errors for the first itera-
tion of the L1 solution are obtained from an initial starting model
calculated by a two-norm solution (Equation (6)) from the input da-
ta. The final solution of the one-norm iterative algorithm typically
converges within 40 iterations (an example is shown in Figure 1).
We solve for flow coefficients up to degree and order l = 14. The
value of very small (< 10−4) error residuals in the matrix R are
set to 10−4 to prevent the formation of ill-conditioned matrices, as
advocated by Walker & Jackson (2000). The damping parameter
(λ) was set to 10−3 for all solutions. This produces solutions with
different complexities (solution norm) but does not greatly affect t-
he comparison between flow models. Note that there is no temporal
smoothing of the flow.

The resulting flow model is used to predict the SV at each
VO. The residual at the ith VO is (di −

P
j Aijm̂j). Plotting the

histogram of the residuals reveals how well fit the predicted SV
generated by the flow model is to the input SV from the VO. A
perfect fit of the model to the data would produce a histogram with
a single peak at zero.

4 BIASED RESIDUALS

Following the example of Mandea & Olsen (2006) and Olsen &
Mandea (2007), initially we exploited all the available CHAMP
vector data from all local times over each month (for 56 mont-
hs) to generate the global set of VO on a grid of equally spaced
latitude and longitude. Each cylindrical VO ‘bin’ contained a large
number (250 to 10000) of points, depending on the data availa-
bility per month and generally increasing as a function of higher
latitude (due to the polar orbit). Using Equation (3) to calculate the
SV, we inverted the dataset to derive a flow model for each month.
In general, histograms of the residuals have a Laplacian distribu-

tion. The global distribution of residuals was expected to reveal a
random pattern of positive and negative errors, but surprisingly, re-
vealed biases, patterns and correlations between the Ẋ , Ẏ and Ż
components. Note that no temporal damping assumptions or con-
straints were imposed. Moreover, the distribution of the residuals in
each component reveals more complex spatial patterns, with strong
temporal variation.

It was observed that the pattern of modelled core flow chan-
ges significantly each month of the dataset. Figure 2 shows three
examples of the instantaneous flow and associated residual histo-
gram and Figure 3 shows the geographic distribution of the residu-
als for three separate months: November 2001, February 2003 and
March 2005. In Figure 2 (a, c, e) the core flow models derived from
the SV show large differences in flow patterns, and are evidently
influenced by a temporally-changing signal in addition to the inter-
nal SV signal. The typical southern Indian ocean gyre is present in
all models; however, differences occur in the northern hemisphere
and under western Eurasia. These month-to-month changes in flow
are too large to be physically realistic.

The histograms of the residual fit of the SV generated by the
flow model to the input data are shown in Figure 2 (b, d, f). An
unbiased dataset and flow inversion would be expected to produ-
ce an approximately zero-mean distribution of residuals. However,
February 2003 has a significant negative skew with, arguably, a bi-
modal distribution (i.e. second peak at−6nT/yr). March 2005 has
the smallest skew of the three histograms, but has a non-zero mean,
suggesting that some bias still exists.

The geographical distribution of the residuals in the Ẋ , Ẏ and
Ż components are shown in Figure 3. Examination of the distribu-
tion in each component of the SV suggests that the Ẋ component
is consistently the noisiest, whilst the Ż component tends to have
the smallest residuals. The residuals in the Ẋ component tend to be
strongly biased – either positive or negative – while the Ẏ and Ż
components have residuals with the opposite sign to Ẋ (i.e. inverse-
ly correlated). In general, the component biases balance to generate
an approximately zero-mean Laplacian distribution histogram. For
some months, hemispherical biases are evident, and often longitu-
dinal ‘bands’ or ‘stripes’ of larger (or alternating sign) residuals
occur (e.g. the Ẏ components of Figure 3 (a) and (b)). If viewed as
a time-series, the longitudinal stripes can be seen to ‘drift’ or rotate
consistently westward by approximately 30◦/month, matching the
satellite orbital drift.

Figure 4 shows examples of flow models from VO calculated
using a grid of equal area tesserae. The flow models in Figure 4
(a, c, e) are similar to Figure 2 indicating that the SV data from
both gridding approaches are equivalent. The fit of the flow mo-
dels to the data is slightly poorer in these examples (compare the
histograms (b, d, f) in Figures 2 and 4). The residual distribution
in Figure 5 shows that the Ẋ component is still the noisiest. The
Ẋ residuals in Figure 5(b) reveal that the bias is strongest in mid-
latitudes, with opposite signed residuals in either hemisphere of the
Ż component. The sectorial banding seen in the residual distribu-
tions for the equal latitude and longitude VO grid (e.g. Figure 3(b),
Ẋ) is less apparent. The polar regions appear less noisy (except in
the Ż component), presumably due to fewer points in these regions.

5 ANALYSIS

It is worth emphasising that, in this study, core flow modelling is
being employed as a method to study the consistency of the internal
SV deduced from satellite data, with the main aim being to under-
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(a) Flow Model: November 2001 (b) Histogram of Flow Model Residuals: November
2001

(c) Flow Model: February 2003 (d) Histogram of Flow Model Residuals: February
2003

(e) Flow Model: March 2005 (f) Histogram of Flow Model Residuals: March 2005

Figure 2. Core-mantle boundary flow models, (a, c, e) and histograms (b, d, f) of residuals of each flow model to the SV generated from Virtual Observatory
grid of equal latitude and longitude spacing for all available vector measurements. In (b, d, f), the Laplacian and Gaussian fit to the data are shown in the blue
and green curves respectively. Continents shown for reference.

stand and remove undesired effects. Analysis of the patterns in the
residuals allows correction strategies to be developed.

Previous studies employing direct inversion of SV data from
ground based observatories have not reported strong geographical-
ly biased vector components (e.g. Beggan & Whaler, 2008), so it is
of interest to attempt to identify potential influences for the com-
ponent biases and patterns seen, particularly the deviation from the
implicit assumption of zero-mean noise. We wish to investigate if

the residual bias results primarily from external or internal fields
relative to the satellite, orbital drift or other effects.

To this end, a second set of main field VO for the period May
2001 – December 2005 were calculated using local night-side only
satellite data. The CHAMP vector data were winnowed to remove
measurements outwith the local time window of 20.00–06.00hrs
(polar summer daylight conditions were ignored). The number of
data in each cylindrical ‘bin’ (or tessera) was smaller (again depen-
dent on the data availability during the particular month and latitu-
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(a) Residual Distribution: November 2001 (b) Residual Distribution: February 2003 (c) Residual Distribution: March 2005

Figure 3. Geographic distribution of the residual fit of each flow model to the SV generated from Virtual Observatory grid of equal latitude and longitude
spacing for all available vector measurements. Circle size indicates residual size, with reference circle shown in bottom right. Positive residuals in red, negative
residuals in blue. Continents shown for reference.

de). Each month, approximately 5% of the VO did not have enough
data to calculate a solution, so were spatially interpolated to fill the
grid. As before, the SV for each VO was calculated and inverted for
flow models for each month. We shall refer to this as VO Dataset 2,
with the previous VO model using data from all local times called
Dataset 1. (Table 1 summarises the datasets used in this study.)

Comparison of residual histograms from this dataset (not s-
hown) to those from Dataset 1 indicates that the fit of the flow
model to the SV data improves, illustrating that the night-side on-
ly dataset is less perturbed. Figure 6 shows three examples of t-
he geographic residual patterns using the equally spaced latitu-
de/longitude grid. The Ẋ , Ẏ and Ż components are still strongly
biased, with the longitudinal stripes particularly evident in Figure 6
(b). Note that overall the residuals for these flow models are smaller
than those for Dataset 1 (e.g. compare Figure 3 (b) and 6 (b)).

5.1 Influence of Fields External to Satellite Orbit

The previous results show that though some unwanted effects wit-
hin the data collected on the day side of the planet can be reduced
or removed, the biases in each vector component still remain. To
examine the effects of external field influence on the residual bia-
ses and the sectorial banding, a dataset of selected quiet-time data
from Thomson & Lesur (2007) was used to generate a third VO da-
taset (referred to as Dataset 3). The selection consists of vector data
from both the CHAMP and Ørsted satellites for the same time peri-
od (May 2001 – December 2005), though due to the rigorous noise
criteria imposed, has very few data points (approximately 85000)
compared to the previous CHAMP datasets. It was necessary to

Dataset Characteristics Grid type

Dataset 1
All CHAMP data

Equal Area
All CHAMP data Equal LL

plus CM4 correction

Dataset 2
Night-side only CHAMP data

Equal Area
Night-side only CHAMP data Equal LL

plus CM4 correction

Dataset 3
Selected quiet-time CHAMP Equal LL

and Ørsted data
Dataset 4 Simulated CHAMP data using CHAOS Equal LL

Table 1. Description of datasets generated for the study. Equal Area refers
to the grid of equal area tessera. Equal LL refers to a grid equally spaced in
latitude and longitude.

interpolate both spatially and temporally where lack of data pre-
vented the calculation of an acceptable VO point. This is not ideal
but is necessary to allow direct comparison to the other datasets.

With such strong initial selection criteria, there should be litt-
le temporal correlation in the data. Comparisons show that the SV
calculated from this dataset is reasonably consistent with the other
two datasets. The SV was again inverted to produce instantaneous
monthly flow models. Figure 7 shows examples of the resulting
residual patterns from three months with the lowest level of inter-
polation. There is no obvious banding or strong bias in any of the
components, suggesting that external field noise (mostly absent in
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(a) Flow Model: November 2001 (b) Histogram of Flow Model Residuals: November
2001

(c) Flow Model: February 2003 (d) Histogram of Flow Model Residuals: February
2003

(e) Flow Model: March 2005 (f) Histogram of Flow Model Residuals: March 2005

Figure 4. Core-mantle boundary flow models (a, c, e) and histograms (b, d, f) of the residual fit of each flow model to the SV generated from Virtual
Observatory data grid of equal area tessera for all available vector measurements. In (b, d, f), the Laplacian and Gaussian fit to the data are shown in the blue
and green curves respectively. Continents shown for reference.

this dataset) may affect the SV of VO generated using more relaxed
data selection criteria.

External effects at satellite altitude come from a large number
of phenomena including field aligned currents and ring currents. T-
he Dst index measures magnetic disturbance from external fields,
primarily due to ring current activity (Campbell, 2003). Compari-
son between a nominal average monthly Dst value for 2001–2005
and the mean residual bias in the Ẋ component of Dataset 1 revea-
led no obvious correlation. However, as the SV is calculated using

data measured twelve months apart, the correct manner of compa-
rison is to compute the difference between the mean monthly Dst
values for month(t − 6) and month(t + 6). Figure 8 shows a
strong correlation between the annual difference in mean monthly
Dst value and the mean bias in the Ẋ component of Dataset 1 for
both methods of gridding. (As the actual flow model residuals are
approximately zero-mean, the Ẏ and Ż component residuals are
generally inversely correlated to those of the Ẋ component.) The
correlation is 0.67 for the equal area tesserae grid and 0.66 for t-



8 C.D. Beggan, K.A. Whaler and S. Macmillan

(a) Residual Distribution: November 2001 (b) Residual Distribution: February 2003 (c) Residual Distribution: March 2005

Figure 5. Geographic distribution of the residual fit of each flow model to the SV generated from Virtual Observatory data grid of equal area tessera for all
available vector measurements. Circle size indicates residual size, with reference circle shown in bottom right. Positive residuals in red, negative residuals in
blue. Continents shown for reference.

he equally spaced latitude/longitude grid (both with a probability
value of ∼ 10−7, indicating the correlation is significant at grea-
ter than the 99.9% level). The significant correlations between the
change in Dst and the two residual mean biases suggests that the
residuals contain external field signals.

The VO dataset created from selected quiet-time Ørsted and
CHAMP measurements (Dataset 3) has been interpolated from a
relatively small number of satellite data points both spatially and
temporally. Hence, spatial correlation between measurements is not
as strong (though some correlation will exist due to interpolation).
The associated residual patterns, shown in Figure 7, do not have
any of the features seen in those from Datasets 1 and 2; however,
the correlation with the change in the Dst index is 0.49 (correlation
is significant at greater than the 99.9% level), which suggests that
there is still some influence from external fields.

5.2 Influence of Fields Internal to Satellite Orbit

Magnetic fields internal to the satellite orbit (in addition to the
main and crustal field) can arise from ionospheric currents, au-
roral/equatorial electrojets and field-aligned currents, particularly
on the sunlit-side of each orbit – increasing globally during solar-
disturbed periods. The additional fields would break the assumption
that the field was of internal origin (i.e. a Laplace potential field) in
the region surrounding the satellite as measurements are taken.

The smaller residuals from Dataset 2 (derived from night-side
only measurements) compared to Dataset 1 (derived from all local-
time measurements) suggests that there is a strong influence from
day-side fields (e.g. Figure 3 and Figure 6). Widening the window

Figure 8. Twelve month difference of mean monthly Dst Index versus the
mean bias in the Ẋ component residuals of Dataset 1 for the equal area
tesserae VO grid and the equally-spaced latitude/longitude VO grid. (Note:
The biases have been multiplied by 10 to better illustrate the correlation). T-
he correlation is 0.67 and 0.66 respectively (both correlations are significant
at greater than the 99.9% level).

of local night-side measurements used in Datset 2 from 20.00 –
06.00hrs to 18.00 – 08.00hrs slightly increased the magnitude of
the residuals. This suggests that ionospheric currents and other day-
side fields are not averaged to zero by the VO method and hence
contribute to the biased residuals.

5.3 Influence from the VO method

The method by which each VO is generated through binning and
fitting a local potential field to produce an average field measure-
ment over a month is, in part, responsible for some of the residual
patterns observed. The cylindrical bin size, in the latitude/longitude
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(a) Residual Distribution: November 2001 (b) Residual Distribution: February 2003 (c) Residual Distribution: March 2005

Figure 6. Geographic distribution of the residual fit of each flow model to the SV generated from Virtual Observatory grid of equal latitude and longitude
spacing for night-side only vector measurements. Circle size indicates residual size, with reference circle shown in bottom right. Positive residuals in red,
negative residuals in blue. Continents shown for reference.

grid, fixed in radius (400km), so at higher latitudes data measure-
ments become common to several VO bins. The equal area tesserae
grid does not have any overlapping regions and so removes these
effects and uses all available observations. However, the fit of the
flows using the equal area tessera method are, on average, slightly
worse than those using the evenly-spaced latitude/longitude grid.

The satellite nadir local-time difference also has an effect on t-
he VO data. As the CHAMP satellite drifts approximately 2.5 hours
per month in local time, measurements taken at dawn-dusk configu-
rations are subject to a different ionospheric magnetic field environ-
ment to those acquired during local noon-midnight configurations.
The difference of the median local satellite time (at mid-latitudes)
between month(t + 6) and month(t − 6) is approximately 3.5
hours. Satellite measurements taken at different local times are not
sampling the same magnetic field conditions.

As a test of orbital configuration influence (for the sectorial
banding pattern, in particular), a synthetic VO dataset (Dataset 4)
was created using a simple satellite orbit simulator and the inter-
nal part of the CHAOS field model (Olsen et al., 2006). Two years
of synthetic satellite measurements and positions were simulated
by combining the CHAOS model and the latitude, longitude and
radius output from the satellite simulation. The data were binned
into 400km cylinders on a regular grid of latitude and longitude
to produce VO (similar to Figure 2) providing twelve months of
SV values which were inverted for core flow models. A number of
simple but unrealistic noise scenarios were tested using the simula-
tion. Both biased (e.g. positive only) and unbiased random Gaussi-
an noise was added to the CHAOS model in the polar regions and
on the local dayside at low to mid latitudes, leaving other regions

noise-free. Differing noise levels (up to 10nT ) have little effect on
the size of the residuals and the pattern seen but do produce rapid-
ly varying flow patterns, similar to the changes in the flows seen
in the other datasets. Figure 9 shows residual distributions for t-
hree consecutive months from the noise-free VO simulation. The
residuals are seen to have persistent longitudinal banding features
which drift westward when viewed as a time series. Residuals from
a simulated VO dataset using a grid of equal area tessera show no
latitudinal banding. This result demonstrates that the combination
of binning method and orbital drift is at least partly responsible for
the sectorial banding of the residuals.

6 CORRECTION STRATEGIES

In the previous section we proposed and tested several causes for
the biased residuals seen in Dataset 1 and Dataset 2. These inclu-
de effects from (a) fields external to the satellite orbit, (b) fields
internal to the satellite orbit but external to the Earth, and (c) the
orbital configuration of the satellite and the method of binning in
preparation of the VO SV datasets. Here we analyse further the re-
sults of those tests, with the aim of removing or ameliorating the
influence of these effects to produce datasets of purely internal SV
which are temporally consistent and spatially un-biased. At the sa-
me time, we must at least ensure that there is minimal ‘aliasing’
of undesirable effects into the SV datasets. These could manifest
as unrealistic secular acceleration within the flow models. Olsen
& Mandea (2008) have indicated that rapidly changing flows oc-
cur within the core but note, in the Supplementary Information for
their paper, that these variations may in part be due to unmodel-
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(a) Residual Distribution: November 2001 (b) Residual Distribution: November 2002 (c) Residual Distribution: September 2004

Figure 7. Geographic distribution of the residual fit of each flow model to the SV generated from Virtual Observatory grid of equal latitude and longitude
spacing for selected quiet-time vector measurements (Dataset 3). Circle size indicates residual size, with reference circle shown in bottom right. Positive
residuals in red, negative residuals in blue. Continents shown for reference.

led external (ionospheric and magnetospheric) sources. They also
clearly demonstrate in a previous study (Olsen & Mandea, 2007,
Figure 6) that the first differences of the external and toroidal field
Gauss coefficients (e.g. dq0

1/dt and dt01/dt) are up to an order of
magnitude larger than those for the coefficients for the internal SV.
The calculations presented here strongly suggest that artefacts from
external fields may affect their results.

6.1 Removal of fields using the Comprehensive Model

Modelling and removal of external, toroidal and induced magnetic
fields at satellite altitude is complex. These magnetic fields have
not been fully parameterised, nor can they be completely removed
(Thomson & Lesur, 2007). However, models of the external and
other contributory magnetic fields, derived from parameterised in-
version of large datasets, can be used to correct measured satellite
data.

We tested the influence of removing external and ionospheric
field models from the CHAMP satellite data using the Comprehen-
sive Model (CM4) from Sabaka et al. (2004). The nominal hourly
Dst index and the monthly F10.7 index over 2001–2006 were used
as input parameters. The sum of the primary and secondary magne-
tospheric, ionospheric and toroidal fields were subtracted from the
individual CHAMP measurements before binning and calculating
the VO field. The resulting residuals from inverting for flow models
showed mixed results compared to those from Dataset 1, but the
corrected data did not, on average, produce a better fit (based on the
sum of the absolute values of the residuals) than Dataset 2. Howe-
ver, this correction does reduce the correlation between the resi-

Dataset 1 Dataset 1 Dataset 2 Dataset 2
(Equal LL) (Equal Area) (Equal LL) (Equal Area)

No correction 0.66 0.67 0.63 0.67
CM4 correction 0.41 0.42 0.10 0.16

Table 2. Correlation between the mean bias of the Ẋ component of the
residuals for each Dataset and the annual Dst difference.

dual bias and the annual Dst difference (i.e. change in Dst Index).
Table 2 shows the correlations between the annual Dst difference
and the two VO dataset residuals with two binning methods. This
approach has the largest decorrelation effect on Dataset 2, where
selected ‘night-side’ only data are used, suggesting that the CM4
model performs better on the night-side of the planet (perhaps due
to the less complex field environment).

However, correcting Dataset 2 using CM4 does not improve
the overall fit of the flow to the data, as the size of the residuals re-
main approximately equal (for an equivalent solution norm). Figure
10 shows the sum of the absolute values of the residuals (using the
equal latitude/longitude binning method). Dataset 2 without CM4
correction provides the best overall fit to the data, though for some
months (particularly towards the end of the data set), the CM4 cor-
rected datasets are better. Individual comparison of the flow models
between the CM4 corrected and uncorrected datasets show strong
similarities. It would appear that CM4 removes much of the exter-
nal part of the field and prevents most of it being aliased into the
flow models, but introduces other unwanted signals, which reduces
the effectiveness of the attempted correction.
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(a) Residual Distribution: Month 1 (b) Residual Distribution: Month 2 (c) Residual Distribution: Month 3

Figure 9. Geographic distribution of the residual fit of three flow models to SV data simulated from the CHAOS model and the CHAMP orbits generated from
Virtual Observatory grid of equal latitude and longitude. Positive residuals in red, negative residuals in blue. Continents shown for reference.

Figure 10. Comparison of the sum of absolute value of the residuals for
Datasets 1 and 2 (grid of equal latitude/longitude) with and without exter-
nal field correction using CM4. Note the solution norms are approximately
similar.

6.2 Spherical Harmonic Analysis of the VO datasets

Rather than correcting the data individually, it might be possible to
undertake a global correction of the VO field models. By applying
spherical harmonic analysis to a VO field model, it is possible to
separate the internal, external and toroidal field components (Olsen,
1997). The individual components of the field (internal, external
and toriodal) can be examined to understand how each distinct part
contributes to the SV.

For each dataset, the SV was resolved into its three compo-
nents using the method of Olsen (1997). Each was then treated as
if it were internal SV and inverted for instantaneous flow. The mo-
dels of the flow generated by inverting internal SV, external SV or
toroidal SV were examined in detail. All flow models showed rapid
temporal variation.

The residual biases from the flow models inverted from the e-
xternal component of the field were the most strongly correlated to
the annual Dst difference. The geographic distribution of the resi-
duals from the external component are similar to those observed in
Datasets 1 and 2.

Examination of the residuals from flow models of the internal
SV show they are more randomly distributed than those from Data-
sets 1 and 2 (i.e. no patterns or Ẋ , Ẏ or Ż component biases), sug-
gesting that the biases arise mostly from the external and toriodal
parts of the field. However, there is still a rapidly time varying com-
ponent in the internal flow models, suggesting that some unwanted
signal still remains within the internal flow model. This supports
the assertion of Olsen & Mandea (2008) that isolating the internal
SV is difficult.

The flow models from the toroidal and external parts of the SV
have approximately 3.5% and 0.5% of the root-mean-square flow
velocity of the internal SV model. Although the internal flow coef-
ficients represent most of the power in terms of root-mean-square
velocity, they are not necessarily the source of all the variability in
the flow from month to month. The individual contributions of the
internal, external and toroidal components to the variability of the
flow were examined. Table 3 shows the mean ratio of the standard
deviation of the external and toroidal flow coefficients to the stan-
dard deviation of the internal flow coefficients. It was found that the
combined variance of the external and toroidal components was si-
milar to the variance of the internal coefficients. This suggests that
the variability in the flow models from month to month comes ap-
proximately equally from the internal and the combined external
and toroidal parts of the SV.
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Dataset Toroidal/Internal External/Internal
Dataset 1: No correction 0.47 0.66
Dataset 1: CM4 correction 0.21 0.57
Dataset 2: No correction 0.40 0.23
Dataset 2: CM4 correction 0.28 0.41

Table 3. The mean ratio of the standard deviation of external and toroidal
flow coefficients to the standard deviation of internal flow coefficients for
the Equal Latitude/Longitude Datasets.

7 CONCLUSION

The results from this study suggest that the assumption of Mandea
& Olsen (2006) that the VO method produces zero mean, unbiased
monthly field estimates is incorrect. The geographic distribution
of the residuals to the flow models are strongly biased by external
magnetic fields. When viewed in sequence, the flow models genera-
ted using all available CHAMP vector data (Dataset 1) show rapid
variation in direction, strength and structure from month to month.
The geographic distributions of the residuals also show continuous
variation in component bias (from positive to negative), hemisphe-
rical bias, sectorial pattern and magnitude of bias.

There is a small improvement in the fit of the flows to the data
when the night-side only vector data are used to create a VO dataset
(Dataset 2). A similar improvement can be seen when each satellite
datum is corrected using a CM4 model to remove unwanted exter-
nal and internal (to the satellite) fields prior to binning. This points
to magnetospheric, ionospheric and day-side current systems as a
significant source of contamination. In contrast, the smaller, more
randomly-distributed residuals from the selected quiet-time Ørsted-
CHAMP data (Dataset 3) indicate that contamination of these data
is much less, though still present. This points to signals external to
the satellite orbit contaminating Datasets 1 and 2.

Another potential source of non-zero mean error is the met-
hod of generating the VO dataset. The CHAMP satellite precesses
approximately 2.5 hours per month in local time. As the data used
to generate the VO are not from all local times, but rather a small
subset of day/night local times, this has the effect of not averaging
out diurnal effects. For example, in a month where the local time is
noon on the day side and midnight on the night side, a significant
bias must be present due to currents internal to the satellite orbit.
As noted in Equation (3), to calculate the annual SV for a particu-
lar month the VO value for six months prior is subtracted from the
VO value six months ahead. The magnetic field environment will
also be different for measurements collected 12 months apart, as
the satellite nadir local times vary between 3 and 5 hours due to or-
bital drift. For example, a VO with a predominantly noon local time
subtracted from a VO with predominantly morning local time will
sense different ionospheric-related fields. A grid with equal latitu-
de/longitude spacing, where bins overlap near the poles and have
gaps between them at the low latitudes, rather than equal area tes-
sera, was found to accentuate certain patterns, such as sectorial ban-
ding and predominance of large residuals at the polar regions. The
results from a synthetic dataset support the conclusion that sectorial
banding is related to the orbital drift and binning method.

Separation of the SV into its internal, external and toroidal
components partitioned most of the influence from external sources
into the external part of the SV, as expected. However, the flow
models inverted from the internal component of the VO SV dataset
still retained a rapidly varying signal, indicating that isolation of
the purely internal field is difficult.

In conclusion, unwanted signals from a number of sources ha-

ve been identified in the field models derived from employing the
VO method. Some of the effects from these sources can be rem-
oved or ameliorated, through the selective use of data, external fi-
eld modelling and alternative binning approaches. Using a grid of
equal latitude/longitude with local night-side only data selection
(Dataset 2), best isolates the internal SV and reduces the influence
from other sources but accentuates sectorial banding of the resi-
duals. However, it appears that the VO datasets are influenced by
unmodelled sources from fields other than the main field. These e-
xternal influences appear to be responsible for the rapidly changing
core flows.
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