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PREFACE
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Forecasting and Control was held at IH in which a
small group of specialists worked fogether on a
number of research topics (0O'Connell, 198l1).
Problem areas were identified and rezsearch
conducted for one month using data and computing

facilities avallable at the Institute.

In 1561 a similar workshop was held but this time
the central theme was water quality. A six-weex
workshop was held during July and August 1981 with
the overall objectives of investigating methodo-
logical problems, applying water gquality modelling
and analysis techniques to some real-worid problems
and co—ordinating research in the longer term.

Specialists in water quality modelling from UK
Water Authorities and Universities, the USA,
Australia and Italy were invited. The programme
of reseaxrch was decided at an early stage and was
divided into the following areas:
methodological problems in modelling water
gquality;
real-time forecasting of water quality in
river systems;
decision~-making and contrcl in water quality
management;
modelling and control of waste water treatment
plants. :

. 'This report describes reseaxrch carried out during

the workshop.
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1. INTRODUCTION

In addition to being major sources of water, river systems are used as
the principal disposal pathways for industrial and domestic effluent.
As demand for water increases and the variety of pollutants becomes more
diverse, there is a requirement for effective decision-making techniques
which can be applied to water quality management problems. Accordingly
over the past twenty years or so considerable effort has been devoted

to the development of such techniques.

In his 1962 monograph on water pollution, the eminent water research
economist, Allen Kneese, suggested that one of the major research needs

il ihu arems vi wabter yualily comtzrsl was the develeopment of "o methodnlnoy
for keeping track of quality changes and quickly computing the concen-
tration of pollutants (and significant associated variables such as
dissolved oxygen) at all relevant points of use, as a function of a
variety of conditionirg factors (including) waste loads at particular

outialls, biological, chemical and physical conditions, and volume

- 0f stream flow' (kneese, 1962).

In order to meet these requirements several major ctudies were undertuken
4nn the USA and in the UK., 1Initially planning models were developed, as
in the case of the Delaware Study (1963) and the Trent Study (1968), and
the models were used to investigate alternative capital investment
programmes. Later studies, such as the Bedford Ouse Study (1979),
considered the dynamic or short term variations in water quality and the
models were applied to uesign or operational management problems (goe
Appendix 1). With the need to operate water and waste water treatment
facilities efficiently the dynamic models have become increasingly useful
in assessing alternative control measures. In addition, the sustalned
innovation of electronic engineering devices into the water /wogtowater
industry has markedly improved the capacity to implement guvod operational
management practice. At the same time, longer-ternm cha: ;28 in the
nature of water pollution problems - for example, substantially more
complex objectives for management, the increasing probability of
accidental pollutaut spillages and the changing role of treatment facilities -

have increased the need for such good practice,

in Section 2 of these proceedings the role of systems analysis in water
cuelity manageuwent ia ronsidered, It deals essentially with the new
poteutial for uperational management, althcugh thies is naturally linked

with process deasiga sad, in turn, with the planning aspect of management.

The policy impliratiens of this changiag management emphasis are
iwmportant rud thy reader is aiso referred to the IIASA executive report on

tivis subjasct (Beck, 1381).

ik Section 3. two specikxic technigues uged extensively in the workshop
are described. The gereralised sensitivity analysie approach developed
by dpesr and Hormbergex is particulariy relevant tu 'ill-defined’
environmertal systoms whore the uncertainties associated with data,
mechanismg and mcdel psrameters are often significant. The extended




Kalman filter is similarly a technique which accounts for the stochastic
behaviour of a system and can be applied to a wide range of modelling

problems.

In Section 4 several studies are descrited which illustrate the various
stages of model development from nitrogen balance studies in river reaches
through to detailed nitrogen budgets for river basins. 7Tae problems of
modelling biological systems are emphasised in an algal modelling study
and in an analysis of an activated sludge treatment plant.

In Section 5 aspects of control system design are investigated and, 1n
particular, a new approach to control system design developed for enviro-
mental systems where there is considexable uncertainty associated with
model structure and parameter estimates. Oae of the reasons for the
linited appiication of ccntrol to environmental systems is that classical
control techniques have often been applied without consideratiaon QI v
underlying uncertainties. The techniques developed during the workshop,
however, account for the stochastic nature of river systemsor treatmeunt
plants and repr¢ nt a new develonment in this area.

Finally the appeundices of the proceedings contain a computer listing and
user nmotesfor the extended Kalman filter program developed during the
workshop together with a deacription of the Bedford Ouse monitoringz,
modelling and forecasting system developed by the Institute of Hydrology.
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2. SYSTEMS ANALYSIS FOR WATER QUALITY MANAGEMENT

2.1 Introduction

Our attitude towards mathematical models in the workshup has been that
they are important functicnal components of management and are tkarefore
most useful in a prescriptive sense to aid management decisions concerning
design and operational control. There are several areas where mathemati-
cal models and systems analysils techniques are of value and these may be

summarised as:

(a) economic analysis, in which fixed capital and variadle
operating costs tre considered and the effects of trassient
Crises, Iallures wlld WICUILBRAMLLIGD GablvpbYL;

(b) analysis of the interactions between the components of a
water resource system, the reliability of the components and
their zensitivity to zccidents and failures;

(c) support services for operational management, in which
monito-ed data on flow and quality are used to estimate
models, provide forecasts oi systiews behaviour and aid
operational management decisions;

(d) process control systemas synthesis, involving the design
and implementation of control systems.

In many camres, models are developed for "off line" studies of water
quality managument. In other words, the model 1s used as a b.sis for
analysing the feasibility and type of operational management to be
implemented in practice. In the study of "on-1line" systems, data are
recoived in real-time and operational management or control decisions
are taken to solve an immediate problem. In this section of the
proceedings the role of systems analysis techniques in both "o2f-line"

and"on~line" problems 1is considered.

2.2 Economic analysis

The most common type of application of a model in water quality
management has been in the determination of a minimum cost¢ solution for
the location, capacity, and (pollutant removal) efficiency of new (or
expanded) facilities that would achieve specified river water quality
standards (Trent £tudy; 1968, Delaware Study - see Spofford, 1976). Typically,
faciliiias here would mean wastewater treatment plants, lard disposal of
efiluenc, 1nv fiow augmentation, and artificial instream aeration.
Following the solution of such an initial problem, there have also been
many applications of more detailed models for minimum cost design of,
for example, sewer natworks and wrstewater treatment plants. These

are clearly applications limited strictly to the planning and desigm
phases of manegement, in which long-term fixed cost considerations have

dominated exclusively,.



By contrast, there have been relatively few studies on the econonic
trade-offs between capital costs and operating costs. As an example of
this, over a decade ago it was suggested that seasonal waste treatment
could result in substantial economic Savings and that permission for
variable waste control would allow trade offs between capital-intensive
treatpenrt facilities and facilities with high operation and maintenance
costs, Neither suggestion appears to have been seriously considered,
doubtless because energy costs prior to 1973 were relatively low and
there was little incentive to reduce operating costs. With increasing
epergy costs however substantinl savings are feasible. It is possible
that seasonal waste treatment suggestions were unattractive because of
theoretical and computational difficulties in applying optimization
algorithms that would be able to handle the inevitable complexities

of these ispues. Since the earliest attempts at obtaining optimal
solutions (investment cost minimization) to water quality management

in the mid~ tcC late-l¥60's, there has been extensive development of
applicable methods 0f optimization. Thus we are now able to work

within a framewurk for economic analysis where the planning of strategies

for water Quality management can address jointly both fixed and variable
costs (Smecrs., 1080). Furthermore, it is possible to recognize the
time-variable and, to some extent, unpredictable character of meteorology
and the receiving watex body by including, for example, statistical
distriputions of the stream discharge. This kind of progress is most
siginificant, for it greatly enlarges the gcope of planning options,
including the expected benefits of operational management, that can be
arsesged °n an econodic basis, Other factors which are then easily ,
accommocéated within such a broad framework include: uncertainty in the
knowledge ©of stream behaviour; extreme or asbnormal operational events,
such ag tOoxic substence gpillages, or treatment plant bypassing and

ave TElow, 8N ooLrdination of polliutant Temoval facililies wiith iow-

flow augmentation facilities. The statistical, or probabili.t:.., natuxe
of this economic anslysis permits alro a cost minimizatici: mubjest to
the satisfaction of probabilistic water quality gtande:'ds such as, for
exalple, the frequencty of excessive nitrate-nitrogen concentrations

persisting for a given period of time.

2.3 Interactionsg, reliability and sensitivity

The esgence of a gensitivity analysis of any giver configuration of
components in 8 water quality system 18 the detonrmination of the effects
of and operational management reaponse to natural fluctuations in water
quality caugsed by varying hydrological effects and to sewage treatment

failures and accidents such as pollutant spillages. It is in this sense of

interaction among processes, that our understa::ding is weakest of all

and where Systems anelysis techniques can be r'ogt useful. Mathematicael
models can be nsed to resolve the tradeoffs between the complex,
nultiple objectives that operational management has to address itself to.
To what extent, for example, does the design "f the system permit
operational. management to coordinate individual processes in order to
confine the effects of a fallure? For the time heing we are probably

2

only able to consider a limited number of questions of this kind, with
transient violations of nitrate-nitrogen standards being one example.
In oxrder to investigate the nitrate problem a multi-compartment model
of the Thames River Basin has been developed and this is described in

Section 4.2 of the proceedings.

The complexity of interactions between components in a water resource
system may be illustrated by the following common uses of rivers

(Jamieson, 1980):

{a) natural drainage : rivers are the means of dizposing of
excess rainfall;

(b) induced drainage : urbanisation and improved drainage of
agricultural land has enhanced the natural drainage

processes;

{c) water supply : rivers are used as the major sources of water
for municipal, industrisl and sericultural uses;

{d) navigation : minimum river depths are required to permit
navigation :ior commercial and recreation uses;

(e) sewage disposal : rivers are used as the principal pathways
for the disposal of industrial and domeatic sewage and

effluents;

{£) hydro-electric power : ri,;rs and reservoirs are frequently
used for power generation;

(g) fisheries : rivers provide the natural habitat foi fish and
the level of river poliution will determine the variety of

species observed;

(h) amenity and recreation : water authorities are obliged under
the 1973 Water Act to promote recrustionsl and amenity
activities;

(i) flood control : rivers need to be cortrolled to preveant
T1-20ding.

A river basin managed for one specific aspect may well provide benefits
to other asgpects but conflieci with others. For example, disposal
gctivities will conflict with water conservation and supply activities
and minimum deptbs fo, navigation will ronflict with the flood control
requireme:its, Of course, different interests in river basin management
will have different criteria for ragessing performance and it is perhaps
inappropriate to talk of ‘'optimal‘ operating rules for river basin

ranagement but rather to aiu for a 'satizficing' approach (Jamieson, 1978).

In this approarh the state of the syster is deemed satisfactory for
specific interesis provided it is wiikin pre-defined boundaries for
each activity. Systems analysis has a major role in assessing the
trade-offs in such a situation and in evaluating the reliability of




each component such that the effects of failure can be ascertained.

At aother level of detail, within each component of a water regsource
gysten there are interactions between physical, chemical and biological
processess and these also require analysis using systems techniques.

The ident L fication of process models and the estimation of model

parametex~£3 is ah area of {increasing study and during the workshop a

range of time series analysis and filtering techrniques have been employed.
In particular, 8 new approach to generalised sengitivity analysis hsas

peen appl £ ed to the modellinz of complex systems such as algal popula-

tion growth dynamics in rivers and biological waste water treatment
procespess - The theoretical aspects of the systems techniques are

deseribed in section 3 of the proceedings, together with several
applications in Section 4, The sensitivity analysis provides

particul mx~1y useful informetion on the uncertainties uassociated with
model paxr-sameters and hence process interactioas., This information can

po of direct benefit in subsequent management studies to translate
molt] ppem~wma and +he uneartadmtien on nroceass interactions into model

prediction s,

2.4 Sypoxt gservices for operational management

pocislons <Taken in rivor basin managoment are seldom simple and up to

date info xmation is therefore required on the current state of the

syston togZe@ther with forecasts of future system behaviour. In general,
operatior =1 managers do not, =at present, have the facilities to observe

or lorecass t behaviour in real time. There are, however, exceptions to this
guch a5 113 the case of the Bedford Ouse (see Appendix I) where an on-line
flov and «guality monitoring, telemetry and forecasting system has been
estiblished. Considerable benefits can accrue from such a system, For
example, when evaluating the risks to river conditions associated with

the loss = effict oney at an effluent treatment nlant it is necessary to
forecast the ghort term (ie day to day or hour to hour) changes in river
vater quad Xty. A subjective approach can be taken whereby a pollution
inspoctor <lraws on many years of local experience to assess a polluticn
ovent, Ama alternative approach is to use a computerised mathematical

podel to Forecast f£low and water quality. For example, it may be necessary
to close & direct abstraction to a water supply treatment plant whilst
apulss of polluted water flows past, By having prior warning of the time
of arrival and the severity of pollution conditiomns, it is possible to
increasy operational eifjriency as well as safeguard water supply. Since
‘ariver is a complex hydrviosical system and 'dynamic' in character

gystens am A lysis teckniqus: ::ice required to develop realistic models and
to we data in real time t¢ “‘orecast future behaviour.

As moitiom ed previously, there 1is a strong element of uncertainty associated
vith any estinate or forecast of water quality. It derives in pert from

an inadeqrzmte and imprecise knowledge of the system's behaviour and in

part it is a function of the inevitable errors associated with measure~

ments of warter quatity. The development of accurate and relisble

~ gensors (prxoviding less uncertain observations) for 2s many variables

a8 possibi e 1is, therefore, an essential goal in the long term.
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In our view, an operetionsl monitoring system, which will inevitahly
have objectives different from those of a monitoring network for
planning, should possess the following attributes:

(a) the provision of unambiguous and reliable nmeasurements of
short-term changes ~ because the primary concerns are those
of diurnal variations, accidental events, and meteorological

variability;

(b) the reiiable meacurement of ""surrogate" variables supplemented
by data processing glgorithms - because such a combination
fully exploits all the opportunities to convert reliable data
into useful information. (As a typical example, knowlocdge
of the state of "biological activity"” is often desirable for
the control Orf the activatedad Bludge process; it COuiu, in
principie, be reconstructed through the combination of a
model and processed data on the surrogate variables of
substrate and metabolic end-product concentrations in the
influeat and effluent streams),

Thus systems techniques coupled to on-line monitoring and telemetry
systems can provide a powetrful new tool for operational management.

2.5 Process control systems synthesis

An ideal control system design project might have the following four distinct

phases..

b

a
d

-
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data;

(b) derivation and verification of a mathematical model by
reference to the field data;

(c) specification of process control objectives, and control
syatem synthesis and evalustion by reference to the

mathematical model;

(d) installation of the control system on the field unit.

The problems of control system design sictually divide into two types:
either a control scheme is to be designed for an existinm facility,

or the control schema is to be developed together with the design of the
‘Facility prior to comstruction. In the chemical process and refining
industries the latter approach is coaventional. Howuver this is
generally not the case in the civil engineering field and it is often
necessary to design controllers after coustruction. This iucreases the
probability that such controller designs are only partially
effective, which in turn may reinforce the view that operational control
18 not feasible. Given this situation, systems asnalysis has a major
role to play in demonstrating the advantages of operational control.

Both the theory and application of control techniques have advanced
during the past twenty years. In the sixties major advances were made
in those industries, such as aerospace, nuclear power, chemical process,
011 refining and paper where automation was required to ensure adequate




integrated control. The requirements of the four phases listed above for
control system synthesis could also be relatively easily satisfied in
these industries. Although conventional sin: = loop three term
controllers (ie controllers with proportions s vegral and derivative
action) were principally used at the local con.rsol level,sophisticated
techniques wére developed for the control of multivariable interacting
systems and for the hierarchical control of systems. For example, in
the refining industry the increased integration of component plants
meant that in addition to localised control, supervisoryorhierarchical
control was required to optimise the overall plant performance. The
theory of optimal comntrol became a major area of research. In general,
tke theory has outpaced application and there are few optimal controi
systems that have been applied in practice. Rather,'conventional'
control techniques have been applied together with hierarchical control
to provide an adaptive system with control targets for each sub-
compartment being established from the central control.

In the water industry there has been little incentive to introduce
control. Capital has always been available to build large treatment
plants and the design of these has not been conducive to control
techniques. Management has always had time to respond to any emergency
because of the storage available and, prior to 1974, the fragmented
nature of the water industry made control impossible. However with the
1974 reorganisation all the functions of the water industry listed in
Section 2.3 are now the responsibility of each water authority. Integra-
tion has meant that control is now possible and with the recent develop-
ments in micro-computers there are financial advantages to be gained

.from increased automation.

Major trends are evident in present computer installations for process
controli: the previously dqominani preiereiice 1o & singic, large—-scalg,
central computer is being supersaded by the emerging philosophy of
dividing the computational burden among & host of small sub-units (each
designed to carry out a specific set of tasks), whose basic component is
the micro-procesgor. Microprocessors may be regarded as low-cost,
flexible computing powexr that can be installed along a decentralized
network. 1In such a context they should support a variety of activities:
data acquisition and instrument management, data exchange with the
central computer and communication-line management, peripheral process
control and (control) actuator management. Over and above these
"gdministrative and supervigory" functions, however, there are possibili-
ties for applying microprocessors to various tasks of estimation, fore-
‘casting and control. The task might be a8 simple as the detection of and
compensation for instrument drift{, which would be extremely important
for avoiding incorrec:i operating information and which extends our
“notion of a reliable monitoring network. Or the task might be as complex
as the reconstructicn of estimates of biological rctivity using a simple
model of substrate/biomass interaction, and this task im turn could be
embedded in a fully closed-loop process controller - whore again the
controller component could be programmed on & microprocessor. Given
these possibilities, and indeed much research and development work
remains to be done, one can discern certain strategic requirements for
the development of models of water quality relationships. and the
application of microelectronics to the water industry.
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A recent proposal by Jamieson (1980Q) to develop an integrated hierarchical
control system for the Thames Water Authority is an example of how important
ilcro-electronics and the related techniques of systems analysis are to the

future of the water industry.

2,6 Conclusions

As river basins become highly developed so the interactions and

activities affecting and affected by water quality become more subtle

and complex. The nature of the water quality problem often changes over
tir2 as the system alters. For example, problems perceived by management for
noest urgent attention change from easily degradable wastes, to point source
pollution problems to non-point source pollution problems, to eutrophication
problems, to toxic chemical problems and so on. Systems analysis techniques,
therefore, have to cater for a wide range of problems and mathematical models
must be chosen carefully to suit the nature of the particular water quality

problen.

rYast mAanagement SLIralegies NAVe leaa L0 A Progressilvely compiex
infrastructure of engineering facilities in the river basin. However,
over the past decado there have been major innovations in providing
cheap reliable electronic equipment which has been used to increase the
monitoring and control capabilitles of operatlongl management., Thesge
improvements in technical hardwsre need to be matched by developments in
systems analysls techniquez. The overall objective of the workshop

has been, therefore, to advance the theory of sysiems analysis and apply
the technigues to signiticant problems and these are described in the
following sections of the proceedings.
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3. BASIC METHODOLOGY

3.1 Iintoduction

In the analysis of water quality problems, mathematical modelling
studies can sgometimes aid in hypothesis development, in the screening
of data and in the design of control schemes which can deal with the
ipherent uncertainty in such systems. Circunstances usually require
models wused in this way to be simulation models closely based on con-
ceptual descriptions of component processes. As & result such models
may contain many ill-defined parameters, a fact which severely limits
the relliance that can be placed on the outcome of any single simu-
latiorp. In an attempt to overcome this difficulty it has been proposed
that parameters be assigned statistical distributions which reflect

the degxee of parametric uncertainty and that these distributions be
el 47 WMonte Varln aimulation analvaes. ¥n section 3.2, a wvariation
on this theme is proposed in which the systen's behaviour is stipulated
initially and a classification algorithm defined and applied to the
mcdel owutput, This algorithm results in each simulation run being
claspified as a behaviour, B, or not a behaviour B, The paramoters
leading to the rasult are stored according to the behavioural outcome.
Subsequently, all parameter vectors are subjected to analysis to
determine the degree to which the a priori distributions separate
mder +h. bohgyvioural mapping. This separation, or lack thereof,
formz the basis for a generalized sensitiwvity analysis in which parameters
and theilr rTelated processes important to the simulation of the behaviour

are sgsingled ocut.

In Secticn 3.3, the problem of estimating the parameters of a non-
linen— <—ontinuous/discerete water quality owotem is congidered. The
theoret ical aspects of the extended Kelman filter technique are
presented and s computer program developed durir - the workshop is

listed in Appendix 2 together with computation w«.d user notes.

3.2 A generalised geasitivity analysis technique

3.2.1 Introduction

Theories wuseftul for developing mathemati cal models or for designing
control syetems are, for the most part, pertinent to well-defined
systems, 41 .e., those for which a valid model structure is available
and for which parameter values can be accurately specified. As
Young (1978) has pointed out, strategies for building models of well-
defined systems are rarely (or never) suitable for application to
poorly defined systems in which uncertainties in measurements, model
structure and parameter ostimates are likely to exert a dominant

influence.

Problems involvirg biological systems, such as denitrification
processes, algal blooms in rivers or biological waste treatment
processes, are often poorly-defined for a wariety of reasons.
Bioclogical processes and complex chemical reactions that take pluce
in these syste~s are not well understood, at least in quantitative
terms . Data are often limited in quantity and quality and non-
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“the literature suggests that the maximum growth rate of the algae
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stationarity is the rule rather than the exception. Nevertheless, the
ultimate goal of many efforcs relating to modelling such systems is to
develop a firm basic understanding of processes and an ability to
control these systems.

A technique, referred to as a generalized sensitivity analysis for
the treatment of poorly defined systems, has been recently developed
(Spear and Hornberger, 1980; Hornberger and Spear, 1981), The basis
ef the method is the utilization of a simulation model together with a
classification algorithm. The classification allows any particular
trajectory of the state variables of the system to be identified as
either representative of the observed (or desired) behaviour of the
system or not ropresentative of tue behaviour, The idea is to inject
uncertainty into ihe simulation model of the system by specifying the
parameters via probability density functions (rather than point esti-
mates) and then to perform Monte-Carlo simulations choosing parameter
values from the specified distributions. The result of each Monte-
Carlo replication is clagsified as either a behavior, B, or as a non-
behavior, B, Subsequent to the Monte-Carlo trials, statistical
analysis of the parameter vectors is used to isolate those parameters
important in simulating the salient features defining the observed
behavicur, The sensitivity rankings of the parameters are taken to

be indicative of the relative importance of uncertainties in various
component processes, The method has been applied to identify critical
uncertainties in an estuarine eutrophication problem (Hornberger and
Spear, 1980; Spear and Hornberger, 1980) and in an economic analysis
of solar power satellites (Spear and Hornberger, 1981),

3.2.2 Model description

Aspume a water quality or biological system to be modelled by a set of
first order crdinarv differential ecuations. Let these equations be

given in the form:

dx(t)
dt

whore x(t) is the state vector and z(t) a set of time variable functions
which include input or forcing functions. The vector £ is a set of constant
paraneters described more fully below. Thus for £, z(t) and x(o) specified,
x(t) is the solution of the system of equations and is a deterministic or
stochastic function of time as determined by the unature of z(t). For
simplicity of exposition, z(t) will be treated hereafter as a deterministic
function of t. Under this assumption, there are two types of uncertainty
with which we will deal; uncertainty in the model structure, i.e. in the
functions, f, and uncertainty in the parameter values £. Different model
structures would pertain to competing hypotheses on ayEtem functioning
(e.g., phosphorus limitation vg nitrogen 1I—I+*ation in a eutrophication
problem); we use the term scenario to indicat® s particular structure.

For a given scenario each element of the vector _é_;_ is defined as a
rendom variable,the distribution of which is e measure of our uncer~
tainty in the 'real' but unknown value of the parameter,. These
parametar distributions are formed from data availlable from the
literature and from experience with similar structures. For example,

= x (t) = £[x(t), £, z(V)] 3.1)
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Chlorella vulgaris 1is almost certainly between 1.5 and 2,5 days ! at

water temperature near 25°C. Interpreting these limits as the range
of a rectangularly distribrnted random variable, and forming similar
a priori estimates for the other elemeats of £, results in the defi-
nition of an ensemble of models for a given scenario. Some of these
models wili, we hope, mimic the real system with respect to the

behaviour of interest,

3.3,3 The problem-—detining behaviour

Turning now to the question of behaviour, recall that for a given

sconaric every sample value of I, drawn from the 2 priori distribution,

rTesults in a unique state trajectory, x(t).
wo agsume that there is a set of observed variables y
calculated from the state vector important to the problem at hand.
for each randomly chosen parameter set E*, there corresponds a unique
©observation vectcr y+~(i}, »Since tiv wivwoials vl yil) arg oheosrved

(le they are peasured in the real system) it is sensible to detine
behaviour in terms of y(t). For example, suppose yy is the concentration
©f phytoplankton in a body of water and the problem in question Zoncerns
umvanted elgal bPlooms due to nutrient enrichment. Then there is some
wvalue of y; above which a bloom 18 defined to have occurred and the

behaviour is defined by this critical value,

(t), which can be
So,

Zn goneral a numbexr oif bhehaviourcategories can be used, Without loss
©f generality, however, we can consider the case for which behaviour
4g defined in a binary sense, that is, it either occurs or does not
©occur for a given scenario and set of parameters £. It follows that
A rule must be specified for determining the occurrence or non-occurence
©of the behaviouron the basis of the pattern y(t). It 1s also possible
~hot ihe behaviciTw . ght déepend oo the vector Z(i). For cxazplc,
suppose one element of z(t) were water temperature. We might be

4 nterested only in extreme values of y(t) when adjusted or controlled
For temperature variations. In any event, the detailed definition of
behavior is problem-dependent and, for present purposes, it is
sufficient to keep in mind that a set of numerical values of £ leads
€0 a unique time function y(t) which, in turn, determines the occurence
or non-occurrence of the behaviourconditiona, perhaps, by z(t).

=.2,4, Application oOf the technique

We have now presented the cluss of models to be studied, defined the
sconario concept and described how we propose to deal with parametric
uancertainty. For & given scenario behaviourand set of parameter
Aistributions £, 1t 48 possible to explore the properties of the
engemble via computer siumulation studies, In particular, a random
choice of the parameter vector £ from the predefined distributions

A eads to a state trajectory x(t), an observation vector y(t) and,

wia the behaviourdefining algorithm to a determination of the
occurrence or non—occurrence of the behaviour, A repetition of thige
Process for many sets of randomly chosen parameters results in a setl
©o3F sanple parameter vectors for which the behaviourwas observed and
s set for which the behaviourwas not observed, The key idea is then
€ o attenpt to identify the subset of physically, chemically or

D iologically meaningful parameters which appear to account for the

occurrence or non—occurrence of the behaviour , More traditional

Following the usual practice,

sensitivity analyses of large ecological mcdels inevitably show that a
surprisingly large fraction of the total number of parameters is simply
unimportant to the critical model behavior, We maintain that this
unimportant subset or conversely the critical subset, may be tentatively

specified rathev early in any study.

Ranking the elements of £ in order of importance in the behavioral
context is accomplishe¢d through an analysis of the Monte-Carlo resultg.
The essentigl concept can be best illustrated by considering a single
element, Ek, of the vector £ and its a priori cumulative distribution

ag shown in Figure 3.1. Recall that the procedure is to draw a random
sample from this parent distribution (a8 similar procedure is followed
for all other elements of £), run the simulation with this value and
record the observed behaviocurand the total vector £ therewith associated.
A repetition of this procedure results in two sets of values of §,,

one associated with the nccurrence of the behaviourB, and the other with
non-behaviour.B. That i8, we have split the distribution F{£,) into
two parts as indicated in the figure. This particular exa:npls would
suggest that £, was important to the behavior since F(Ey) is clearly
divided by the behaviaural classification. Alternatively, if the

simple values under B and B appeared both to be from the original
distribution F({;) then we would conclude that Ek was not important.

3.2,5, Sensitivity ranking of parameters

For the case where z(t) is a deterministic function of time, the
parameter space is cleanly divided by the behaviouralmapping; that is,
there is no ambiguity regarding whether a given parameter vector
results in B or B, Our analysis then focuses on the determination of
which parameters or combinations of parameters are most important in
distinguishing between B and B. We will restrict the discussion to
the case for which the parameter vector mean is zero and the parameter
covariance matrix is the iderntity matrix. (A suitable transformation
can always be found to convert the general problem to this case.) The
problem of identifying how the behaviauralmapping separates the parent
parameter space can then be approached by examining induced mean
shifts and induced covariance structure.

For example, we can base a gensitivity ranking on a direct measure
of the separation of the cumulative distribution functions, F(EkIB) and

F(Ek_lﬁ). In particular, we utilize the statistic

~ 8up
din = x | s (x) - 8_(x) |
where 8, and 8  are the sample distribution functions corresponding to
F(Ek|B) and F(Ekla) for n behsvioursand m non-behaviour, The statistic
dm, n 18 that used in the Kolmogorov-Smirnov two sample test and both
its asymptoticand small sample distributions are known for any con-
tinucus cumulative distribution function F(£y|B) and F(£y|B). Since
8p and Sy are estimates of F(Ex|B) and F(fy|B), we see that dy , is

tho maximum vertical distance betiween these two curves and the
statistic is, therefore, sensitive not oinly to differences in central
tendency but to any difference in the distribution functions. Thus,
large values of dy , indicate that the poramenter is important for
simulating the behaviourand, at least in cases where induced covariance

13



Cumulative Distxributicn

Figure 3.1, Cumulative distribution functions for parametar Ek

F(Ek) = parent, a priori distribution, F(Ek/B) =
disgtribution of Ek in the behaviour category.
F(Ek/ﬁb = dirtribution of £ _in the non-behaviour

categzory.
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is small, the converse is true for small values of that statistic.

In general, however, ranking on the basis of ‘ite geparation ia the
distribution functions along the original axes of the perametex space
(the individual parameter values) is not sufificieut, :
for example, that the first and second moments for a single paramoter
might e¢xhibit no separation and yet this parameter could be crucial
to a successful siamulation by virtue of a strong correlation with

other parameters under the behaviour,

It is posailile,

For examnle, Figure 3.2 depicts

a two-dimensional parameter space for which the cumulative distri-
butions would not separate under the behaviouralclassification.
theless, both parameters are important in determining whether the
behaviouroccurs. Clearly, it is the interaction between parameters
which is crucial and information on the covariance between the two
parameters will give insight into the degree of sensitivity in a case
such as this, In fact, as shown more formally below, inspection of
the covariance matrices of the parameter vectors in the two classes
can provide important ciues in assessling Sensitiviity.

Let § be the perameter

This notion can be formalized as follows.
vector. Since these vectors were normalized vo have zero mesn, unit

variance and zero cevariance it follows that

EGE) =1 = P(BEZ1Z,) + P(B) Wi~

- T — T
+ P(B)E(2z242 ) + P(B) {212

where
of not doing so, respectively;
E, is a parameter vector associa
gz iG o pa‘;“a..::‘.:cr --Ouuua. uSun:iu
H1 = E(§1)
U2 = E(E2)
Zr =& -1
E2 - 2

E is the expectation operator.

P(B) and P(B) are the probabilities of obtaining the behaviour and

[$20 -
Wi

- wme

The case illustrated in Figure 3 2suggests that incidences in which
geparation is not indicated in tue univariate analyses should be
singled out in the multivariate procedure.
distributions F(£y) did not separate under the behavioral mapping.
Then Wi = UY2g = O for each of these distributions.
parameters for which no ‘mean ah*b:tt is observed (say £4 and £,) the

1jth alements of ui1T and you2* are zero and, according to equation 3.2
,the corresponding off diagonal elements of the covariance matrices

are such that

P(B)E(Z = ~P(B)E(Z24%2)

11213

Apsume that m of the .

For two

where i1 # j. Therefore, 12 a distribution does not separate under
the behavioural mapping but does show induced covariance, the situation
depicted in Figure 3.2,this covariance will be seen in both the cova-
riance matrices under B and B and tho magnitudes of the covariances



Figure 3.2, Schematic diagram of a two paramote. case for which
seperation under the behavioural classification is
L ~ total but for which discrimination by univariate tests

is not possible.
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wiil be related as indicatsd above. This is e=aslly ~l.ecsed by
inspection of the two matrlces.

The problem of identifying "important” perameters in a sifuation vhere
induced covariance is significant {e.g., tne case shown schematically
in Figure 3.2) can algo be addressed by cousidering an analogy with the
problem of discriminant analysis in the face of regligible differences
in meangsbetween gioups. Kerdall and Stuart (1969) suggest .iat a
principal components trs.7formation may be useful for such problems.
In fact, for the case dep:.-{ed in Figure3.2it is intuitively obvious
that the principsl componentsg of tlLe covariance matrixz of parsmeters
in c<he behaviour class (or of those %n the non~behavicr class) del'ne

a new set of co-ordinate ~ves at 45 from the original §;,£: axus.

The cumulative distribuilous of The projections of the parameter vector:
on these principal axes would indeed separate and the valuw of the
dy n Statistic for these would again provide a useful measure of the

peparation.

N

In a more ge¢ »ral case the pehaviouralclassification would result in
both separation alcug some of the original exes and in induced
covariance. A priacipal--components transformation of the covariance
matrix of either the behaviourclass or the non-behavior class defined
with respect to the grand mean can be used to advantage when infor-
mation on both mean and covariance differences is important (Fukunags

and Koontz, 1979). That is, equationr 3.4 can be wraiten
EGEED) = 1 = P(BIE(EEr D) + P(BIW(E2E2 ) (3.3)

and if T is the matr*x that diagonalizes the covariance matrix under
the behaviour,E(£1E;17), then the same transformation must diagonalize

—
PP TUITS I iy £ 44 -
haviour classification, E(5:E21):

ihe COVariance Wairix UOLST tho Don-we

TEEETYT = T = PBYTTECE1E1IT + POIT E(E2E2 T,

or 1

P(B)A; + P(B)A\2 (3.4)

where A, and A, ere diagonal matrices with the eigenvalues of the
respective covariance matrices as the diagonal elements. The columne
of the matrix T are eigenvectors of covariance matrices and the
(normalized) components of those vectors are the direction cosines of
the transformed axes relative to the original parameter axes. Thus,
the  projections of the parameters onto a transformed axis exhibit
significant separation under the classification in terms of the dm n
stetistic; the weights > individual parameters in that eigenvector
indicate the importance of each parameter in explaining the separation.

Details of the generalized sensitivity analysis described above are
perhaps best :ppreciated in the context of an actual problem in water
quality modelling and/or control. Several examples are presented
later in the proceedings and should serve to clarify the general

approach,




L Tt

16

3 3 Estimation in non-linear continuous/ciscrete water quality sys.ors

3.33-1 Iatroduction

The problems of water quality modelling as emphasised in the previous
jecction con often be addressed by a dynamic, Sstate—space formulation;
thi 8 leadd to an internally descriptive model in which measurements are

fuxaCtiops © £ the state space and mot the input. Thke measurement
txmmCtiops will then be of the form:

dy(t) = h{x(t),t)dt.

ira-©OT8 jb TRe observaiions way be incoipuraced by tuw addiiivi 0l e
m=xSurepent mnolse term,

dy(t) = h(x(t),t)dt + dn(t)dt

lac=X of knowledge of the procegs dynamice and random influences may be
incOrporasted in the system equation by the addition of a system noise

tex2i,

£(x(t),u(t),t)dt + di(t)

dx(t)

o Py,

dx(t) = f(x(t),u(t),t,&(t))dt
the e

x(t) 18 the n vector of state variables;
u(t) 1is the L vector of deterministic inputs;

y(t) 1s the m vector of observations,

Thes State OF the system and the parameters are normally unknown since

v ©Obperve the system thy- . th a set of 10lsy measurements. The problem
to e adiressed 18 theret-y: one Of state and parameter estimation
tir~ough the exsmination of system responses to a set of deterministic
(or~ compsratively noige-free) inputs,

3.2 .2 Recursive nstimation and the extended EKalman filter (EKF)

e —

algoxd thus

R~ ai-line . control and real-time forecasting situaticns, datas handling
m Storsge requirements are minimimsed by using a recursive approach to
the estipstion problem. The recursive tigo-ithms to be cons'idered here
praait the identification of time-varying parameters; this is ugefyl in
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iiydel structure dentification and may highlizht previously un-modelled
waraneter/state or parameter/input reletioaships (Whitehoad, 1979). The
models employed for n:tural systems axe often non-linear either in the
systen or woasurement equutions or both. Thus the estimatc: requirements
are those »f recursive state and per rameter 2stimation iu tynamic, non-
li.ear, noisa-corrupted, state-space systems from & set of noisy

observationsa.

Many water quality systems are best describerd by continusus time
equations; hawever the output observations are often gampled discretely
and a continucus/discrete time gpproach is then required. The Kalman
filter provides n optimal golutioxz to the linear estimation problem
(see Jazwinski, 1970 ior a theoretical development of the Kalman filter),

-» ”~ v Y '+ 174 To e R oA ¥ - P ol e P -~ ..
In the axon o2 watoxr qualsty zonelldng mochanlstlic procensss ard goncrally

——————

non-linear and an extended version of the Kalmar fllter is regquired.

Consider the continuous/discrete time system,

dx(t)
dt

]

£(x(t), ult), t) + E(t)
(3.5

y(e ) = hdxCt), ulty), t) + ndt

where £ and h may be non~linear funciion3. The system equitions may be
linesrised so that the Kalman filter algvrithm can be used in the estinma-
tion. Tho linearisation 45 carried ocut vie a 1st order Ta lor series
expansion of the system equations. This leads to the foilowing linear
differential equation (see Beck, 1979),

Sx(t) = F'(x(t), u(t),8t) x(t) + G' (x(t),6u(t), t3 w(t) + £(¢t)
(3.6)

Sy(t) = H'(x(t,), ulty), t)8x(t) + n(t))

which is in the required form for the Kalman filter and where tLo elements
of the Jacobiau matrices F', G', H' are defined as followe:

o 9z (x(t),u(t),t)
F'(xlt),uce), ), , = ax_ (t)
L 3L, (x(t),u(t),t)
G (f(t),.l_l(t),t) i, ) = 3uj(t)
oh, (x(t,),u(t,),t)

H? (E(tk) ;l_l(t!‘) ’tk)i, J= axJ (tk;’

and
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wey Bty - xce)
du(t) Qg(t) - El(t)

the QAwrantities E(t) and I_E(t) form a reference trajectory, notably

) = fx i t).

The lireard mation gives rise to & form of the Kalman filtex which can be
extunded t© ¢over non~linear problems. The resulting extemded Kalman
tilter (RKIF) slgorithm consists of prediction equations and correction

- equaticny =s follows:

A k‘l‘l ~
M, g1%) = x(tklt) + J' £¢x(t[1)), u(), T)dr (3.7)
ty
Fa) T ~

P, ) SIS I LI R LR L CH SO (CALWS

+ }k”‘ t,»T ht | €,.)) Tes A(t | £, »>dt (3.8)

A ¢( g? o x( k k) Qo¢' k’T’§ k! ¥x dd 3.
k

where the © xansition matrix is

A “k+l
Wt Eae gy X 1000 = el L P Gar]t), uwm,v)ar}
and where @ 1p the voriauce-covariance matrix of the system noise, £(t)

Upod recoip & of the sbeervelion vector z(t ), the followiling correction
equationy aPply for the Kolman gain, the s%a%e and the covariance

' ' T ~1
B(ty,y) ® k+1|t M (tk+1)[(ﬂ (t,, 1)P(tk+1|tk)ﬂ (t, 1) * Rt ] (3.9)

(gt s > by 4]t + BCt 10 (ret, ) - BexC, 6,0, ult), £, 1)) (210

)y H' (t

] Pee, |t) (3.11)

(tk+1|t|;+l) = [t~ Bt k+1 k+1

whore R i3 The variance-covariance matrix of the measurement nolse, n(t) .
‘Indépendonc®> phetveéen n(t ) and E,(t ) is aspumed. Further assumptions
implicit 18  the slgorithn are

(1) the referencs trajectory is reset to the best state estimate
st eAch stupling imstant, this being x(t, |t ).

(11) the a priori state estimates are unbiassed so that the
a poBteriori state estimates are also unbiased (Beck, 1979)

(i1) the reference input E(t) is taken as equivalent to u(t).

ap =

. @ . .
. et e - e e et At e b el i i TS L[4 8 Wb st e
' : ]

.f.'

3,3.3 Btate/parameter estimation

In most water quality modelling prodlems it is necessary to estimate

both model states and model parameters. Process mechanisms are generally
'111-defined' and parameters are unlikely to be known precisely. Whilst
a priori estimates of parameters may be available from laboratory experi-
ments or theoretical considerations it 1s necessary to derive field data

using the estimation algorithms. o,
For the purpose of parameter estimatio- the system dynemics are written as

x(t) = £(x(t), u(t), t, a(t}) (3.12)
where

x(t) = [x,(t), x,it) x (t)]T

- 1 ’ 2‘ ] " ey n

T
alty = [al(t), A, (), ..uy ap(t)]

go that a(t) is the vector of parameters to be estimated. We may combine

the state and parameter vectors in the following way,

T
x*(t) = [xl(t)' xz(t), . xn(t), al(t), o:z(t), cevy ap(t)] (3.13)

where 3*(1:) is known as the augmented state vector and may be employed in the
system dynamics in place of x(t) and a(t). In applying the EKF an assumption
ig made on the paorarmoter dynamics and commonly employed parameter dynamice

are,

(1) non-dynamic,
d(ty = 0;

(i1) random walk,

Bt ) = QL) + E(E)

k+1

wvlhiere I;(tn,) is a Gaussian white nolse process;

(111) Gauss-Markov,

alt, 40 = Balty) +L(t)

k+1
1< B <1

The EXF algorithm can now be eiployed for coubined state and parameter
~estimation by substituting the augmented state vactor x¥*(t) foxr x(t) in
aquations (3.7)~(3.11). The terms state and parameter are semantic devices
in this context since in estimation terms they are treated identically

by the algorithm. This may create system non-linearities in an otherwise

linear system. For example given
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x(t) = ox(t)

we& havo,

il(t) = xz(t) xl(t)

x.(t) = O

[

and the systen equation s non-linear imn x(t).

A useful means of avoiding induced non-linearities is to consider the
states 88 deterministic and estimate the parameters only. In the cace

of the above example

A
xl-

:':1=0

ne

H(t) x(t)

then,

y(t) = H(t)x,(t) + n(t)

The measurement matrix is now time-varying. This linear syat-ms
formulation lends itself to Kalman filtering.

Lack of optimality in the EKF will occur

(1) when the functions b and £ are mot well approximated by
4 18t ordexr Taylor series expansion and/or the magnitudes
ot 5x*> (and higher order terms) are large. The Gaussian
and order filter attempts to overcome this problem (see

Jagwingki, 1970).

(i1) when the initial augmented state wvector is biased. This
leads to imconsistent estimatoes amd the filtered states
‘may diverge from their true values. It is often useful to
consider a limitation of the memory of the filter so that
the learning process does not proceed at an unrealistic
rate. This may conveniently be =az2ccomplished by using an
exponentimlly age-weighted filtex (Jazwinski 1970).

b

s

-
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(iii) when the Q and R matrices are specified incorrectly the estimates
will be biased and the EKF will be sub-optimal (Ljung, 1979).
This is the major drawback of the EKF technique since accurate
estimates of @ and R are generally not available.

In the solut_ion of the EKF there are a& number of computational problems
to be overcome and these are discussed in detail in Appendix IIX together
with a 1listing of the EKF PROGRAM AND ASSOCIATED USER NOTES.

The EKF has been applied extensively during the workshop (see Section 4.3)
snd in order to illustrate the technique an application to the modelling

of an activated sludge treatment plant is considered here.

. 3.3.4 Application of the EKF to a waste water treatment model

ln oraer 1o gemonstratie the use and periormance 0I iLhw Lol in combined
state and parameter estimation, a dynamic waste water treatment model is
employed in simulation stuiies. A detailed description can be found in
(Marsili~Libelli, 1980a, b); a short description will be useful here.

The model describes the behaviour in time of dissolved oxygen in a
conventional activated sludge plant. The systems representation is shown

iz Figure 3.3.

where,

aeration tank
clarifier

artifirial aodir i

Tank 1

Tank 2
aput (Mo®/ho)

input flow rate (ma/hr)

recycle ratio

aeration tank volume (ma)

wastage ratio

pollutant concentration in tank 1 (mg/1)

biomass concentration in tank 1 (mg/1)

dissolved oxygen concentration in tank 1 (mg/1)

influent pollutant concentration (mg/1)

recycle biomass concentration ‘enz/1)

hnwa e 98 nwnunau

QrLOoOOmE < O =

The aeration tank is modelled as a CSTR (continuously-stirred tank reactor)
and the clarifier is assumed to be non~dynamic. A mass balance across
the systenm gives the following set of differential equations:

| do(t) _ 2
qt = KL (08 - 0(t))u(t) - kz S(t)c(t) - 61:3 %}l -8(t) (1+1)0(t) +
B(t)oi(t)

dc(t) c?
£« = k, 8(t) C(%) - kg s—(-%l - B(E) (1+1)C(t) + B(LIEC_(t)

-g%(t’ = -k B()C(L) - B(E)(1+T)8(t) + B(L)S, (L)
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Figure 3.3 GHchematic Diagram. © X Aeration Tank and Claxifier

e

Time

Figure 3.4 Input Pollutant Concent xation

artificial seration transfer coefficient

-]
i

dissolved oxygen saturation level

o
]

Oi(t)= dissolved oxygen of incoming sewage
a,8 = . yield coefficients

- -1
k,,k.,= s8ynthesis rates (mg 11 hr )

1'"2
k3 = decay rate (mg—ll hr—l)
B(t) = Q(t)/V

Although this model has a number of simplifying assumptions, it has been
shown (Margili-Libelli, 1980a) to simulate plant behaviour reasonably

well and, perhaps more important, it is of sufficient order and non-
linearity to enable the capability of the EKF in the resl-timw forecasting

of water quality to be assessed.

Simulation

The following assumptions are made in the simulation:

(1) 0,(t) = 1mg 171

2) B(L) = 0.1an *

(3 c(t) = 10* mg 171

4) 0 = 8.65 mgl'1

(6) r = 0.5

(6) u(t) = 12000 N n® hr -

The system is forced by the input poilutant concentration 8, (t) as
shown in Figure 3.4. The pollutant car be considered as a measure of
carbonaceous material (eg BOD). Unmodelled uncertainty in the system
equations 1s introduced as an additive random noise term, i.e.

it dx(t) = £(§(t), u(t), t) dt + df

5 = [xl, X,_ .y eoey x7]T
A0 A

xl(t) = 0O(t) x4(t) = k1
A A

.xz(t) = C(t) xs(t} = kz
| A

xa(t) = 8(t) xs(t) = k3
A

%, (t) =k,
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i s

i = vector Brownian motion process
then,
t+l
x(t+1) = x(t) + [ 2(x(D),u(1),T)dr + E(F)
t

]

g(t) vector of realisations from a zero—mean, normal
distribution such that,
E[E,(t)E  (t)] = o2, &
i i1
with J & J
cS1 j =1 1i=]
=0 1%
Thus, x(t+l) giwves the vector of 'true‘’ state variables.

Ohpervations:

In current waste water treatment practice, dissolved oxygen is
monitored continuously. 8Simllarly, MLSS (mixed liquor suspended solids)
which is often xegarded as being proportional to ‘=~ biomass concentration,

can be measured relatively quickly. This is not e« for the pollutant
copcantration {=lthough improved techniques are becoming available). Ip
the real-time forecasting sence, we may have availasle only observations

of 0(t) and C(t), but not 3(t).

Bince the system is forced by determinis’ 'c asbservations of inZluvent
pollutant, the model cannot be used in real-time forecasting. This
ergument, whiist presently true, 15 uynimmortant civice the choice of
opgerved variables is intended to illustrate a situation where combtined
state estimation and reconstruction is necessary.

The observations are created through

y(t) = H x(t) + ()
where _ T
y(t) = [y;(>, y,(0)]

H = 1 0 0O 00 OO

01 0 00 OO

and
r_](t) = yector of realisat.~ns from a zero-mean, normal distribution

such that,

Bfn, (t) nj(t)] = of]i 8,

A hundred data pointa were synthesised using
Q= | 5. 0095 and R = | 0.1115
20.9764
1.1664
o
o
o

506 .2500

Egtimation

;
(

v%
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The parameters k,, k., k, and K are estimated as non-dynamic states

x4, X5, XG and x,,. The pollutant concentration S(t) is reconstructed as
state x3 from filtered estimates of 0(t) and C(t) defined as states xl
and x3.

The one~step-ahead forecasts of dissolved oxygen and pollutant obtained
from the continuous/discrete EKF are shown together with the synthesised
vaiues in Figurc 3.5. Thec initial stete errer covariance matrix was

and the elements of the matrices Q and R were taken as given above. The
initial parameter estimates were pertubed by 50% of their true values and

this leads to bias in the forecasts up to sample 25 when parameter convergence

is achieved. The parameter estimates together with their true values are
shown in Figure 3.6, A further run was performed with Po and R as gliven

above but with

Q = 0.0095
20,9764
1,1664
0.05
0.005
0.05
0.005
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system noise into the parameter dynamics a random walk structure is
superimposed upon the parameters and this is seen to reduce the bias
in the forecasts. However, an element of permanent scatter is :l.ntrodv.ced

into the parameter estimates, as shown in Figure 3.8.

The objective of the study, that of combined state and parameter

estination in a non-linear model using the EKF, has been achieved with
satisfactory results. The estimates of the unmeasured variable S (pollutant
concentration) are well within observational tolerance and most of the

orror in the initial parameter estimates has been removed.

The use and capability of the EKF in real-time forecasting in non-linear
water quality systems has been demonstrated and the incorporation of
such egtimation technigques into overall treatment control strategiles

repaing a fruitful research area.

Computation agpects of the EFKF are given in Appendix X1 together with
brief uger notes and 8 program listing. The EKF technique has been
applied to river modelling problems during the workshop and these
applications are described in Section 4 of the proceedinge.

- - . .

-
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4. MATHEMATICAL MODELLING OF WATER QUALITY

4.1 Introduction

A common feature of many water quality studies is a nutrient budget to
establish baseline knowledge about the system under consideration.
Nutrients determine the trophic status of a river, reservoir or estuary,
and putrient informatior 1is required to gain an understanding of the
ecosystem so that environmental problems can be foreseen and decislons
made about its management and control. The impertant nuirients,

Nitrogen (N) and Phosphorus (P), may be made available for plant growth by
two pechanisms: the first is by external inputs such as effluent or

. P B PO o P NPT S,
‘.Lﬂ&\l AMU.LJ. n.uu unu oo\-vnu u: -Lu\—;vn---ua A R A 4.\-utu n.-.a\..u::.r \—UMU“LMU\‘

within the system. Considerable effort has been expended in attempts to
measure the importance of various parts of the nitrogen and phosphorus
cycles. MNathematical models play an important role in understanding the
mechgnisms of nutrient cycling and provide an integrated view of the

nutrient system.

In Section 4.2, nutrient balance studies are described for two particular
systens; & shallow estuary, the Peel-Harvey system in Weatern Australia, and
the River Thames in the UK, In both studies detalled mathematical models
have been developed which describe the dynamic behaviour of the systems.

In the Peel-Harvey system the principal problem is the excessive growth of
macroalgae, while in the case of the Thames Study, the transient violation

of nitrate stundar-ds is of particular interest.

In addition %o modelling nitrate in the Thames, a modc .ling study has
been undertaken to investigate algal growth, death and transport along
the river, Algae represent an important component in the nitrogen cycle

. and, in addition, create river management problems by blocking water

filters ond attecting water taste and smell. 1In Section 4.3 the generalised
sensitivity analysis and EKF techniques described in Section 3 are employed
in developing rodels of algal behaviour., The application of such techniques
to biological systems is continued in Section 4.4 vhore a model oi the
activated sludge treatment process is devel-pad.

4.2 JModelling nutrients in environe: ucsl systems -

4.2.1 The Peel Inlet-Harve: Estuary system cage study

4.2.1,1 History of tuc study

The Pesl: Inllet-lﬂarvey Eétuary gvstem i8 a large (133 km*), shallow (average :
1 m dep*h) waterway ‘approximately 70 km souih of Perth, Western Australia. . .
Fig. «.1 shows the location of the estuary and its principal hydrological

feuturao »

KRN

.The axcewsive g.iwth o2 gre;n.algae in the water o2 Pesl Inlet and their ..
;acuumulatu:u and docay- on (hés shores have created u nuiseanco for the ..aaf
Cem . yoprs, « ‘rms hag- macazhitated costly '"cosmetic'" messures to colleect

anc »emcve veed ncenmylations neu vesidentisl aress. . .
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Since 1976 a team of some twenty scientists from tertiary inatitutionms
and several government departments has studied all aspects of the Peel-
Harvey estuarine system. The sim of the study was to determine the
cause of the algal problem and to provide a basis for decisions about
management of the estuary. A report was submitted in 1980 (Hodgkin

et al, 1880).

4.2.1.2 Primncipal study areas

(a) Grow:h characteristics of the principal algal species,
Cladophora aff. albida, and its nutrient requirements in

relation to such environmental parameters as salinity,
18-bt ond ornmpcdinlle tho avnilohle mtrionta

Ry s o e
O N bl e e i O e W A gy g -

Mathematical modelling of Ciadophora growth.

(b} Decomposition of the plants, sAtorage of nutrients by surface
sediments and their release in chemical form available to
algae. Determination of the importance of this stors of

nutrients.

(¢} Idecmtification of extermzl sources of nitreoger and phosphorus:
quantifying these, their dispersion within the estuary, and
losg to the sea. Mathematical modelling of historical data

with respzct to river flow and nutrient input.

(d) Hydrodynamics of the system and mathematical modelling
of these.

(e) Sedimentology of the estuary in order to interyuret its
holocene history and to deternins the orgemic content of

the deepcr sediments.

(£) Distribution sgad abundance of fish p'sr;uiaf:.\ons, with special
reference t0 juvenile and non-cor=eircial spenies, also crabs
and pra. 3 (commenced 197.). The estuary is uot only a rich
resource i.. .th pro#..sional and amateur fishermen but,
like otber esiuaries, 1t is also a nursery ground for marine

88 well as estuarine fish.

4.2,1.3 Initiwu) study observations

(The following cbservatious arc attributable to Hodgkin
pers. comn., 1980)

The ckuse ¢f tre algal probiem 13 now weil =stablishs: the aXxcess of

“plaat nutrlents combined with the unusual growth siarsoteristics of

Cladophora. The plant gro¥e as small cottonwoci-iil» balls which

'normally ize om the botton, but rigy to the surfass and dorift to the
~shores. Decomposition occuru kota onshore gad in dsspoxr water waere
. .the resultant black ooze and underlying sediments form 8 store of the
. . pripcipil plant nut a-i.erts, sa.trogen and phosplhorus. The input of

. nutrients tu the estuary, phosphorus especially, has increascd greacly

ov2r ?he last 25 years and it 1e eutrophic. The above statements are

'amplifiad in the following aummarv of relevant findings.

f“f‘ S
S
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The shallow estuarine basin was flooded by the sea between 6,000 and
8,000 years ago, since when only 203 metres of sediment kave accumulated,
a slow rate of sedimentation. The rich and diverse fossil mollusc fauna
of the lower sedimeonts (dating from about 6,000 to 4,000 BC) dindicates
that the system was at first considerably more marine than it is now,.
The upper, more recent, sediments contain very fev species of mollusc,
species that still live in the estuary and tolerate the present extreme
range of palinity (5-50 gm/l). Clearly the present restricted ventila~-
tion of tha system is of relatively recemnt origin.

Although there are now only a fevw specles of mollusc, worms, shrimps and
other small invertebrates (the food oZ most fish), some of these are
enormously abundant. 8Similarly, there are ouly a few species of aquatic

plants and the present unbalanced condition of the ecosystem, associated
1oomnaen in nutrient dnmire  favonrr excepsive erovth of

R A R R,y N
Wik bddh Vi BAVME wlhes e

new opportunistic species, especially Cladophora and planktonic slgae.

In winter, the high nutrient concentrations that result from the brief
period (about two months) of river flow Lavour planktonic algsae, which
are then abundant. Howuver, low light and temperature levels inhibit
growth of Cladophora and other bottom 1iwving plants at that time. In
gummer, when temperature and light are favourable to plant growth,
autricnt copcomtrations are relatively Jlow in the water, but the supply
is supplecented by release of putrients fxron the decomposing algae, the
black ooze. Expuriments and field obsexrwvations have demonstrated that
it is phosphorus xather thanuitrugen that 1limits growth most of the

time,

Anpivais of dais collcctc” from 1942-56 2In corparigson with current

data (1972-77) saows thaet input of phosphiorus to the estuary has
increased enormously over the past 26 yeare. There has probably also
beer # small increwuse¢ in nitrogen input. About 90 per ceat of phosphorus
comes from coastal plain drainage; 60 pex cent vis the Harvey River,

20 per cent via the Serpontine River, and 10 per coni via the Murray
River. The remaining 10 per cent is all <that the Lilils catchment of the

Murray River contributes.

Coasval plain soils are naturally deficlemt in phosphorus and there. can

bo £o doubt that most of the phosphorus im river water is dexdived from
superphospnate. The application of talts to coastai plain catchments has
acre than doubled in tLe last 30 years. Of eome 1,380 toanes oi rhogpherus
applied in 1977-78 (as superphosphate), 103 tonnes (7.5 per cent) entered

the estuary in drainsge water.

It is evident that considorable quantities of nuirients are 1lost to the
sea poth during river flow and possibly by tidal exthange duaring h19-flow
peilods. This loss is difficult to guantify so that retention rates can

orly be sstimated on the basis of rathex unsatisfactory data at this stage.

Moreover thiz is made more difficult by &n inadequate undorstanding of
the mechanism of release of phospiste (the chemicul form ia vhich
phosphorus is asvailable to algas) froem the sedimont store of mineralised
phosphorus. Experiments are continuing om this svpect. S
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4.2.1.4 The nutrient budget

As previously stated, external sources of nitrogen and phosphorus
cor*vibute large umounts of nutrients to the system via the three main
rivexr pystems, Estimated nitrogen and phosphorus loadings for the water
year 1977/78 are as tabulated below:

Source N P
{tonnes) (tonnes)
¥urray River 1,153 25
Serpentine Kiver 1iv “a
Harvey River and drains 317 73
Rainfall 4 0.8
Total 1,580 i21

The dispersion of these nutrients within the estuary and their loss to
tho oo via +he narrow tidel choannel are 11l-defined. Nutrient concen-
trations have been determined on a weekly basis at a limited number of
gites within the estuary and data on nutrient flux to the ocean are
confined to two one-week intensive field exercises. The first of these
provided little useful information as under the summer conditions of
zero river flow, nutrient concentrations on both flood and ebb tides

are very low.

However measurements taken at three hourly intervals for five days
during late wintor (August 1978) reveal a strong negative correlation
betweon salinity and NO_-N at the outer end of the entrance

channel (A similar relationship is found to exist between salinity and NO_-N
within the estuary itself). These measurements were taken at Mandurah Br?dge
(see Figure 4.2) roughly in the main navigation channel of the estuary
entrance, Every hour, on the hour, temperature, saliaity and current speed
and direction were taken at depth increments of 1 m (surface was taken
to be at a depth of 0.5 m and bottom was approximately 6 m-56.5 m). Every
3 hours over a pericd of 98 hours water samples were taken, filtered and
frozen for subsequent laboratory anzlysis for the following constituents:
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Orthophosphate
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Total N
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Chlorophyll a

Plots of the limited time series (33 data points at 3~hourly intervals)

of Nog-N and salinity reveals a strong negative correlation between the

two (Bee Figure 4.3) especially those measurements at depth (5 m) in the
salt wedge. Between the measurement/sampling point on the Mandurah Bridge
and the ocean, the entrance channel is 1.9 km long and the distence upstream
of the Bridge to the estuary is approximately 3.6 I:m, At a representative
tidal velocity of say 50 cm sec™™ the times to fliush the entrance channel
are 1 hour from the ocean to Mandurah Bridge and 3 hours from the estuary

to the Bridge.

Both the salinity and N03—N data sets were analysed using the CAPTAIN
package, a sulte of time series analysis programs available at the

Institute of Hydrology (Venn and Day, 1977) with the objective of establishing
a relationship between the two series. Figure 4.4 shows the observed NO_-N
series and modelled NO_-N output using input salinity series. The model  is
very gimple (time delay = 0, MA = 1, AR = 0) but yilelds quite satisfactory

agreement between observed and modelled N03-N.

For the Surface (0.5 m); Nk - N=~ 18.8 (Bk - §)
For the Bottom (5 m); N, - N=-16.3 (8, - 8)

where N 1is N03-N in pg/L, N and S are mean nitrate and salinity levels,

and S is Salinity in ppt

These relationships can be used to determine nitrate levels from saiinity
—~ngurements which can be easily measured over & long period of time. Nitrate
'#s at the Mandurah channel site can be determined therefore and combined
with othc. ‘itrate data for the estuary to compute an overall mnitrogen budget.
One problem in developing this budget is that water movement in and out of the
estuary is dominated by low frequency barometrically induced oscillations with

a perilodicity of from 5 to 15 days., 1Indeed, this is so dominant that on
occasions, the mean velocity does not even reverse sign with the diurnal tide,
This means that in order to determine a nutrient budget, it will be necessary
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to oxamine changes in nutrient load 2nd concentration within the esztuary
itsel?, to evaluate losses and gains over a much longer period. This i3
possible using the weekly time series of nutrient concentrations at site
within the system and a rodel of flushing developed previously (Humphries

et al, 1980),

4.2.1.5 Computing an asnnual nutrient budget

Figure 4.5 is o flow chart of the weekly budget calculations made for
each of two water years, 1877/1978 and 1978/1979. The observed weekly

time geries used were ag follows (Hodgkin et al, 1680): ) ‘_;

(a) River flow in the estuary (m’x 10’) and river point nutrient
concentrations (Ug.L"'") producing obsgerved river lnput loads.

(b) Rajafall volume (m’ x 10%) and average rainfall nutrient .
ccncentration (Jg.L ) Pproducing estimated rainxall nutrient e
loads directly onto the estuary water body.

(c) Estuary sector weighted water volume (m’ x 10%) from tide e
heights continuously recorded and estuary water column oy
nutrient concentrations measured at 7 sites within the
natuary (ug.L"l) producing estuary water column nutrient

loads. .

(d) Eatuory sectur *lushing rate per week as calculated using
the flushiag rodel previously referred to (Humphries et al

1950) .

As Figurc 4.5 ghows these are then used tu generate an estimate of e

by o~ Hamemnmh A0 e g it i
P

w Ao AN amnm el . AT dy o —
i e s

woikly nutrient lcfg or galn the oystow, Trem which o forozast
next week's wator colum losd is made, The comparison cf this load with

that actualiv obasrved in the water colume is a measure of the "errors"

in the budget computation; ie uptake or release of nutrients from the

estuary sedicents, nitrogen fixation, marine nutrient input, as well as .
true measurement errors. Sediment uptake, for example would result in \
a negative vilue of obsorved minus forecast water column load.

Figure 4.6, the plet of the orrors from this computation for total '
Nitrogen, shows a large regative "gpike" at around week 48. This

coincides with o massive N input of thn major rivers in flood at that

time ane 18 an indicatinn o? an apparent large sedirsnt uptake of

nutrienis. . ‘ '

An oxample of syster generation ©of N wculd be a larg: wssitive valus ,f e
observed minus for:cest lead, Thles can be seen in ¥ g e 4.6 at aboun: ko
woek 68 which coincldes with an observe N-fixing algal bloom which
oexeuarred 1n the Parvey Kstaary Jduxding November 1978, Similar computa-
tions were carvied ont {or Phosphorus budgeting, but with rather less e

BICCERR ‘s,‘uodgkizu et w), 1860),
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: Fig. 4.5 :
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4.2,1.6 Control of the algae

The algal nuisance tan be ameliorated by upgrading the present harvest-
ing programme, but this would probably havo to be crntinued imdefinitely.

Long term contrec.L of the prcblem can best be ackie:a “y retuc.ng the
present excess Of nutrients available to the aigee. Identificatinn
of practical measures by which this can be done obvicusly will require
g lot of essential information on which control measures can be formu-
lated. Decisions will have to be made on the basis of practicality -
social, agricultural, eangineering, political, and economic. At this
staga the following appear to be the principal altermatives from the

scisntific viewpoint:

{a) Reduce the inputi of nutrients to the estuary Dy x0aAIylDg
fertilizer application techniques in guch a way as to
decrease release of phcsphorus to coastel plain drainage;

(b) Reduce the internal supply of nutrients available to plants
during +the main growing season by removing the top layer of
sediment (about 10 cm;, together with living algae;

(¢) Increcse the loss of nutrients by, eg diverting major
rivers direct to the sea, or by enlarging the Mandurah
channel and thus speeding up river flow to the sgea.

Summation of the weekly time series of N and P loads in the estuary
enables an estimate of system gain or loss to be made. It was found that

.
il e A - - 3 ANO 4
" tuary gaincd 1080 tomnes

for the first year of the study (1977,/i578), the &ai

of N and 60 tonnes of P, graphically illustrating the build up of nutrients
to the system responsible for the excessive algal growtl._ In the second,
much drier year, where river flow was well below average, the estuary

108t 344 tonnes N but still gained 24 tonnes P, This seema to indicate
that the problem waill continue, even if river flow continues to be well
below the long texrm average, as has been the case for some years,

4.2.2 The Thames nitrate study

4.2.2.1 Introduc<tion

Although, in generxral, water quality in the UK has been improving in

recent years, the situation with regard to certain variables such as
nitrate has detexriorated. Green (1978) reports that a significant upward
trend in nitrate concentrations is evident in many groundwater and surface-
water abstractions used for public supply purposes in the Anglian region;
. current information appears to indicate that these increases may be primarily
assoclated with the increasing intensity of, and/or improvements in

arable farming in the region in the last twenty years, Approximately

50 per cent by volume of the Anglian Water Authority's abstractions

have consistently exceeded the WHO/EEC standard of 11,3 mg/l nitrate-N
with a small number of groundwater sources in strategic locations

approaching 22.6 mg/1l; the majority of surface abstractions, both
direct river and reservoir, have exhibited concentrations in excess
of 11.3 ng/l nitrate-N for transient perauds (days to months).

In the Thames River System similar problems have arisen. For example,
the mean snnual nitrate concentration rose from 4.2 mg/l Nitrate-N in
1968 to 7.7 mg/l Nitrate-N in 1879 at Walton, the intake for the lower
Thames resurvoirs serving London. In the winter of 1973/74 the
concentration was above the EEC limit for two weeks an "z 3876/77 the
1imit was exceeded for four weeks. Ibv order to devisc egional
strategy to manage the nitrate prebiem Thames Water . .thority have
initiated a mathematical modelling study.

4.2.2.2 Preliminary problem identification studies

The initial approach takcn in the Thames nitrate study has been to
analyse the historical river nitrate series by relating it to a derived
‘gseries of nitrogen inputs from diffuse and point sources (Onstad and
Blake, 1980). Annual inputs from agriculture for the perliod 1921-75
were estimated from published statistics on county land use, animal
numbers, fertiliser use and crop yield, and inputs from sewage effluents
wore estimated from population atatistics. The study indicated that
changes in sgricultural inputs could account for 78% of the variance of
nitrate at Walton and this figure compared with 80% estimated for the
Bedford Ouse River by Owens et al (1872). A mathematical relationship
betwaen the input nitrate loads aand the river concentrations for the
Thames has been developed by Onstad and Blake and from the analysis two
principal pathe identified for soil nitrate movement. These are a
rapid path through the so0il layer only, and a slower path tLrough tne
underlying aquifers. The main features which helped to establish this
relationship were the release of soil nitrogen in the years 1939-43 after
the ploughing of grassiand and the increased fertiliser sapplications
from the early 1960's. Having ideatified and estimated atime series
morial relating nitrate lnad to river-nitrate level, the model was used
to predict future mean nitrate concentraticns given a range of possible
futures for agriculture. The analysis suggested that the surface
sources in the Thames system are vulnerable and, given .that there is
little spare capacity in Lendon's water resocurces at present, a strategy
is needed for the design and mana:sment of the Thames water resource
system from a nitrates standpoint.

Several options are available for maaaging the nitrate problem such as the
artificial denitrification of water, the provision of additional raservoir
storage to promote natural denitrification, the blending of river water
with lower-nitrate groundwater or reservoir water, the denitrification of
sewage effluents, and the more efficient operation of groups of reservoirs
to increase the store of low nitrate water, These options have to be
consldered in association with those for p pew resource in the Thames
Regionn, it has been decided that an additiovial resource is needed for
I.ondon irrespective ¢of quality constraints and options range from new

reservoirs to enlarged groundwater schemes. Each of these options

affect water quantity and quality and an integrated mathematical model
would therefore be required to evaluate the complex range of options.
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A water quantity mass bhalance model which has been developed by the
Thames Watex Authority for resource evwvaluations prevides hydrclogical
inputs for a quality modei of the Thamwe syitem, The quantity model
consists of a nuuber of sub-models repreuonting comporents of the

rpter resoux ce system, namely the soil zona, aquifer, rivers and
regservoirs ccmponents. Nitrate models are needed for each of these
components ags well as sewage treatment works and water denitrification
plants, In order to obta.a a quality model within a reasonable time
scale, cc ~ . snt models have been develu: ~ ‘i n collaborative study
between the Wetear Research Ceutre, the Insl! 2 of Hydrology and the
Thames Watexr ..uthority. floil rone and aquifer cowponents have hecn
devaloped at the Stevenage and Medmenham Laboratories of the Water
Research Centre (WRC) and the reservoir models by the Thames Water
Athority, The TInetitnte of Hydroloos- hae hean reaponecihle for develon-
ing a generalised f£low and quality model for tre multi-tributary, multi-
reach system which can accept inputs from groundwater, surface runoff,
tributary inflows, sewage dilscharges and can also account for water
abstractions . Figure 4.7 shows the reach stru. ture necessary for the
Themes and l.ea modei with reach boundaries defined Ly tne locations of

inflows ar.d abstractions,

An important objective of the water wwality model is to covaluatoe the

risks of nitrate exceeding EEC standai'ds at key locntions given a

specified strategy. Informaticn in the form of probability distributions -
is therefore required so that, for example, the number ox deyu nitrate

is above the standard can be estimated. To provide information on the

day to day changes in nitrate concentration, a dynemic flow and quality
model 15 reqguired cf the type develomed for the Bedford Ouae Study

(Whitehead et al, 1979, 81).

4.2.2.3 Dynamic wodelling of nitrogem in rivers

Hitrogen transtformations in a river such as the Thames are complex as
indicated by Figure 4.8. The principal processus involv : the nitrifica-
tion of ammonia to nitrite and hence to nitrate under serobic conditions
and the reduction of nitrate to nitrogen or ammonia under anaercbic
conditions. Plants and algae also assimilate nitrate from the water
column during growth periods and this nitrogen 1s recycled eventually
during the decay of cellular orr"nic matter.

Most modelling studies have been restricted to the nitrification process
since the discharge of ammonia into riwvers from industrial or domestic
effluents has £ significant effect on fisheries, water supply and, as
indicated in tne following equations, dissolved oxygen levels.

+ . Nitrosomonas - + .
NH4 + 3/2)02 + Noz + 2H Hzo (4.1)
- Nitrobacter -
Noz + | (i)o2 S N03 4.2)
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Nitrosomonas and nitrobucter are autotrophic bacterls :saponsible for
the oxidation jprecuse. Since thie process is a gloy atage hioche;n'-cal
reaction wost mathematical models that have been daveloped (G'Com;or
et al, 1976) are in the form of a set of coupled partinl differential

equaticng such as;

oN aN, aznl

—a‘—" 2 o« u-g‘v-- 4 D-é;z-' - kl Nl (4-3)

" 2

i§a=-a§%+n3i%+-kn-kn (4.4)

at 3 .2 171 22 )
by b 4

3N, M, azna

-ﬁ:-* | M - "‘5‘; + D"a—;i— + kz N:a (4'5)

who e N , N, and Na represent 2vwonia (as N), nitrite (as N) aund nitrate

2
D is the disparsion
coaefficiont, x represents distance alung the river, * ie Sime snd K1 and
K, are rusction rates. These equatiins are often silmpiitied to first
ﬂrder lumped parameter models where advection forcep aemi..mu.s.

Sarpriziugly *here »or been relatively 1i¢ l:le mode.\rlng sexsarch on the

nityets medicticn prece<s in rivers., The procesy of degitrification is

represental by the IuXlowing equation:

8 NO. 4+ BB, OX~=> 3% +50 +7 KD+ 60N (4.0)
ey 27 77 2" " |

w

Bi-'- ogical den:Lt.r...nca..id. . =0 mﬂtec’ by a. larw aumber of bacteria

scin contsin nitrate Sadve A, uuzyms thst mediata the 1saction.
The altrogen gas formed by tnhis reaction may be trsnaferreid iyow the
water ta the atmispnere if the nitrogsa concentration exceeds the
f.o+uratiou concontration, Thae redustion procesees occuv in the mud or
ot tioe mud/vater interZac: a=d 86 indlcated im sgquation “4.8) tina resction
racuires an organis sarsen subegtrate. Bacguse of the comulzs ity of $ad
reacsisn wechanipus it is porrally (wswued that the reactlow riwmtics
are siant 01de~ (0’Cpanowe, 1878) with che traasppert wgration for

ritrate welitor am:

QN‘. q;{a ' aaﬂ? : o _
-r 1:' - P \-- a— - ¥ .



Bapiricgl ewidonco for the fixet crder reactiuvn kinetics i givon iy

Tous ot al. <17:3) but with the modificstion thuii <he >eaction rate is

8 funieiosa 1 Al suriece arer and temperatuvre. In afAition th:re 13
wnkidorplie gpvidol varigction $a the dinitxifying capacity nf sedimoencs
in lovland eutrysphic Tivers such as the Lea wnd the Thames ard felecting
a prigemEagive donit>d ficetion rate 18 problumatical, In the Bedford
Ouv §rudy Swhitchead ot 21, 1981) thy dendtrification rate was estimatid
wing the €:xtoudvti Ralnan filter Zorx ¢ short reach of river, However,
dnily altzro Lo dath wers available for the lavier study aed guri. a data
bese i3 not available foi the Themes and Lwa syeier. Nonetheiuns, sufficient
datz are mvailable Yor prelinianary analys’is and wodelling.

4314 The Tiswes RIvex Stream flow Modei

In oddor TG modS. BLTIACO 1T 1L RAGCOSIATIY TG BIRUATES FTIOrAlIOY 2An alrl
the regches of the river showa 4in Figuie 4.7. In the Thares streemfio
model vack each 1s characterised by s number of ceild and the model foz
flov varimtdons it ymech call A3 based on an anelagy vith thy luspad
paranater = u.vlens for the variaztlons in coaeent. ~tios 2f a conserve-
tive polluat &rd tbder e spgsumption of unifoym aixiig dwnr the <idll
(Valtehoud - @t 21, 2078). The model may be wievad iLn hyldroicgical flaw
rostlry toxme a8 oue in which the relationshi; ber:sem inflow I,

outilow, @, and storage, 8, i each coell in represchTad by the

contiruicy @quation:

}2‘ = 1=~Q . (4.8)
with
g = 19

e T iy & teamw) time paramtter. I1f T is fixed, thun tais does not

pllo any TExistion in travel time with flow: to nchiswe this, T
iy exyipmmed ua

| R 4.9
Q) n,UK | (4.9)

- jéll,era IV is t.x\o‘-mr*r:u:r v comparcmints {1 the raci:, ~ s the ach

1ingth end U, ¢ho iivan fiow welccity in ilv rese., is relsted 1O
dinchargs € >-sugh . |

S e ady | (4.10)

v,

"faf-;.:sro"n' vid \ ave:.00alfid dlenia to be eptinsted. The resul.ting

dttteenidal equition to =y s0lved is then

The waive of N aff.acts the reletive impoertance of floodwave advection
wnii digpersicn im a rsgy, “elucs of N, a and b can be determined by
calibratlon rn an wbrevver racord of dewastream flow or from tracer
exycrivents (gee ¥ itshaed <L a1, 19J4).

Giver iuformuiaion on upstream and tr.hutary *u:ntt.. the flow routing
mode! cau be used to derive alnulations of aswnstre .m flow by zolving
thz dlfferential eauation (4.i1}. The equaticu is solves uging a
nuwerfcul integration ‘r:hiaigoe which centaing ai sutomacic adjuscment
to the integration sten lengoh., This i particularly useful gince under
perinde of low *low and |- h residence times, ithe integratio: -tep
leng*th can be increased {hcreby suviag computer time. Uwia,. iz h

flow conditions, however, rusidence times sre reduced and 3n ader to
eolve the aquaticn ©o b0 Sans ducUiecy, 44 ib LeLubbidly (VU reduse Lie
integration ster lengti. Since thiw iz zchiz.ud autoraticalls, there
are relatively lev numerics! intzgration problemd. Figure 4.3 .3hows
simulate~ flow comparei to cbservations Zor the vears 1971, 75 and 74;
4% of the variance \s explained nand the nwdel provides u sound Lacia fo»
Bllsequent waltexr quality stulies,

4.2.2.% The Thames River Nitru.e Mode..

The dynamic water quality model for the Thames is based ou a mass
balance appronch for a non-conezrvetive voariable and can t=e vritten
for a reach cell us:

Q. (t) o Q) _ a (t) Q%2
ax(t i ] . T -
—————fe S ————— (t) - ——— "(‘:’ + -—-._‘_... u, (T + ; P ’Af--r\"-\
t v, i ve v o ‘e i
Wit (t) Q, (t) c My
S A XY - :'.t. Laozgae
+o Us(t) * 5 u. () v u, {85 - =5 (10 ) x(t)
b= e L
vd.TEL

where x(t) 18 the output nitrate concentration, u(t) s the irnput
altrate concentration, Q. (t) and Q (t) are upstrear and downstream flow
ratesg, K 18 the denitrification rate, d is a river depth, 0 is tempers-
ture and the suleexvipts G, S, T, E and A reafer to groundwater inflows,
gur’ace runoff, tributaries, effluents and abstractions, respectively.
Inputs from groundwazer, daily surface runoffs and tributaries are
defined by the WR!{. soi) zone a- groundwater ! -dels. Ve represents the

'effactive’ volume 02 14 cel:; this allows for short clrcuiting effe-ts
in the river and presence »f dead zones, and can be determined by the
relationship

= T | 4.13
v, = Tq (4.13)

where T .",s the mean resgidence time in the reach cell definad previously
iz the flow model., T2 effective volume may; also be determined directly

from a dye tracer experiment,
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The river model consists oZ a multi-reach structure with a total of 22
reacheg for th? River Tnames and 3 reaches for the River Lea (see
Figure 4.7), E..> .each model consists of a number of cells each
described by eyuation (4.12) and the total 'cells in series' model can
boc 2shown theoretically and experimentally to be equivalent to the
advection-diffusion equation description (Whitechead et al, 1979, 1981).
wegw 4 cal solution of the diffusion equation provides similar results

. thne cellsg in series model since in both cases the river is sub-davided
ioto ®inite, well-mixed volumes and concentrations are computed as
discrete values. Wiereas numerical dispersion obtained when solving the
partiml differsntial equation is an undesirable by-produnt, in the celis

in sexies model the dispersion due to discretiga*ion is used to simulate
Teal Iizopercien Tn ~AAitian tha rslla in merier model produces skew-

- Nt il —— e gl B S T e e

ness without additional terms a3 in the transport equation and retenticn
of material in the cells 18 an integral part of the model formulaiion.

The Thames and Lea nitrate model wust await tho complete dovelopment
of the WEC soil and groundrater model for final validation. However,

- preliminary model tesiing has beea possible using nitrate dei? chtained
by routine gampling of the Thames and the Lea. In low flow Sw™wT
conditicons the long residence times assccinted with the reachea allow
for a ailgaificant 108s of nitrate by denitrification as indicaoted in
Figures 4.10 and 4.11. In addition low temperatures in winter reduce
the denitrification rate. At this stage ‘he Thames simulation shows
a signi ficayt discrepancy during the winter months. This 1s due to the
short tern variutions in surface runoff under winter storm eveuts which
are ol ten migsed Ly rovtine sarpling. The WRC soil rodel should provide
information on these inputs and allow the detailed estimation of
denitx4 fication rates. Initially k/d in equation (4.12) hae been set to
0.056 days"l, an average figure obtained fvom studies by WRC, Thames Water

Authority and the Bedlford Ouse Study.

4.2.2.6 Preliminary model applications

Using the model it has been posaible to investiga‘te the percentage
nitrate loss by denitrification at differsut locations along the rivar.
The systen was sinulavad initiesli> vi.o K in equation (4.12) set to
Zzero, ie no denitrification. ~ .la yuve a mass nitrate load at each
reach boundary and this can ! conyared with the nitrate load aliowing for
denitxification processes. Tie Total percentage lous at four
locations on the river for everage summ. . nd winte: conditions is
given in Table 4.1, B8uveral interesting features are illustrated in
these results. Firstly, as might be expocted from temperature )
. diffexences, the summer nitrate logses.areigignificantly ihigher than ..'2
wintex 21osses. Ir 197Y, for both summer anl winter conditions, nitrate
‘loss is higher than 1974 and 1975 and this is probably due to the v.Iry
low flow riie: through 1976 (se? Ficure 4,9). Of particular intorest
is the high denitrification ocour: .= iun the river between Swiuzord and }
Caversham. The vreason for this ' - ocrcentage loss is the considerable g
lenzth of this Btretch of river oic :he long residence times available Sy
for denitrification. Another possidle fsctor is the growth of algae
along +is reach of the river. @avc-rsham chlorophylil levals are a
factor o four. times highes then iz’ els =4 fwinford and uptake of
nitrogen by slgee and plzate can cr. tribute significantly to the water
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NITRATE CONCENTRATION

LEA MODEL
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Figure 4.10 Sinulated’and Observed Nitrate (N0 as N)
cancentrations on River Lea 1974-76
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. and subseéguent niirogen xelesse after algal death and decay;

_”plants.

“" {j'undertakua during“the wnrkshop-

colunn nitrogen losses. A medelling study has heen undertaken (Whitchesd
and Hornberger, 1284) to develop s model of algal transport, growth and
death in the Thunes which may ult: mately be incorporated into tha Tuamon

nitrate model.

The firal Thames River busin model will incorpcrate surface tTunofZ
components and groundweter modeis. Given likely agricultural develop-
ments over the mexy uiwenty five years, simuletions ueing _he modsl will
produce information on predicted nitrate coacentrations at key loucations
along the river. B8trategies Zfor managing the nitrate problem can then

be assesscd using the simulation model.

TABLE 4.1 % Losc by denitrification with_i_n_'varioug reaches of the River Thames

Year Swinford Caversham Ratchet Teddington

- Summer
condlitions 74 62 81 73 70
78 65 92 74 83
76 o7 90 % 91

Winter
conditions 74 5 13 13 12
75 4 13 13 12
(L 7 5 53 40

4.3 Hodellinq algal dzpam:cﬂ in riveor systemr

The " @bjective of the Thanea model described Jn Section 4.2.2 1s to
represent nitrogen p~urceg #nd sinks as well w2 procegses causing too
redistribution of niyvrogeia in the river system. In rivers thers is a
natural cycle of nitrogen caused by the uptake Juring growth of algae
tlie dead
algae are frequciily fiushed from tha gystem or depositerd on the bottom
to be scoured and resuspended under high flow conditiona‘rp. :

Algal growth nay also cause operaticnal managamont problems in the
Tbames Water Authority since all of the-abxtractod water Zrom the Thames
pqued into reservoir storage prior to distribution to water treatment

_Algael growth in.the reservoirs can af’ect water taste and smell

and cause filtraticn pxoblems in the treatmeoni pianta. The prediction

of algal’ population dsaauics is therafore of considarable 1mportance
_ 1n raservoir nmnagemant. - o

i
v

,Iu order to invaatigute alga; g:uwth :

Do
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4,3.1 Background

Figure 4.12 shows the Thames and the tributary of the River Lea joining the
nain etream and the location of main sampling stations. The length of the main
river is 236 kilometres with a fall of 108 metres. There are a considerable
number of locks and weirs on the river. The weirs have a major effect

on water quality sinc2 they determine the deoth and hence the retention

time within reaches. Except in times of high flow the depth regula-

tion results in low water velocities and long retention times and hence

idoal conditions for the growth of algae. The use of numerous smell

boats in the summer tends to incresie the turbidity in the river and is

likely to diminish algal growthk.

SBewage and insustrial trade effluant dischargod to the Thames sytem above
Teddington forms a high proportion of the total Ilow in periods of low
flow., Whilst some water is abstracted for public water supplies from

the River Thames above Oxford, from the River Kennet at Reading, und

from a number of chalk and limestone springs, the largest abstraciions
are made from the reaches of the Thamesa between Winds«r and Teddington.
The main sbstractor is the Met~opolitan Water Divieion of the Thames

Water Authority who have numerous intakos along these lower reaches.

4.3.2 Vater quality and aigal data

“ata for the years 1874, 1975, 1976 have beon obtained from the Thames

Water Authority for water quality and algal lsvels at six sites along

the Thames, namely Castle Eaton, Buscot, Swirford, Caversham, Staines

and Teddington and these form the boundaries of five reaches, as
indicated in Table 1, The data have been collected on approximately
weekly basis hy Thames Conservancy and chlorophyll & (by both methanol
and acetone extraction), pheopigment, nitrate and silica data are also
available. As indicated in Tadle 1 there are relatively low levels

of chlorophyll a in the upper reaches of the Thames, However significart
algal growth occurs between Swinford and Caversham and mean levels
downstream at Caversham shcw no major increasa. A strong seasonel
pattern in algal growth occurs with major spring and autumn blooms of
diatoms such as Stephanodiscus. In summer months green algae tend to
dominate, and in 18768, which was a particularly severe year in
hydrological terms with low flow rates, major blooms of Microcystis occur

(Davis, 1977).

- Nitrate coacenirations also show significant seasonal variation with high

concentintions in winter and low concentrations in summer mounths. During
summer nitrogen is 1eovod by bacterial action under anerobic conditions
in the mud anc by tx) uptake of nitrogen by macrophytes and algae. These

_procezses depend on such facters as temperature waich, for example,

controls the rate of denitriZication (Toms et al, 19875) and other
variables such as flow rate and r-lar radiation which affect macrophyte

~and algnl growth.

Nitrate in the Thames originates from point sources such as discharge et

" -gewage effluent or from diffuse sources such as land: drainage and rr m:te;tl.
: 5. . Owens et al :{(1872) have.shown that over 80% of the nitrate in the Be:fu.
~§Ouso Cntchnznt (adjacant to the Thames Catchment and similar in being
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largely agricultural) is derived irom dirfuse sources and Onstad and
Blake (1880) have shown that 78% of the variauce of nitrogen in the
Thanes is due to diffuse or non point sources.

3
TABLE 4.2 Weekly chlorophyll a (mg m } concentrations for various
reaches of the River Thames over the period 1974-75

Reaches Mean Value Max Value
1 Castle Easton 10.6 60.2
o . Buscot 14.6 113.2
3 - Swinford 29.1 284.6
4 - Caversham 57.2 302.1
.. Staines 56.9 279.3
v Taddington 61.5 283.5

The nitra+2 concentrations in the River Thames are generally high and
according fo Lach (1971) are unlikely to limit algal growth. Lack

also no - : "hat diatom growth is unlikely to be limited by silica in
the riv:y. “hexe are significanc reductions in silica levels during the

spring ita-om blooms and in a resexrvoir situation the silica levels may
fall to vatremely low levels such that algal growth is limited. However
in the river the silica levels remain at about 1 or 2 mg/1 and as such do
not appear to constitute limiting levels.

: R o e S T RPN S R B o wm e $ o
One interzsting feature of the Themi: chlorophyll a Qata L5 the ratlic of

chlorophyll a obtained by acetone extraction to that of chlorophyll a2
obtained by methanol extraction. The ratio varies according to the species
of algae since cliinrphyll a by acetone extraction is a "relatively" more
efficient extraction method for species such as blue-green or green

algae compared with diatoms. Tha weekly chlorophyll a ratios have been
numerically f£iltered, ' It was necessary to
smooth the ratio using a low pass filter with a time constant of four
weeks. The high frequency noise associated with measurement error is
removed to Some extent by the filtering process. The major fluctuations
in the ratios indicate different species of algae occurring at different
periods of the year. In general, the pattern of variation indicates
diatom blooms in spring and autumn and summer blooms of greens in 1974 and
1975 and a bloom of blue-~greens in summer 1976.

4.3.3 Application of modelling techniques

Algal distribution and growth processes in the River Thames have been
the subject of research by a number of biologists this century (Fritsch
1902, 1803, 1905, Rice 1938, Kowalczewski and Lack, 1971, Lack 1871,
Bowles, 1978). This research has not involved the use of mathematical
models and conclusions have been based on correlation analysis of the
data or mass. balance approaches, ( 2n the highly dynamic nature of the
river and the non-linear processes jerning algal transport and growth,
it 1o necessary to use modelling techniques to obtain an adequate
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degscription ot the syatem. There have been few modelling studies of
algal processes ir rivers although the analysis of flow and quality data
using modelling tec.caiques has developed considerably in recent years
(Thomann 1972, Beck and Young 1576, Whitehead et al, 1979, 1881). A
useful approach is to establish a component mass balance across a reach

0f river:

dx(t)

at = au(t) - b x (t) (4.13)

wvhere u(f) represents the upstream (input) algal concentration (mg/ms);
x(t) represents the downstream (output) algal concentration (mg/m and
a anw D are parameters to be estimated, If algal growth and death
pProcesses were negligible (ie aigae could be considered a conservative
variable) then & and b would be related to the inverse of the time
constant, T, for the reac.. ie Q%t_ a% where Q(t) 18 the flow rate in

the reach and V is the reach volume.

liowever, as shown by previous studies, algal growth ie significant in
the Thames and one mathod of investigating this is to upyy the extended
Kalman filter to estimate the 2 and b peremeters. The ERF te~hnique
has been applied in a number of water quality atud:l.es (Beck and Young,
18976; VWhitehead et al, 1981) and the approach has been discussed in
detail in Section 2.2. The EKF is a recursive algorithm in which an
estimate of the unknown parameter vector O is undated while worklng
aerially through the data. The estimate 3 of 0 at the kth instant in
~iven Ly an algorithm of the Pollcwing farm:

To %1 Cifnen Wi o Ey|ked! (4.14)

where the sccond term on the right hand side is correction factor based
cn the diﬂerence between the latest determinand measurement Yy and the

estimate yk k=1 of that determinand derived from the model using estimated
model coefficients obtained at the previous time point. lek-l is a

wveighting matrix whose elemants are calculated essentially as a function
of the levels of uncertainty (or arror) specified for the model in the
output response and the unmeasured input disturbances.

Applying tie EKF to the alzal data provided sowe useful information on
the nature of the system. Jsigure 4.13 shows the estimated a and b
parameters for the third 1< .ch and ¥Figure 4.14 shows tho observed and
estimated alga) concentrations. *

The ratio b/a is a measure of the gain in the system so that wvhen b is
larger- than & the gain is greater than unity wad algal growth processes
ces mignificant. Conversely whean the pararoter b is leas than the
parameter a the gaic is less than unity and death orxr sedimentetiom
piocesses are dominant. In the case of reach five tha ;mr«.m. *‘e\rs axe
siuwilar until the spring of 1975 and then the b parameter diverged
nmarkedly from the a vperagater suggesting major growth of algae during
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this period. The high growth period in spring is followed by a loss of
algee represented by the b parameter falling below the a parameter,.

This loss may be due to algal death Or sedimentation. Spring d.atoms
are zelatively heavy algae (containing silica in their cell structure)
and in the lower reaches of the Thames, which tend to be less turbulent,
‘the aslgae are likely to settle out on the bed of the river (Bowles,

1978) .

It is clear from this analysis that complex processes of algal growth erd
algal removal are occurring along the river and in order to modal 3uch
behaviour it 1s necessary to hypothesize mechanisms for theseprocesdges.

The extensive literature on processes controlling algal growth (Thonmann,
1972; Bowles, 1978; and Lack, 1871) provide an egsential besckground

to this part of the research. Rather than take a standard rwdzl developed
for a particular systom the approachk lherein has been tn evaivate the

most likely factors comtrolling slgal growth and lousses and to represent
these mathematically. The four factors cor iidered particularly izportant

for algal growth are:

(1) the growth coefficlent;

(11) the effect of solar radiation which under conrditions of
unlimited nutrients provides the main driving force for
algal growth;

(113) the offoot of turbuleres which tends to increase with
increasing flow coausing resuspension of sedimented
material and reducing light penetration;

(iv) the self-shading factor in which an algal population
grows to the point where light penetration is reduced

by shading of the aigae.

Initially it was assumed that nutrienis such as nitrate, phospioiue
axd gilica were not limiting in the Thames (Lack, 1371) and thst silica
wag ~~i' e in sufficient quentities to sustain algal growth.

The lr@s processes were asgumed to be related to the concentraticn ~f
algae via a first order decay tera and. mathematically the 1live upu

dead algae are vepregented as follows:

Live Algae
dx, (t) | | |
ac - = B QO ut ~ky Q,(t) =x(t) - k, x,(t)
oE D oy 25" e 1 - HEVT,
. C k, + (x1(t’?‘5 R T B »
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Dsed Algae

dx, (t)
dat

-k, Qou:) x,(t) + x.-‘z 'xi(t) - kg X, (t) (4.16)

where x_ (t) and x_(t) represent the live and dead algae respectively
at the output (doqmtrun) boundary of the reach, measured as
chlorophyll a Hgl u.(t) represents the input (downstream) algal
concentration (Iigl"‘); Q, (t) and Q_(t) represent the upstream and
domstream flow rates; I(t) is the solar radiation level (watts

cnz):

' § determines the residence time chsractoristici of the model such
*  that k,Q(t) = 1/T whcre T is the residence time;

is the algal death rate;

is the growth coeffirient;

k is 2 half-gsaturation level for the smelf-shading function

k,

k
k, + (x,(t)) 5

ond 1z zer demaludod n omemow towm oAavmo o (1Y to enhonee The o] fe

rhadigg factor at high

alg al concent rations H .

1‘6 represents the optimal solar radiation level in the term;
1¢t) X7 1¢¢) %7
¢ ) oxp (1-( )
kg kg

which accounts for the decrease in algal growth under low light ilatensity
and the apparent decrease in growth under oxtronely high ...1ght 1nton51ty

condit:l.ona in the Thames;

k,,' enhances the effect of this solar radistion tem,

kg is included in the dead algae equation to account for the loss of
algae. by sedimontation. : o ‘

An additiongl! parametei- k. 1is included in the model ‘a8 a temperature

.threrho:l.d below which. alggl growth is zmero.

Many msoarchern have deve:lopod phytoplankton growth models :lor simula-

‘tion purposes.
" - 'been-to select parameters quoted in the literatuve and: assume these

- yalues portun to .the systom under 1nwstigntiogf. . Lederman et a.l (1978),"

In general, the spproach to parameter ‘astimation has

hovever, applied non-lineax parameter. omtintqon teohniquos to. dnts from.

‘batch cultures of phytoplankton: to -dirsctly- utiuto ‘model pumter-. .
Such techntquu are nquired to estimate unbiued pumtars. Ao
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S

R, 5

.
a . '
.
. g
. ~ .
[y,
' :
' I.
i
L)
’
+
'.
I.
i
. - I v
. T
' L.
N ll
. i

L
.

T X

alternative approach is to apply an instrumental variable algorithm

to the differential equation model (Whitehead, 19841)., Here the extended
Kalman filter technique, applied above to the simple mass balance
differential equation model given by equation (4.13), has been used

to estimate model parametors. However, prior to the EKF analysis a
sensitivity analysis has been conducted to investigate the effect of
parameter uncertainty on the behaviour of the model and to analyse the
uncertainty associated with model structure.

. The generalized sensitivity analysis techn:l.qu‘é discussed in Section 3.2

can be utilised to identify the dominant parameterez and hence mechanisms
controlling the system behaviour. This is an important aspect of the
modelling study since it is generally not possible to obtain reliable
eptimates of the large numbor of parameters in most simulation models.
It is opreferable to f£ix the values of those varameters which are thought
to - be well known and to then optimize the remaining parameters., Up to
now there hag been no systematic method of selecting the subset oxf
parrmeters for optimization. A trial and error procedure is normally
uged o select these porameters but given the non-~linear ngture of most
simulation models such an approach can present problens of interpretacion
and is certainly not rigorous. The generalized sensitivity analysis

can aid in this parameter selection to ensure that the optimal set of
parameters is obtained.

4.3.4 Application of sensitivity analysis to the Thames algal model

In applying the sensitivity analysis approach to the Thames algal
modeliing study, it is first necessary to define the system behaviour.
The two important features of algal growth within the river is the
presence of & spring bploom and the subsequent tall to relatively iow
levels after spring, in early summer. Simulstions sre classified as a
behaviour if the algal concentration, x. is at any time, above 100 pg/%
and below 400 jg/? during a 5 week peiiod in spring and 12, in addition,
x. f£8l1ls below 100 ug/f and remainr below this ievel for at least two

'%le dur:lng the f:l.ve weeks after the spring bloonm.

The model parameters were selected initially on the basis of published
information such as travel times for the Thames determined by the Water
Authority or growth rates for slgae in the Thames. As previously discussed
there is considerable uncertainty associated with many of the parameters
‘4n the model. In the case of growth rates, for example, Swale ( 19?2),

' measured a growth rate for Stephanodiscus Hantzschie of 0.46 days and

Bowles (1978)determined a growth rate for Asterionella of 1.28 daya -1

from studies on the Thames. Lund (1948) also determined a growth rate
for Asterionella Formosa of 1.73 days “! under field conditions. The
situation in the Thames 18 compucatcd by the changing nature of the

‘piver with relatively slow flow in the lower reaches compared with the
- flow in upper reaches between Buscot and Swinford. Belecting a value for
- the Thames is therefore part:lcul rly difficult and as an a priori

_est:lmte the value o:l.' 1 43 daya has beer selected.
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A complete 1ist of parameter values for the Monte Carlo simulation runs

ig given in Table 4.3.

In the table the mean parampetor values are given.

However, in the Monte Csrlo runs the parameter values are selected randomly
assuming a rectangular disiribution with & variance of t 850% of the mean

of the parameter,

‘This ensures that a wide spread of parameter values

is gelucted and that behavioural patterns are fully explored.

TABLE 4.3

Nonte Curlo simulation reoult.s for reach 8§ (Staines to Teddington);

(statistics on maximum distribution separation invalld iz ruz £)

-l:lmu]_.mi.ona)

Monte Carlo Simulstion Rums 1 | 2 3 4
Critical d at wU% | invaliu
confidencé level 0.326 0.430 +0.470
m,n
Paraneter Value (P)
Distribution Separation (8} P S p 8 P S D
k, related to travel
10 = 1/7T 0.5 0.2 0.1 0.14 0.16 0.34 O.16
ka nlgnl death rate .
(weeks ~1) 0.3 0.2 0.3 0.16 0.3 0.19 0.6
ka Glgel groweh sats
(vooks™') 10 ©0.15 8.0 0.33 10 0.48 12
_l:4 algal saturation level : - :
(ugh~1) 100 0.17 100 0.1 100 0.17 100
kg - pover in saturstion tem. 2 ©0.73 3.5 0.68 3 . 0.87 4
kg ~optimal solar radiation \
(vatts cm®) 20,000 O0.81 13,000 0.5 15,000 0.51 10,000
ky pover in ught | A | S | R
. attenuat:lon tern 2 0.3 2 0,42 2 0.31 ' 2
ls:8 aodinntat:l.on rate | :
(woeks™*) 0.3 6.13 0.3 0.26 3 0.25 0.3
k, temperatyre threshold T
7 effect ( C)- 8 0.1 8 0.16 8 .0.17 ¢
' § behaviour (based on 100 S T
. - 48% 8% esx
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Table 4.3 shows the parameter values used in four Monte Carlc simula-
tions together with the maximum separation between tho pardmeter
distributions end the critical separation d at the 80% con:t:ldence
level. It is particularly interesting to note that relatively few
parameters appear to be significant in determining behnviour. Over the
four asimulations only three parameters are clearly identitied as
critical, these being the growth rate k,, the power term in the satura-
tion factor kg, and the optimal solar radiation levels kg. In the first
simulation only 48% of the runs satisfy the behaviour criterion and from
analysing the means of the behaviour producing parameters it is possible
to determine whether to increase or decrease the parameters in order to
incvease the nercentage of behaviours. For example, in the case of the
power term parameter in the saturation function, the standardized nean
underxr the behaviour ia O.54 as shown in Table 4.4 saggesting thsat this
parameter should be inacreased. By increasing this paraneter the shape
of the saturation function is alterec *hus enhancing the effect of the

N T w---ﬁl ' gi::j:r1:- 4o dha pnon AL Y. Pha Antimal enlar
- - o w7 - : ¥ -

M W WRAR W e WA s e W e

. radiation level, the mean under behaviour is - 0.56 suggesting a reduc-

tion in this parameter. The Monte Carlo sinmulations therefore, can be

used as a crude estimation procedure and the % of behaviours increased

from 48% to Bﬂ‘f, over the four runs using this approach.

TABLE 4.4 Statistice for $ parameters in simulation run 1

Standardized
Parmtar Standardized Mean under Behaviour Mean under Non-Behaviour

kl 21 - ,10
kz e id &7
ka- . - ,10 IR
k4 .62 .21
k5 | 54 - ..70
kqﬁ ; 034 b 024
Ay _ﬂ -

k 8 .84 .53

me a "’lystans anslysis point of view what is particularly significant

) jiw t'h.w) ‘only three of the nine parameters control system behaviour. In
L omhyst o miitelling studies of ecological or hydrological systems it is
o ;;-enmmn.tionpl to give equul ‘weight to model parameters.
i my !
t:lan aqzcu.rs in which f uubset of the pnrmetera are adjusted until =a
" With largeé. complex models this process

Moreover, in
a trial and error procedure of ‘model calibra-

ﬁh!mla‘ﬁ:ion studies,

mnmm ‘model £it is. obtained.
articularly difficult because of interactions between paramatera

'I'he generalized aensitiv:lty analsis approach can
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therefors be used in this situatfonm -to determine in o systematic -
panner thoe dominant parameters cont xolling behaviour.

‘The ﬂnu stogo 0f any parameter estAmtion atudy nhould be the ume of &
statistically based technique to deteernine an unbinsed optimal set of
parapeters, Unfortunately fZm the px~wasice of messurement noise andad
system rolse any parameter estimatiomxm nlgorith- 1is limited in appl:l.cs-
tion, In the case of the Thames algrmml nodel it vwas impossiblg to =mpply

8 techniqus such as the extended EKalXsmm filter to estimate all nine
psrameters, ‘fhe EKF technique applil ed in this aituation gave parsmmeter
velues which were either clearly imcsorrect or showed colimearity inm

which one parapeter increased as another decreased to cancel out 1ts
eoffect. Such parameter behaviour is indicative of an unobsorvable

gysten and is a comson feature of aomst sisulation models. The gquestion

of observability is isportant here = -Rnco as indicated by the simuZ mtion’
study only three parameters aro nign.:t:ucunt An CONtroliing DSRAVACGWZ o .

the Thama uodel.

‘Thus in ordor to obtain remonnb:l.o p.rmtor oltim.tu the BEF must bo e
applied to these three critical par=mzmoters with the remaining pazazmeters
gat to the best values obtained fromm either tho Monte Carlo -:umlation
.analysis or from laborutory or field mwisurement.

&, 3 b EKF appliod to roduced nodo:l.

The ontimtion reaults obtained by tho KRP :Eor the fourth. and FiF~E% A
‘reaches are 'shown here. Figures 4.1, 4,16 and 4.17 for the fifth Tesdh,
ghow respoctively the estimated anad obserwe‘d state varisble, x4, the
estimated 'dead' nlgal state, xq, anck tho'pnrmter estimates obtained

Jpp——— —— 1Y

fron ihe LA anslysis. i ERLSE a-n-, ke stete tatimatle LorTiapon iz wodl
with the observed chlorophyll a valuess and tha parameters kg, kg and

kg are reagonably time invariant. TEme paramotexs show soms movement

“at week 00 ind this corresponds with a data period when the model

estimate 18 belov. the observed levelss; in this ogituation the parmmeters
‘are adjusted by the EKF algorithm. to conpennte for the lack of £at.
Bimilarly in'the fourth reach the atamto estimate, Xy, .CORDATea remonahly
with the cbaerved values and the demec® tlgal state veriable sgrees to
some extent with the pheopigmont lewve>1s, shown in Figure 4.18. The
pattorn of behavivur and concentraticm levels sre sinilar-and 1t mmy be
possible to use the pheopigwent as = lurrogato neasure ot dud algae

within the z*oaoh. o . J

jTho uinulation ronults a.nd parmtors obtainod by thc m' analys:la :l.'or
the fourthk reach, as shown in rigum 4.19 and 4. 20 ‘are xore viriable.:

' j',thnn thoss for the nztn reach. - The pover in the’ algu! antumt:lon tern -
reduces trom 4 dovm to 3.3 and the grcwth coef2icient increases owver the

. 1076 summer. pariod. These changes. maxy be due to the'differont types of .. .
‘algae doainating the river system. N or exaxple in sumpsy. 1876 thexe wn
A major: bloon ‘of, Miarocryst.is and’ ao:l.t--uhhding 10 di2ferent chmue of R
the different pize, clustering nnd buoyancy ohuracter:laticl o.t ‘ﬁcrocyst.is o
conpa,rod with othex* nlgse. L Lo e e S e




| 250

200

150

100

50

e [ T

[P TP PEIP R T B e s T

‘ """"J.- ‘., g f :

‘,.‘4'-.:_.......J4-"...,. .

/.

v ....?._i,'r P L/ Lo Wpigey

B ag s i

—
-l
-
-

0
K

Figure 4.35 stimated and QbServed Chlorcaphyﬂ a for 5th Reach

150

b bbby i i e s e e s et Mt e st 0 s

weeks fre

1.1.74

~
i



Concentration (mg m-3)

30 —
20
0 .

~J
(8]

Fi{gdr‘e 4.18 Fstimated state Xy (dead algae) in 5th Reach.

weeks from
101.74_



3.5

2.5

1.5

) o0 ‘ . ! . * .
. " . (A1 ) . L .' L * 0 P » . ) . . 2.

Parameter Value

—— _ N\

g, N, ks

k3/i()

kG/ 10000

weeks from

] ! yo——T [T T N

50 L 100

Figure 4.17 Estimated mo’dé"lf pali*émété'rs' k.’:‘“ k5 anu‘& i"m*::*h F(er.f.ch

"| 2
150 1.1.74

€L



100

75

50

25

Concentration (mg m'3)

0 25 50 /5 100 162 150

. Figure 418 Pheopigment concentrations in River Thames over 1974, 75 and 76

. e e T P L i ] y . ] b F ] 1 [ ] ks [ av- -] E e - ) ‘. N

1 £

¢ ':.c i

>

weeks from
1.1.74 -



250

200

150
100

50

s o ) _ VAR
;i : - /

-
. . .
. i . .
Iy . A . . 4 - L 4 - - e * .
. 1 . . .

Chlorophyll 2 (mg m'3)

_ ﬁTW; _ | 5O _ Ah. ‘ ‘3. t o | . ]00

Fijire 419 [timated and Cbserved Chlorophyil 2 levels in 4th Reach



h

.0

3.5

3,0

1.5

Par-ameter value

~
o

k3/10 3

_w—__quu——_“_‘i__ PR .
T N e — o —— ke /1000
7 T ' T 1 1 T | ] Y ] | ! "1 T ?%?g??ﬁm“
0 50 , 100 150
: F-igﬂgﬁ.ﬂ.w,sstimated model Parameters K;, k¢ and kg for 4th Reach
e L _ [ _‘_- Jr o




[ - . . . . . 1 B
E .- , A £ - B N . .
! - ' P ¢ . : . i :
- . E i . : ' | A S * . . . * : :
. 3 \ . X i R d : . . .
v i y . . R \ X Tt : \ B
T Fn Ty " r - ek i i - 0 . -
: sy R . . ; ” . ’ . : . C . i

77

4.3.6 Conclusions

The <corplex dynamic behaviour of algae within river systems has been
studded using a number of sysiems analysis techniques. Where trans-
portation is a dominant factor controlling system behaviour, ‘time' -
series approaches are suitable, Howevexr, where algal growth processes
domimate a mechanistic model is required to account for the highly
non- X inesr behaviocur. In this situation model identification and
estimation is particularly difficult and e generalized semsitivity
anal ywsis technique can be used to determine the important parameters
and hence restrict the number of parameters requirirg estimation.

in tihwe case of the Thames algal model three significant parameters
have beoen identified out of the nine model parameters using the
gene xalized sensitivity analysis technique. Having identified these
parsmmeters the EKF technique was applied to estimate final parameter

values,

The aapplication of the generalized sensitivity analysis approach prior
to EKF analysis is suggested as a valuable approach, providing informa-
tion on parameter uncertainty which can be used to reduce the estimation

prol>Z en to a8 manageable level,

4.4 A generalised sensitivity analysis of the activated sludge
treatment plant

4.4. 1 Introduction

The mpplication of the generalised sensitivity analysis to algal
dynamicy illusiraled the sdvanieges of Lo spproach in dotermining
the cioninant parameters controlling system behaviour. The technique
is particularly suited to these 'ill-defined' biological systems where

processes and parameters are poorly understood.

The m=activated sludge treatment is another system controlled by biological

‘procesges and in this section of the proceedings we consider the

appli cation of the sensitivity analysis to this process,

The =model considered includes components <for simulating nitrification
dynsamics and dissolved oxygen dynamics in a well-mixed aeration tank
and for accounting for a dynamic balance in a settling tank. A range
of model parameters generally representative of the Norwich Bewage
Treatment Plant (STP) (Englend) was selected. In addition, the
benawiour of the Norwich plant was characterized by estimates of the
range of variation of the system state wvarisbles under rearly constant
sludge wastage rate, recycle rate and blower volumetric flow rute and

the  open loop consistency of the model was evaluated.

4.4.2 'The mathematical model

'Nine state variables are modelled. The differential equations o2 the
-model are given in Table 4.5. The equations for nitrogen dynamics. in
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TABLZ 4.35.

Fquations of the Simulation Model

itate Varialk>»los ‘

1.

2.

Aeratioxa Tank

Settlex

o LS

Xg Sludge 'voiu'mo

, NAexillers

M- “H' M- N“. HH‘

G“.

= 1~ 1.8210

Equation

Bxy + UyXa/¥y

Brxg - B(1 + r)::3 + X, - k4x3
HyXp /¥y + B(uy ~ X)

HaXy = bx, - B¢y + r)xg + Brx,,

ka(og - xe)ua

m o ' -
T-l-:‘xs k, *X

r+!’1+w (:I.-Pm)

2

-] " e

L r e W

- EXRA v (1 - P)’ﬁl_

r+w
-5

(_QI - “Q')

= auyx, = 62::5 - B(1+r)::6
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the aserator follow those developed by Beck (1978) but the number of
compartmeats is reduced from five to three. The equationa for

BOD and MIS8S are in a commonly used form (eg see Androws, 1874;
Steasrom and Andrews, 1979). Dissolved oxygen is modeiled following
Olsson and Andrews (1978) and Tyteca et al (1877). The only

"non-standard" components of the entire model are those reprasenting
the clarifier. The simplest approach to modelling the final settler
strategies involving the recylce rate cannot be examined even cursorily
with such a simplification. A theory presented by Eynch (1982) can
be applied to model the thickening process in the settling tank

(eg Busby and Andrews, 1975) but this r2quires treating the process as
vortically distributed and thereby neceasitates a rather large number
of compartments to be modelled. We opted to utilize a wodification of
a CSTR suggested by Hornberger and Spear (1980) for representing a
sediment compartment in a simplified simulation model of an estuarine
ecosystem. This formulation divides the mass balance in the sottler
Loiwouii BlUUED YUiWME Cliiiged Gkl CudcekLialivie Chalgos. ab l1ow
concentrations, additions of solids are predominantly apportioned to
increasing concentration in the sludge blanket but as a maximum

conceatration is approached additional inputs serve to increase the
volume of sludge while the concentration remains almost constant.
This simple formulation retains some of the important features ot the
more complex models and allows investigation of control strategies

for the activated sludge process.

The parameters of the model are listed in Table 4.6. The limits of
the rectangular probability distribhutions of parameters used in the
Monte-Carlo simulations are also listed as are references which
suggest these bounds for the parameters. The value of X;, the maximum
allowable concentration in the settler, was taken to be representative
ol the hurwicih itreaimeni piasi. Values Jor recycive raite, wablage rald
and eir flow rate are likewise consistent with those for Norwich.

‘Consg"ats and input concentrations and flow rates for the model are
liste i in Table 4.7. These are again consistent with observed conditions

at t.de Norwich plant as presented in Beck et al (19878).

4.4.3 Results

Five hundred Monte-Carlo replications were run. Each simulation was
for & period of six days. Initial condition transients were allowed
to decay for one day and then the atates were observed over a five

- day period snd outcomés classified as either B or B according to
whether the computed state variables stayed within the bounds given in

Table 4.8 or whether one or more of these conditions was violated.

" Menmbers of the behaviour class B are then open-loop consistent That
ie, the trajoctoriaa stay within reasopable bounds. In most cases,
these bounds are broadly consistont with observed conditions at the
Norwich plant under conditions of little variation in the control
variablea, apecitically thoao ‘representing nitrifier concentrations and

- .:..f.'-:”?‘.?‘-‘.' ; t
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TABLE 4.6 Parameters
Paraneter B@gg of Values
1. Process pax-apeters |
Yl (yleld coefficient) 008 - .06
{ (nitrifier specific .02 - .08
growth xate)
km (hal £— xate coefficient 1.2 - 10
1 Lor NHJ)
ky (rate coefficient for BOD) 002 - .015
Ky (MLBS specifis growth rated .1 - .4
b (MLBS desth rate) WUE - .0L
. km (hal £—~xate coefficient) 25 -~ 200
- 4
ka (BOD <oefficient) 1.253:10_4--7.5:-:3.()-“1
o (yield coefficient) 0.02 - .30
§ Yield coefficient .80 - 1.42
P (Claxr i gier efficiency) .88 - .95
6 (rate coefficient .26 - 1.0
o DO./3TD)
- km (half~— xate coefficient 25 - 2.0
68 DO/NH.)
3 .
y, (Vield coefficient) A - .7

x (maximum MLSS

7000 - 10,000

concentration)

2. "Control' wariables
’ -  r (recycle ratio) T - 1.1
v (wastage ratio) \ 0 - .03
u (air Anput) 310°~4x10°

1. Poduska mxd Androws (1975)
2. Stenstrom =mnd Andrevws |1879)
3, Jorgensem (1979)

o 4. Olsson ana Andrews (1978) -
- 5. Tyteca et al (1977) .
~Sincic and Bailey (1878)

- : 6.’
"‘ 7. Beck (1978 S

tnits

3.-1

Referer oo
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TABLE 4.7 Constants and Inputs

1. Constant

VA’ aeratior tank volume

Va, settler volume

OB, oxygen saturation

51, gtoichiometric coefficient

2. Inputs Mean

Q,, sludge inflow rate 2::104 nod
u,, NH, inflow conmc, 40 gm-s
Uy, BOD inflow conc. 300 gm-a
u,, DO inflow conc. 1 gm—a

TABLE 4.8 Behaviour Criteria - Bounds on State Variables

-
ol

8l

RS

8320 ma

4000 ma

8.65 gm >

woo

4.5 g0, /gNH; - N

Diurnal Amplitude

4 2.3
2x10 m d

10 gm-a .

150 gu >

State Variable .

0~- 40

1600 - 4500

‘3000 -~ 10000
400 - 3600

- - 2000



DO levels, we had little or no data Zrom the Norwick plant and thege
variables were either unconstrained or very wide bounds were set in
order toO reject only their most extreme excursions. The behaviour
conditions are thus chosen to isolate parameters that axre known to be
cyitical for open loop consistency. Of the 500 replications, 354
sstigfied the behavioural conditioms and 146 were classi fied as non-

behaviours.

The statistical analyais of the results followed the procedure given
in Spear and Hornberger (1880) and Hornberger and Spear (1081) and
summariZzed in Section 3.2. The off—diagonal elements of the covariance
matrix Of parameters which yielded simulations in the B category were
uniformly smell and so information on parameter separsation under the
behavioural classification can be taken directly from the univariate

statistics on individual parameters.

Taking the 99% confidence level of the two sample KoimOgOrov-smiruov
statistic (d = .16, vhere m and n are the sample si=zer of the
two groups) ab the criterion for judging importance, fouxr parameters
stand out (see Table 4.9). Two of these, k and Y,, are process .’
parameters and two, r and v, are control pa@amaters. Tk e largest
separation by far is in the oxygen transfer coefficient, k , and the
next most important perameter is the MLSS yleld coefficient, Yz.

Of the 146 _non-behav:lours. 59 were caused by exceeding tire allowable
bourt."=. o cho.volume of sludge in the gettler, 54 by BOD, 17 by
dissolived oxygen, 1l by N03-N and 5 by MLSS in the aerator.

4.4.4 Discussion

—— oy

The f£irst aimplication of ithe resuiis of ihie groerallzcd Sensiiliviiy
analysis is that the critical uncertainties in terms of simulating the
activated sludge process with the present model structure reside in *
the DO-BOD-MLSS dynamics. This is the interpretation giwen to the
generalized sensitivity results in previous studies (Spear and Hornberger,
1980) with the idea’ that further data collectlon/research efforts can be -
assigned priorities by using the sensitivity rankings. ' B :

To some extent the conclusion that the DO-BOD-MLSS dynamics are critical
may be conditioned by the § day duration of the simulation. 7The choice of
five days for the open loop simulation was dictated by the nature of the
Norwich data in that this was the longest period over which the control
variables, r, v and u, wero malntained at reagonably comstant levels -
on a number of different occasions. It could be thet some of the
nitrificatction process parameter bounds would have been mzarrowed had. -
data been aveilable to ailow simulation over longer periods. However, -
it is 1likely that any such errors will lead tu conservative results in
the eveniual estimate of the closed loop behavioural probability, iec the
- probability of'adequats. closed loop - bebavidur is most lilkely to increase

with s narzowing of the bounds defining opin~loop consistency.

Wpre e




83

TABLE 4.9. Kolmlgrov-smrnov x_-:_.’_g_s.\;istic for Individual Parameters

Paramoteor : d

L
° o
| VN I
= B

w
e
=

- )

o
[
L3

Y | . 0.12 | |

| 0.12 | '
a . . | 0.11.
x - | - o1

k ¢.10

p S - 0.10 | ‘ .

u o | o 0.09

S 0.08 | .

a | - I
| 0.08 | T

R

) S . -
rd

Ho ‘ : | 0.07 | BN

»
)
¥

-’

g
19
¢
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' 5. CONTROL SY¥STEM DESIGN FOR WATER QUALITY M/ -/AGEMENT
The second implication of the results ia that control action may be I
sxpected to ippicve the response of the activated sludge process as 5.1 Introductics
judged by t%o mode) presented here. The overriding importance of the ’ '
oxygen transf?r coefficient reinforces the need for Jesign of dissolved Iu recent years mathematical modelling and control taeury have been
oxygen contrcilers (Mcrsili-Libelli, 1980). The importance of wastage l widely applizd to diverse problems outside the iraditionsl disciplines
ratc in the sensitivity snalysis is somewhat specious in that this of engincering sni ihe physizal sclenceu. Whathes in biology,
ucdoubtedly arises btascause exireme low values of w lead to excess sludge E economice ox ths.nmiro'm;mtul gsclerces a diptinguishing feature of
volume in the clarifier, a condition that can easily be remedied by . many such spplications is ihat the pathematrccl sicdeln reprecenting the
resetting vhe wastage on 3 daily basis. The fact that the recycle rate system under study must be realisticaily regardod &s poorly :utined, either
was important, however, points to the need for control of this variabie structurally, ,-rametrically or Loth., In the envirnnaental sciences, for
in regulating the DO-30D-MLSS dynanics of the aerator. . example, these uncertainties arise biceause the biological precesses and
. complex chemical reactions that take place in the natural environment are
Finally, the sensiti/ity resu.ts may be interpretud as a crude for-— often not well understood, at least in quantitiative terms. Further,
of parameter estiz;ilon iu which the distributions of k, and Y should -] deta are 1imited both in quantity and quality and nonstationarity is the
be sltered to he consisiont with the uucontrolle.. :“haviour of the . ' rule rather LnAN TOM eXCepiion. Mevea theiens, wWas uilizate ezl nf mans
system prior to addreseing the isaue oI contral syut..a design. That efforts relating to understanding and rodelling environmeatal systems is
is, only those process parameter sets which are ... on-loop consistent can to develop a management scheme for miligating some particular problem.
be examined in an expanded analysis in which paramcters describing ! Thus, in the environmental sciences, as in other of the new areas of
controllers in the closed loop are included. Thus, in de:igning applicati-n of control techniques, there is a need for methods of control
controllers for poorly-defined systems in which uncertaintlies in process system synthesis or menagement system design which deal explicitly with
parameters are likely to be critically important, the preliminary ' uncertainty in the process model or are sufficiently robust to assure
gexsitivity analysis described here is a necescary pracursor to the full acceptable operation in spite of uncertainty. The concept of fuzzy control
design problem. (Tong, 1977), tor example, is inm sowe respects a rosponsc to this need. Tn
this section of the proceedings an approach to the design of robust controllurs
I is presented which reiles on computer gimulation rather than on an anaslytical
framework and, as such, seems to present sigaificant practical promise. The
approach is an extension of the sensitivity analysis techniques deacribed
Q previously and has been applied to a river water quality control problem
= t1on & O zud +tho cloged lonp controal of an dctivated sludge treatment

f 0 - "
\QUCULU“ W ey GhakA WAR N o ey e A

plant (Section 5.3). 1In Section 5.4 the control of on-line blending
systems is considered and applied to a nitrate control problem on the

Bedford Ouse.

£Y - = - - . .

5.2 Control of ill-defined systems -~ A case study on the River Caum

The generalised sensitivity enalysis described and applied in earlier
gsections of the proceedings depends on an ability to construct

plausible model structures, to estimate iroad ranges of parameter

values (from. limited field data or from the literature). zand to define,
rather loosely, the system behaviour defiaition, 1s crucial to the method

and it 18 worth emphasigzing that the defining slgorithm need not be
analytic: thresholds, topological conditions, logical conditions,

etc. are all permissible.

The essential features of the approach are based on the assumptinn
that: - .

- (1) the problem under investigation can b2 qualitatively
characterized by specific patterns of system response
that define the 'behaviour" of concern;




(2) one or more mathematical modéla of +he syatm can be
developod based on tha relevr.: snysical, chenicsl or
biological mechanisms that ary .assumed to undsrlie the

problem behaviour;

(3) ihese models can be parameterized by statisticsl disiri-
putions rather then point estimates as a means of
incorporating the uncertainty in tke "actual' values of

the parameters.

If, in a psrticular case, these conditions can be met it is poseible
to conduct & Monte Carlo simulation by randomly selecting a parameter
set fxrom the pre-defined multivariate digtribution, integrating the

system equations and clagsifying each simulation run according to the
rrazza 0f the prokilem Aafinine behavionr. A

VUG & GULY Wi non-;;;ug.-...,, 2

repé6t ition of this procedur: a times leads to the accumulation of m
parameter vectors which lead to the behavior (B) and n - m which lead
to the non-behavior (B). The essential idea concerns the separation
of the a priori parameter distributious uuder tha behavioural mepping.
That 1s, given the a priori cumulative distribution Zor the parsameter
£, as F(E,), the issue concerns the degree to which F(E,|B) differs
from F(EJB). Clearly, if F(§1|B) = F(Eﬂn) = F(E4) then 1t would
seem that the parametor &, was not impertent in Aotormining the
occurrence Or non-occurrence of the behaviour. It transpires tbhat
this is a pecessary but mot suffic! ‘nt condition for ingsensitivity
but together with its elaborations it is the central notion of the

approach,

Mon+ “tochkniques that wre ST elucidation of parsmetrie
sensitivity involve some forn .sarization abgcut a point in the
parameter space. The virtue of (iv generalized sensitivity analysis
" 48 that it is a regional rather {han a local coucept. In the Monte
Carlo approach the imsue is whether or not a particular parameter is
important to the behavi~ural ou‘’come of ‘the simulations run over the
entire region of the parameter space defined by the a priorl parameter
distributions, Thig is a critical advantage when studying poorly-
defined gystems of the type degcribed in sections 4.3 and 4.4,

There 1s an obvious appeal in the notion oi extending the sensitivity
concept to the problem of controlling systems ‘that are parametrlcally
ili~defined, The moat straight-forvard extension to the control
problem is to consider the design of a controller that will deliver a
high probability of adeguate performance under the uncertainty in
knowledge of the process parameters nanifested by these a priori
distributions. Here the birary classification notion of the sensi-
tivity approach is retained in tle form of adeguate or inadequate
system performance. Morecover, since this performance iz to be breed
an the siuulation results it can be defined in very practical terms
and s stated previously i1t requires only an algorithmic detinition
rather then an snalytically ‘tractable formulation. .

Thig sippll'é{!t**gpproaéh' to controller design would. appear io involve
the Specification of one or more candidate controller structures

~ together vith a set of contro. paraneLew _
control parameter set ‘would then be assigned a digtribution of -

gset of control parameters for each structure,  Each

- v
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allowable valaes, ths ony specific set of control paramerter values that
maximize tn€ procbebilily of adequauie performance, P(RY . Tion, the

contreilyr structure with the higheszt P(B) is the best of the candidates
with f’:ho_-pnrf::'.gular value of P{(B; allowing the dssigner to decide if the
risi cap be accepted and the deaign implemented or 1f groater knowledge

of the ;vocess will be naeded.

This extemsion of .the generalized sensitivity prccedurc to explore the
problen of control of poorly decfined aystems is the basis of this

gsection of the procecdinge. The development and description of the method
1o presspted below in the cortext of a problem involving the control of

water quality in a river,

5.2.1. Dascription of the lfroblm -

The problam to be analyzed is based on an iavastigation carried out by
Young ari Buck (1974). A waste stream of constunt stiength and ~on~
stant discharge flows into a lagoon. Rolesasos form the lagoou i¢ the
river ave tv Le mcheduled such that dissolv. * axyson iz the river 1is
not driven beiow a specificd water quality standard {the bkehavioural
criterion iz our formuletion) and such that the lagcoua does not over~
flow nor Fall helow some minimum level. o

The mo;!é'i for a resch of the River Cam given by Young aud Beck is iu
terns ‘ot dissolved oxygen (DO) and biochemical oxygin demand (BOD);

dx _
SIS _a1+Q+qE-x - ax +9.01+aé"-n + ay(l, =1
it v 1 = B2X2 T e " Ynp “3 g )
QE
v=C, o ,, o (5.1)
n "
Cdxp A+ Qg e

A simple mass balance on the lagoon yieldn 3 third guntion)

ay

ds qu = ’ o , ' . . (5.3)

wher | x; - output (dowsstremu} DG (mg 1%
1.7 x; = output BOP (ng 1Y), . -
L = input (upstrean) BOD (mg 17,
.§; = daput DO (mg 1°1), S
Qg = discharge fron lagoor, Ga? day 1),

Q = rivox dischirﬁe (in?"“d-ay"' ~1y ,
'V o meum wvolume of resch (m®),
.V ¥ legoon volude

G, = effluent qqncgn_ti_'&ti_.onvmé ' g

=
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eqﬁstioh:

U desired sets: podnt, y .

o —— ﬂ_wﬁmﬁn‘w
'

-

e ST ST -
B e

reneration rate constant_(day-l) ’

BOD decay constant (day '),  _

sedqimentation rate constant (day '), | |

mean I'ite of addition of BOD to the reach by local runotf

(ag 1 ! day 1)!

D= met rate of removal of DO from the reach due to various

components of respiration (g 1 ' dsy '),

'Ik = = “gustaiped sunlight* term to account for the obgerved .
correlation between sunlight and high concentrations of

DG and BOD, '

1 = the threshold level of the gustained sunlight effect

" g, = DO rate constant for the eustained sunlight term.

a; = BOD rate constant fox the sustained sunlight effect

= discharge to the lagoon (ny day l)_,
l, = BOD concentration of 1sgoon (mg 1 °).

I

m sistai pzed gunlight torm 18 defined by Young and Bee_k as

(ek-6>
r - Iy (5.4)

1 "'"r- hk

k" Fx-1
8

yhore kK = <Tlme ladex o
1 = time constant of the low-pass filter (days),

h day (hrs),

N _ ' t
ek" xiver water temperatuxe during the k h asy (°0),

' t
‘i = period of sunlight duxring the k

-} = =& mean water tempersture (00),

The pilnete@ra associated with the model of the DO-BOD process are
1sted in Table 5.1 together vAth the values reported by Young and Beck (19874).

oy
R
y i

e ¢ohtro1l leg variable in this problem 18 Qp, the lagoon discharge.
The val(ﬁ‘tp of this varisble was determined from & control law which
uges stite wariable feedback on output DO and BOD and integral error
on 00 (Yous& apd Beck,1974), The control law is: o

= E Gxy Ty +__k2"_’-‘1’1 = Xy + k%3 (5'5? |

where ¥, = diggolved oxygen set point;

iz = meapn BOD level in the stream;
ky k5 and k, aré control parameters, - :

.an'd Xy iy the .1nt§¢fal erro.r‘,lvariabie and 'i’,@finéd_by & "r‘.‘litl.fd' j"'t‘t"' o

oy

1 o | | . .
which vas 4 ntroduced by Yousz and ‘Beck -in order to.control x  to the . .~ . ..

In-our: ‘txrestnent:we modified. this equstion such ... .. .

—vyr

" tpat-only . wrmlyes ©f §i.--':leus-.than yrure’c:t concern and: | U0 0T

=i s

1. x 10°] and [0, 1. x 10 _
the set point parameters, y, and xg3, were taken to be [5,0,8.0] and

89

>
X
Algo when x, rises above y, X, is reset to gero,

Table 5.1

Parsmoter values as given by Young and Beck (1974)

Parameter Rimericul Vaiue

‘l 0.2

n: ’ - 0'.32

DB 0.5

&y 0.31

C. 2.0
FiY

» 20;0

I 8.0

Ta 4,0

v 15.1 x 10"
- 4

QL 2.8 x 10

B 8,0

The method for examining control strategies is similar to that for
perforning a generalised sensitivity analysis. A range of possible
values for the process parameters listed in Table 5.1 is chosen. to
reflect the system uncertainty. In this instance wo simply used a
rectangular probability density with a range of * 25% of the listed
values to characterise ‘ae process parameter distributions. An
exemple of how these distributions are specified in practice is
contained in Hornbergoer & Spear (1880). A broad range of values was
used for the paramoters of the control law: the a priori distri-
butions for k;, k2, anrd kg were bounded by [-2.0 x 10%, o], [0.

] respectively. The distrilution bounds on

5,0, 8,10] respectivdly. The stream gtandard for DO was taken as
5.0 mg/1.” As indicated above this value constitutes the behavioural
definition; . if during a simulation run x; goes below 5.0 mg/1l the

‘min 48 & non-behaviour aad conversely. The input data for the 80 days

~ of each simulation run were those for the River Cam as reported by
' Back (1978) . . . el S BRI T T TR
A8 1ndicated above, given the foregoing mcdei and dats, it is possible |
- to- carrty out- a mumber of lonte Carlo simulutions by randomly selecting
" g parsitster met from the pre-defined distributions, integrating the
. ‘systems equations over an 80 day period and classifying each simu= . ©. o0
© v .1ation Tin'according to the occurrence or non-occurreme of the ..
< tphohsvicur”. ~In order to. asgess the benefits of control,however, it . .
" {u’ focessary to know the’ behdviouralprobability in:the ahsence OF . . .. G

__control. .. Many systems, of course, will not cperate at sll without - .

B L s - L R



control but environmental sy ss-tens vill often do so. Therefore, the
4 rat sinulation rung assumecy the waste stream to be discharged
dirxrectly to the river, Once the probability of behaviourin the open
100p P(By), is estimated the mmarginal benefit of control, Mp = P(B) -
P(Bg), can be found for varicexas controller designs. |

5._.2.2, Simulation results

The ipitisl NonteCarlo rum o 260 replications was carried out with
process pirancter bounds of X 25% of the values shown in Table 5.1
and without control, Twenty behavioursoccurred resulting 4in an
o=t dmate of 0,08 for P(B_ ).

A second run of 350 replicati ons was carried out with the process para-
metex bounds unsltered axd tInes control parameter bounds as given above.

The xanges for the gain parammesters k), k2 and k; contain the fixed set
= m=tod by Youne and Ram® ~w~  +he hasis of desirable pole locations for

the linearized system. The =xationale for such wide bounds on these

paxrameters is sinply to give <The analysis ample opportunity %o
d4iscover those portions of thne= control parameter space which are

pax ticularly rich in bebaviotiaT .

Of the 250 Nonte Carly Tuns 855 vore bohaviqurs and 165 non--behaviours

The kolmogorov-fnirnov statiss-gics dp,n = supIBn(Ei) - 8,(E4) I, where

=z S(E) sro the sample 4 st >=dbution fun~tions of the parameter £4

foxr n bohaviour and m non—bamamviours indicated that 4 of the 13 pro-

cess peraeter distributions =mnd two of the five control paraneter

d i s txibutions separated tindex=  the behavioural mapping at above the 95%

1avel of sigaiticance (dp, n =~ 0.182). These were az, Dp, 1 © and

the control parameters k. ao®  y,. Among thése process parameters

G _ — was approximstoly 200 Toox'a,, I And 8 and .183 for Dy, the

1 at ter value being just ms.y gk mally in excess of the 85% value of .182, The

dm n values for the five conmt-x-ol parrmeters ki, k2, ks, yr and x; were .219,
’ ,133,..084, .320, amd - A67, ru.pectively. From an

inspection of the cunuletive «Ristributions it was found that the

poxtion of the control paxrame & er sub-spacein which a highexr pioportion

of bDehaviourswill be found 1ss  at the low end of both the k, digtribu-

tion and the y, distribution -wwith k;, ks, and X, being of 1ittle

apparent consequence, The co=-xelation matrix under the behaviour

contained values generally lesss that 0.2 with some interesting

exceptions occurring for the «<orrelations of_ 6 with the control parameters;

O.29 with k), -,33 vith ky arct -.32 vith Ve

U tidiging the results of the 2orevious run the bounds for ki and y,
woere altered to (-2 x 105, -2 _8x 10°) and (5, 6) respectively. All
othex bounds vere as before. These changes resulted in raising the
behaviowprobility to 54% X=x-on the originalk '34%. In this region

Of *he pitameter fpace there smre some Changes 4n. the 1ist of sensitive
Process piraeters vith Dy &2 =zappearing and a3, Lp and V, appearing .

as Amportant as judged DY dgy  wy Values significant at the 95% level. -
Of groaster interest, however ,  are the changes in the control: parameter.
sensitities, s expected, Mc 3 and ¥y disappear with dy n values of

O .09 gnd 0,17 respectively. Howover, k2 ‘and x, now have d, p values. . '

-

- sEOD" control piriteters suggwessis that this region of .

space 16 good 1 far- a8 the IO coaponent of ‘the controller is concermed, =
but ‘that further lnjrovementss “are possible ‘1ﬁ;~:‘-;th‘e'f-‘-';BDD~c:on'pphe_qgf;'-.c;g:!-_k'g;;-r_:‘-‘--.“-.5_7 SRR

' a.nd;g.ﬁu bofdrq, ks appeosmy ,‘:t_o!be‘,p:_!_:j._'l:l.tt‘;g:_,.__imnq!'_.t!ﬂ?&___'P?,lq!: 15 .
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' To locate this region we may

not surprising in view of our behavioural definition. Hence, setting
k3 = O leads to a desirable simplification.

The distribution &, (k2|B) indicates that behavioursare preferentially
associated with values of k> on the low end of the raLge, As before,
we might aiter the k2 distribhution to cover the bottom 25% or so of the
present xrange. Alternatively, we might recognize the practical fact
that BOD analysis takes 5 days to accom:1ish and a scheme using x;
feedback is not feasible for real time control purposes. The latter

course leads to a choice of kz = 0,

These choices simplify the design problem to that of choosing specific
values for k; and y, from the narrowed ranges given above. However,
pince neither sn(k,f nor 8,(yy) separr ‘e under the behavioural mapping,
the strategy used to arrive at the present region provides little
furthex guidance, That 18, it is knowledge of the fine structure of
F(k) !B) and r(y,IB) that is necessary to obtain further information.

hdorm mFewmm

To obtain such information 1.8 COBTLY iD Lulmp Vi CURpUIST LalT TL2TT
large numbers of replications are required to obtain a gcod picture of
the details of F from 8,. Before proveeding fuecher ¢u the practical
questions, let us indicate what could Le doue w#ith & 2ol swstimate of

_F if it were available,

We are seeking regions of the contrc. paramet.s rut-cpece in which the
probability of bsiaviouris high or, conversely, .ne nrchability of
non-behaviour i3 near zero. Let U be the eveai L.l the m dimonsicnal
control paraneter vector lies within a bounded rnpion such that .

< <
B; - kg — by fori=1,m where aj lie withia the limits of the
rectangalear distribution defined for ky. Then

- G B F :‘:-
P(B[U}' - P(Bi): ('U;(U|3)

where P(B) is the probability of nen-behaviourin the entire parameter
gpace as originally defined. Since we asgume each element of the
contral wvector k 18 independently distributed,

w - 1 - < <
P(B) = I P(U,|B) where Uy is the event that 8y = ky - by. Likewise

P(U) =1, P(V,). Since we desire to find the region U such that

- m -—
P(E|U) = O this 18 equivalent to finding regions whereiﬂl P(UiIB) = 0.
inspect the cumulative distribution of

each of the k; under B since P(U|B) = F(b,|B) - F(ay|B). That is,

wenarelooking for "flat" places on each ot the :i_.'unctions F(k1|§)'.

I:t the pehaviouralmgpping had resulted in appreciable covariance among
the elements of k (B) an analogous argument can be developed for

- dealing with a paramoter set transformed by the matrix which_diagona-

lizes the covariance matrix E(k - B (k - E)T where i = E(k[B)

Returning to the practical issue one can either use 8, (kglﬁ) -and

- Bn(y----lﬁ)- for n = 2560 and assume that any flat spots sre real or carry
out: furthor.::uns -to_increase n. ‘

The choice clearly depends on the

" cost/benefit situation for ‘the’ problem at hand. - Here ‘we' take -the .
former course nd Vm'_s‘.lgct k, = - 1.8x 10° aad yr‘{= 5.4,

‘These values




el

92

together with k; = k3 =0, resulted in an estimate of the behavioural
probability of 0.84. We cannot contend that this is the best that
can be done but it 18 a design which raises the probability of keeping
the D0 in the stream above § mg/1 from 0.08 without control to 0.84
with 8 particularly simple control schene. :

Under the above design conditions the occurrence of the behaviour is
sensitive to five process parameters, They are a1, a2, I, V, and
5, Of these, 0 is overwhelmingly important with a of 0,887 ag
contrasted with the 956% value of 0.232. In fact, 8,,(6|B) is zero
until § is mear its mean value. Hence, if in the real system the
value is & 1= low, behaviowss will be obtained with a probability very

near to unity with this controller design.

The final result, then, is that with the defined inputs and the procesas
parsmeter distributions the degired behavior of the controlled process
okt owod with o nrchahd14¢y of 0.84 with a particularly simple

R

FMRAL W s e e

controller desiin. If this probability were deemed insuffticient
one might

three courses of action are open, at least in theory;
enlarge the lagoon thereby increasing its buffering capacity, one
might engage in further research to narrow the processz parasmeter
uncertainty , or one might investigate other coatroller structures,
In the case of process uncertainty, the results of the analysis
strongly suggest that algal photosynthetic activity is critical in
that the distribution of the parameter f geparated with & d, p of
0,687 in the final Monte Carlo run as discussed above. The related

parsmeter I =also was marginally dmportant,

The possibil ity of increasing the lagoon volume was considered briefly.

A run. of 100 replications was carried out with a lagoon volume .

correspond iz to a 25 day detention time af opposed to the original 15 days.
Eighty eight behaviourswere obgerved which did not appear to be a

dramatic impaxovement over the 84% observed with the 15 day lagoon,

Again, if txade-off decigions werxre to be made on the basis of these

2igures attention would have to be paid to the accuracy of the

estimates of behaviouralprobability. It is clear, however, that the

method yields quite useful data on the potential effectiveness of

the alternative approaches to increasing the behaviouralprobability.

5.2,3. Discussion

The clear Tresult of the foregoing analysis is that 1t was possible to
determine & xobust controller, that is, a controller of defined
gtructure wi th fixed parameters that resulted in a relatively high
probability of achieving the desired rvstem performance in the presence
of uncertainty in the process paramete: values. Clearly, our success
in this case rests on the fact that there was not too great an un-
certainty im the process parameters, & circumstance that would
nonetheless Iave bgenm obvious from the analysis. Im that regard it

is instructiwve to consider the effect of process pagameter uncertainty
on the control parameter distributions under 5 and B, Figure 5.1 shows
a gcatter diagram of the normalized valuos of k va. yx where thelr

distributiom 1imits were (-2 x 10°, 0) and (5.0, 8.0) and for which
ky 2 ky = kg = 0 with the & .25% wvariation on the process parameters.

Clearly, behaviors are agsociated with low values of y, with some
tendency tO  be associated with lower values of k) as well. There
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process parameters within t 25% of mean values

Normalized values of k) Vs. y, with random variation of
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are, however, some momnbehavioursmixed in. even in the region where
behaviours are most dense. In contrast, Figure 5.2 shows the.same
scatter disgran for identical bounds on the control parameters bhut
with the yrocess parameters held constant at their mean values. Here,
the separation is complete and without ambiguity. In the latter case,
we are no longer demling with probabilities but merely determining
controller parametexrs for a perfectly defined process, an interesting
possibility which 1is disgcusgaed further balow, It 18 clear that the
opposite extreme 18 also possible in which the uncertainty in the
Pprocess parameters is sufficiently great to overwhelm the controls and
no geparation will be geen in the control parameter statistics. In
the latter case process identification and parameter estimation studies
would be required. In such cases, however, the results of an analysis
oOf the sort presented here will give some insight into the critical
subprocesses within the system which should be the focus of special

attentior,

As suggested iz the disgcussion of Figure 5.2, the Monte Carlo procedure
can be .'2d tor the design of controllexrs for well defined processes
and it i+ particularly sttractive where mnon-analytic performance
criteria nre desirable or in nfstes where <the process is nonlinear or
othervise analytically intractable, “hi~x gipect of the approach

has been dealt with elgevhere (Auaix:i - ~t vl,, 1881) but to mention
2 1 gerves to emphasime that the sion’- - -, Ngyroach that we have
pacoposed here is a vaable, indeed i o i ouetly practical, if somewhat
1 nelegant alternative to the sophisticataviy unalytic approach to
control systems design that hus dominated ihe Jiterature for the

1 agt several decades . The method propos=d herein is not a well
defined snd specific procedure for control system design but, rather,
an experimental appromach which utilizes the computer as well as

~ achalgues of staticst icel inference. T+ would eppear that the generzl
s&pproach can be modifX ied and elaborated to address a wide varieiy of

practical problems.

| i
‘ b -

X x
X XX
9 X x x
’ x
X =
x
xX
.8 x Ry X -

Figﬁi'e 5.2 Normalizod vssi‘f k1 v8. y, with process parameters
constant at mean values.. o
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the response time of the oxygen loop. The tormu'd ‘loop gain u tho

- measurable and an adaptive ygain chainger was used to switch the control

‘idea by 1nc1ud1nz s derivative term in the control law (see Table 4.2)

~ The' sludge wastage ‘control law is’ detemined to prov:lde for longer
the aerator was used. The wastage rate. a“fecta ‘the amount of sludgé

 similar in aim to that discussed by Tanuma (1980),
-"contains the control :l.aw nnd’ rslateﬂ parameters.‘--"-. ;

T \’ ‘I(;'l‘."“ ’ e j ke -.'u} . y . ,L
... The. ranges o:t valuas for the control parameters' hose
. Carlo simulations are given in. Table. 5.3,

. a
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TABLE 5.2 Control lews for the closed-loop malysis of the activated

5.3 Control of the Activated Sludge Frocess
| sludge process.

As o second example of the use of the generalized sdensitivity analysis
to design =& robust controller, tke control of wastewater ocutflow from
an activated sludge treatment plant is considered, The simulation
nodel and associated process parameters were discussed in Section 4.4
of this report. In this section, we describe the control systems and
pe: form the generalized sensitivity analysls using the process para-
meters that were Judged to be "open loop consistent" (see Section

4.4).

Digsolved Oxygen

-'uA = GAIN (DOsp - Xa - Xé)

whore GAIN is detfined by:
(Ox --xe) 2 €, GAIN = Ky

5.3.1 Control Laws _(0!s - xe) < e, GAIN = Ky

Control parameters: DO , €, Kys Kge

8p
3 . =1

Control actions can be undertaken by adjusting the blower volumetric flow
Restrictions: 0 < u < 20000 m hr.

rate (u,), the recycle rate (r), and the sludge wastage rate (w).
These options sre used in the analysis to control dissolved oxygen
and MLSS 1in the aerator. The equations describing the control . B e e
actions and the associated control parameters are given in Table 5. 2. R°°L1° Rate - “\" |

= . R . G SR W

The blower flow rate is used to control diamolved oxygen levels :ln r= A + 15‘5
the serator. Tiis control is provided in our model through a high
gain feedback loop that acts to change U, whenever the measured value
of dissolved oxygen (xs) deviatos - or tends to deviate ~ from the

set point walue (0o, The design inv..ves an integration in the
forward loop and proportional plus derivative action in the feedback
loop. A high forward loop gain results in moving tho dominant pole
of the linearized system to the left thereby substantially increasing

where 61 = dQI/dt.

Control parameters: }\1, Az

Restrictions: 0.1 < > < 2.0 o i

Wastage Rate

product of the controller gain and the variable process term
0, - X;). Insofar as we wish “o maintain the forward loop gain at

8 rolativaly constant value it was assumed that (08 - Xg) is

-\ ) - - -

w = N(HLSB---'IILBS ) +* w.

where MLSS is the da:l.:ly average value of suspended solids in the

gain based on tlw valua of (os - Xg). The rosulting control law
and control parnmeters are shown in 'rable 5.2, L aerotor. g
The recycle rate is used for short term (Vv hourly) control of MLSS | "o = Wm_/z
in the aerator. A common strategy for uaing the recycle rate to: control '
MLSS i8 *"ratio control" in which the recycle rate is set to a pro- N = 'm/moo-
portion of the :lntluent flow rate. VWe adopted a variant on this
; Control pnrmetors. lle’ MLSS ap"

to allow for the’ potentiai ‘ot more rap1d> *deonse to :Lnﬂuent changes. ¥ . |
- _ _Restr:l.ct:lons; It :;8 > 0.9 V ’ v - v,

term (v daily) control of NLSS contingent upon the sludge blanket |

level being lower than 90% of its maximum value. A simple pro- _
portional. control using & daily average set point, value ‘of MLES in

in the sattler which in’ turn- detormines the-concentration of MLES An- i ' - o - .
the returm” Llow.. Thus, changes in wastage rate .willaffect the long- R =

tom oqu:t:l.ibriun value of MLSS in the aerator. .  Our: control is tlni“rn
Table 5.2 |

K
.,

....
.....

'l‘hale were set
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TABLE 5.3. Vslues of control parameters for the nbnto-cdzrln | . :
- simulations. | '
Paraaeter Range
- Lo i
sp ‘
€ 1 - 20 - l :
K, - 1000 - 8000 EERET |
s 7 o . ' L. roree
lCa 5000 - 20000 ' G
J\l 0 - .001 ﬁ
)‘z 0 - .007 - ! !
wm -k - .14 l ‘
MLSS 1000 - 5000 .

)

- . ﬁ’v
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E (Yy, um3, §) or with oxygen transfer (ka). .
DOgp and Ay were of considersble importance in distiuguishing behaviours

L . . e
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" broad cange of values of the control varigbles u_, r and w for con-

ditions specified tc be genurally consistent with the Norwich plant.

5.9.3. Simulation results

The 354 sets of process parameters that were determined to be "open

loop consistent", as dimscussed in Section 4.4, were used in the simsu-
lations with the control parameters chosen fromn a uniftorm distribution
with the limits given in Table 4.3.  The behaviour criteria for the
closed loop were changed to reflect a desired reduction in the DO
concentratinn variation in the aerator and in the concept ot NHy and
BOD, the two most commonly-used indices of effluent quality. Adequate
behaviour in the controlled case was considered to have been achieved _
only if the concentration of NHy in the effluent did not exceed 18mg 1 i,

DO was required to remain between 0.5 and 4 mg,lﬁl. Criteria for
‘ Silor sitotc varishlss remadned

‘adequate bohaviour: as Judged by vaiues ol OLLlY SLoL

wnchanged ircm the open loop analysis. Cf the 354 simulations that were
open loop consistont, 112 satisfied the more stringent closed loop behaviour
criteria. The probability of obtaining closed loop behaviour in the open

loop (without control) is thus 32%.

The 354 sinﬁlctions with the widé bounds on control parameters listed
in Table 5.3 resulted in only 65 behaviours. Essentially no behaviours
occurred for values of the conirol parameier A1 <.0005, Consequently

‘& second set of simulations was run with the bounds on A; changed to

0.0005 to 0.001 und the bounds on Az changed to 0 to 0.005, For these
modified bounds 128 behaviours wero obtained, Table 5.4 1igts the
values of the Kolmogrov-Smirnov statistic for Case I, the '"modified

wide bounds csae".  This is again a two-sample gstatistic for com-
refsrcnces between the behaviour class and the non-

Tt e Nt e e o -

paring pareawciel a3
The statistic for seven of the process parameters is

behaviour class. atist oV
significant at above the 99% level. These are associated with nitrifier

growth/NH utilization (¥, M, "Kme) , with MLSS .growth/BOD utilization
Among the control parameters,

according to the atatistical analysis. To further refine the range of _

" aepirable control parameters another set of sinmulatiors was run with the -

rangs of DO__ set to 2.5 to 3.5 and the rang2 for A, sst tn 0.000786 to
0.001285., 82Btistics for this run mre listed under. &ue. II in Table B.4.

The number of behaviours for Case 1i was 1% ... > 3 probsbility of
_bebaviour with cortrol, P(By), of B4% . o o

s Tesults i'ﬁ"ggegjl;-_.tl;di“:.' 'ﬁéhiv'iohrdl'" u‘r, S " senaitive to &
number of process parsmeters and that satien .. . “'trol may be

di:l?ﬂcult ‘to ‘achieve 4n the face of significst uoc ... .ainty in their
" -values. Examination of the ounulative distributions of parapeters - .
' % _.umder.the behavioural clussification suggested that some improvement

S e
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TABLE 5,4 Kolmogorov-Smirnov statistic
CASE . CASE II CASE IIT
Modified 8¢ und modificetion Control design
. Parameter wide bounds of control 99% value = ,176
‘ 99% value = ,180 rarazeter bounds
59% value = ,174
Process Parameters

g Y1 . 212 .237 .226
| fi .399 .365 .460
q E, .104 .110 L1112

1 .
k 4 117 «174 .103
. um . 230 +175 «191
A b .0ED 062 .103
8. 091 .147 -.140

4

k, . 2183 .183 161
o 117 090 078
) .183 150 .198
o .149 .089 .103
. 8 .068 .087 .054
Kn .187 .211 .200

6 , , .
"“ Y, .188 .136 .081
v B x - .150 .104 .050

. Control Paramuters
086 -

e et

| With thy daiighivaluss. o
. . P¢Ber) = 0.89. Ninety--one, '
' NHy-bounds , 49  were aue ‘tu'‘violations of BOD bounds, and 5 to violations

PR 3

' .romained so. in. the ¢ ¥, A _ . _
' “4pimportance rarking myé-associated with the dissolved oxygen dynamics

f,;;j;',;;‘:('k‘),‘..‘j,ipd._;'_w_‘:l.t_h.._B,EQ;Q(}@W&:&";(X:), Evident.y control of DO with the set

_other five paramstory, particularly that for fl. "
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in P(Bpy) » however slight, might be roalized by choosing a set of '"design”
control parameters, The design set of parameters is listed in Table 5.5,
Larger valuea of DOgp were clearly favourable for behaviours. However,
very high set point values are unrealistic and 3 mg 1-1 was chosen as

a compromimse. The adaptive gain change in the DO comtroller was not
substantially isportant in determining behaviour so the DO controller
was sinplifiod t¢ a single gain of 10,000. Values of A1 in the mid to
upper range were indicated and a value of 0.0011 was selected. A
relatively flat portiom of the cumulative distribution of A3 in the
ason-hehaviour catsgory appeared to occur necr the selected value of
0.0035; as indicated in a previous section of this report, such flat
portions are likely places for selecting "good" design parsmeters.

Finally, somewhat large values were indicated for both wysx and ML8S.,
onA tha Anmden valuem et 0 10 and 4000 me 1~1 reflect this,

Table 8.5: Design values of control parameters

Paraneter Valua
3
PO,
Kyr Kg 10000 b
Al U, U00EL
0.0035
o Ay
. 0.10
'm |
7 4000
MLSS, |

PP P |';.\(.'

gl*ﬁ‘"f#ﬂi:u; of the parameters 209 behaviours we ohtained for a
| of the behaviours weroc due to violations of tre

‘of the DO bounds. The Féimogorov-Smirnov statistic Zfor the process
peraseters in the design vypc are listed in Table 5.4. tive of +“he original
‘soven importani pritess parameters, as judged by the 09% confidenca level,

B s degdg; vun. The iwo process parameters ihai’ diopped

""" tance in terms of simulation of adequate

. ‘moint at 3.’-3:1341"'?;-"’”-'?-,&?@‘;1\.%1;65 kg in impor |

. ykeformance and recycle and/or wastege control reduces the importance
oot Yt - Howeves ' the. overvhelming importance of uncertainty in the L
2 Hprocgslpgrmob“harll\&!p ~clearly indicated by the, vq:g.qqg ; -‘,’f.:;}.’n,n .;g?r the C L
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accomplished by adjusting the recycle rate. While this approach
does result in short tera increases in active biomass in the acrator,
the longer term effect is a decrease because of the direct inter-
connection with the clarifier where concentrations are reduced with
increasing recycle rate. Increasing the size ¢f the avrator
partially alleviates this problem by raising the detention time,
thereby allowing more time for MLES and nitrifier growth in the
aserator itself. The efficacy of this design modification was
demonsgtirated above where it was shown that the marginal benefit of
control was increased from 27% to €4% by a 25% increase in aerator
volume, An alternate solution to tlho problem would be to use a
sludge storage tank which could be used to increase the active biomass
in the aerator as needed. This type of approach to controlling the
activated sluqge process is discussed by busby and Andrews (1975),
Stengtrom and Andrews (1979) and Tanuma (1980)., In the case of the
activated sludge analysis, the uncertainties in process parameters
are severvly limiting. VWhile the reneralized sensitivity procedures
might be useful in assigning prioritieos to some areas of needcd basic
research (eg see previous sections o these proceedings), much more
would be required in terms of increaxipng the sophisticaticn of the
actual model used here before any spevific application to a given
treatment plant would be warranted. - The analysis procedure can,

of course, be applied to any model structure and interconnection with
plant design can be implemented regn‘fau'ims of the chosen structure.

We define the probability of obtaining closed loop Dehaviour in the
opes lonp, P(Bo), with reference to the original simmulations (see -
Section 4.4) . That 1s, fixed values of U,, r and wr are chosen at

" xandom glong with values of the process parratters ; no attoupt wvas
made to deterpine "optimsl" control settings Yor a gAiven sot of values
©Of process parameters. Using this definition of P(Bo)’ the marginel
benetit of control is celculated as P(Bpop) - P(Bg) where P(By) is the
Probability of satisfying the closed loop criteria wuasing control. The
marginal bonefit of control in this instance is only 7% . Hovever,
©1 of the 161 pon-behavioursin the design run were cuae to Nij vio-
Lation and none of the control actiocns was directed specifically
toward the nitrogen cycle, Any henefits gained in <control of Ny
bhad to stem dndirectly from the controls on MLSS. Without the
cjosed loop criterxrion on NH;, the behavioural probabi 3 Aty of successiys
control would approsach 85%, a m'ich more respectable <wralue, '

|

o fallure <o achicve o high marginal benefit of comtrol in the Zace
o2 importsnt process parasetor uncertalaty suggests Two altornatives
for improvement, woi‘her of rhica offors much for PxTe-existing plant,
T o 2irct L5 « resge:..h wproach: studles could be xandertaken to
modute the umcertainty in several key parameters. ‘This is the
approach f£irat outiined by Spear and Hornberger a980), Iw mopd‘
approack i8 to utilize the generalimed sensitivity mxaalysis a6 an
2 ntegral part ot the plant design itself, In the pxeset instance,
for exawple, one might conclude that a iarger aeratioa tank is called
for if the uncertainty in pirameters describing bactex-ial growth
W2 waticy cAnMmot be reduced. An experiment to demomsmtrite the inter~
piay between our analysis and plant des£ign Was rum w&s illustrate the
poin'.  The get of siaulations Zor the design case was rerun with
the valye OF V,-increascd by 25%.  The probability o behavioursith
this design modification rose to. 76%. NHj violaticms still comprised

roughly three guaxters of thw non-behaviourswith the Temninder being
', mminly BOD violations. The importarce of the niZrALLIocation dynenios
" was reflected in the statistics by the cvershnlminag Smportance of the

maxisum growth Tate of pitritiers which hal'a 45 . Falueof 0.8,

4/

5.3.3 piscussion

. The application o [thé generalized sensitivity mlysjsj\-tp 8 _ainulgtion
s model ajned st the ‘control of an activated sludge plsnt reinforces the
' power-of the methodulogy for examining poorly defined saystess, The
resiults for this problaa inficate that a high probabi 1ity of _acuaptnb_le
. comtrol caniot be achieyed'in the face of unregolvalb - uncertainties
im the procems paxrameters, dt least with the type o=X < mntrollersused.
C @aven the cruvde | roxinations- slready imvolved -im -tixe! liaped partaetexs.
model uged here, 1t does not seem likely that a satimsLa.lory control:

r -

' Law is attaimable for ths particular: structure: evaiumted. Ve ke

e tltimste ‘fatlure of th? control’ implemented.im- tkwme model wasan ... .. . .
500 Amebility to inject @ high enough level of blomass  R2Ewto the Aerwter. ... .. . - .
. .mt . criticsl times. to assure proper operation in texrmss of B rdition - - |
. amnd:nitrification. . With the current model structure .this e

£ .,_f“n.w.-z.,r..‘ : B L e (i R R




104

. ——— . P— g P - e, . s\

5.4 On-line blending for nitrate control in water supply

5.4.1 Nitrates and their control in watex supply

The concern ovexr the presence of high ni txate concentrations in water
supply stems from its connection with inmfant methaemoglobinaemia.

Whilet the reported cases attributed to miA trate in drinking waters are
fairly fov in number, the WHO has recommemded stringent levels for
acceptoble nitrate concentrations in wate x supply. It would be true to
state that theee levels do not purport +t< represent any real or well-
defined dose-response relationship. They are probably very conservative
and reflect the attitude of modern society , which seoms to be extremely
averse to risks wunder the control of publ ic authoritisa, Additionally,
recent evidence has also suggested some <comnnection of the intestines
resulting {100 ni trosamines formed throwusgm Ddacterial action on ilugestou

anitrate.

The strict stande1ds rTelating to nitrate =nd the general increases of
nitrate in lovlax < river Sources pnow reqgtr® re some remediasl actions to
be initiated. The increase in ritrate coxnicentrations stems from a
variety of sources. Agricultural practice has led to increased ground-
water and ruwoff concentrations. High amamonia loads to treatment works
either lead {0 Aimcreased levels of nitrate in effluent discnarges or,
alternatively, increased in-stream nitxi i cation, vhich has further
effects on the ' health' of the water body . Means of dealing with high
nitrate concentrations need to be developed and implemented. Further-
more, it should be noted that nitrate pxoblems are not present all the
time; they can be very transient in character and nethods of dealing
with these difficuities musl we flemiblie  oeod cost ofloctive. It is

also a8 well to0 ensure that any proposed solutlon 18 not too parochia?
in outlock., Ir some cases the problems =m T a downstroam sbstractiion mey
be alleviatel by appropriate action at points of didcharge upstream,

for example by operating wastewater treatment plants in a nitrifying-
denitrifying wde. In cases where rivex xn 3 trates come predominantly
from runoff or gxroundwater/baseflov sources, such a solution may not
offer any real improvement and some form <o nltrate control must be
exercised at the water supply abstrection . If the river forms the

sole supply then biological nitrificatiom wsing asethenol, or ion

exchange msy be ne@cossery. There sre, thxough, some cases where a variety

of sources is available and sensible nitz nntTe¢ concentridtions may be
achieved through & blending operation (Green , 1879).

The adopted form of nitrate control/ren »wv& 1 must depend on the relative
costs and efficiexrcies, and thése gre ‘ne>tridtbly bond up with the
temporal pattern o f the nitrate concentwations, The magnitude,

frequency aud dursation of nitrate: transiexxte may he decizive factors

in discrinlasting between difforent metheo<is. of nitrate ramoval. The
provision of pre~tweatment, banksicde stoxrage has been suggested as @

 ugeful huﬂar rcatnat quan ty and supply/dewx and tranaients. Although
there may be stme  preplems associated withh algal giowih and thermal

stratiﬁoat‘on, =his phyricaliy-based solaaxion may be more scceptunle
thiy nitrato ‘J:emoval asing metkanol. In the Gerkan Fodoral Republice

| there 15 a trend tovards providing 7 days b ankside atamge, a sirilazr

move 18 unlikely to be adopted so widedy im the UK. The benefits

»
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of a small buffering lagoon will be examined below using a hypothetical
systenm based loosely on the Clapham abstraction on the Bedford-Ouse.
(See Appendix 1 for details of this system). The configuration allows
river water, groundwater and reservoir water to be blended in a small

lagoon prior to treatment.

The smallness of the existing lagoon (typically gilving a retention time

of about 18 hours) appears to offer little buffering capacity to sustained

transients in sbstracted river waters. Measures to counteract such
quality variations consist of

(a) Increasing the lagoon volume.

- this invelves high capital cost and may worsen any ulgal or
thermal stratificasion «roblems.

(b) Augmenting the limited buffering capacity with on-line nitrate
removal (eg using ion exchange or methanol)

- onc: again capital costs are incurred. The nitrate removal
fac:.ity must also be capuble of being switched on or off

in response to river guality.

(c) Controlling the blending operation and bringing in greater
proportions of the high quality sources in response to
adverse river quality. There are several degrees of sophisti-
cation thet such blending may assume. The blending could be
controlled in real-time on an almost continuous basis, or be
reset periodically; the greater the frequency of changes to
blending proportions then the more rapid the response 1o
vitrate transients. The costs incurred will consist of
limited capital expenditure on monitoring/control eguipment

and variable speed pumps.

The choice of uny c combination of solutions will depend on the
capital an” non-caj. ,8ts and the improvement in quality. Inevitably
this latter aspect CcC......n8 an element of subjectivity.

£.4.2 Bystem configuration

The systan undes study is shown in Figure 5.3. Waters from three sources
(rives rigulfer and reservoir) are mixed in a small lagoon prior to
Wi g .r,re&tment. The nitrate concentrations of each source are u, n,, oy
reiyectively, abstracted at rates q, da, dy to satisfy a demand Q The
maxiznm siver, aquifer and reservoir abstractions are taken as QD, Qa, Q-
The Iug. m contents of volume V are assumed perfectly mixed and at a

concentrition xl.
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The system dynamics are summarised by the mass balance equutions:

Vo= arq ta -G . (5.6)
2—{x-V} = qu+qn +qn - Qx

dt aa rr D1 5.7
or,equivalently,

. 1

k, = ylau+an +aqn - (q+q +aqix} (5.8)

Equations (5.6) and (5.8) constitute a pair of simultanecus, firsi ~rder,
non-linear differential equations. The abstraction raten, repre:ant
decision variables acd the nitrate concentrations u, an_, nr congtitute
time-varying inputs, though n, acd n will vary more afowly than u.

M-'1 that 1f the lagoon is maintained at constant volume then equation (5.8)

oconoes linear.

The blending operation should achieve satisfactory quality but at
minimum cost. The seasonal nature of the input nitrates will therefore
lead to a corresponding pattern in abstraction rates. In additionm,
however, there may be sudden changes in the river nitrate level and it
is necessary to examine the response of the system to such impulses and
where necessary to suggest some form of control, either by a change in
the blending operation or by auxiliary treatment.

5.4.3 Steadv-atate solutions

Wailst a steady-state condition will never exist it i3 nonetheless
useful to examine some typical and critical conditions thr~t may
crystallise the extent of any nitrate problem. BSetting e(uations (5.6)

and (5.8) to zero gives

Q+q . +4q, = Q (5.9)

qu + qn_ +qn (%.10)

a rerDxl

and the disappearance of V allows the lagoon contents to be set quite
arbitrarily.

The nitrate coacentration x, going to supply can thon be determined from
the input and decision variables. Because of differences in the
abstraction costs of each source it is appropriate to set an upper limit
x.* and then seek values of the decision variables which ainimise abstrac-
t}bn costas. The costs of each source can reflect factors other than
pumping costs alone. For example, excessive aquifer drawdown can be
discouraged ' (rather than prohibited) by including penalty -osts for
aquifer withdrawals. If it is assumed that river water is 'free' and

the costs of the other two sources sre proportional to their abstraction
rates, then the minimum cost solution for a particular steady-state will
be given by the c¢llowing Linear Program (LP): | -

-

1C
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_..\"‘"'" Minimise z = Ic<q + c_d
= ra rr l little protection of the supply from quality transients or deviations
' subject to: from assumed monthly averages; 1f the lagoon is small then pulses of
nitrate will receive only little attenuation. At a more sophisticated
q+q +q_=Q level, the 'steady~state" u, o n_ values could be daily or moving
a r D> (LP1) average values. Although this would give a better response to sustained
changes in inputs, transients of only a few hours duration can once
qu + qpa, o SQD xf again pass unnoticed and some study of the oysp ioop dynamics 1s called
l for. If transient conditions are found to he a cause for concern then
, 0<q<Qq further control measures may be required. A combinntion of the "steady-
- ' - =D gtate" LP golutioa witk some state variable feodback control is one
' 0<q<q l possibility; incorporation of river nitrate forecasts in a feedforward
- &~ 8 control scheme is also possible. The efficacy of such forms of nitrate
0<q<Qq control Las then to be compared with methods which rely on auxiliary
B - T . n treatment. -
..

5.4.4 System dynamics and response

In LP1 the decision variabless are 4, q,, q_; Cy 18 the cost of reservoir

ahstraction and k is a constaant reﬂ.ect:lngrthe relative costs of aquifer
. Recalling equation (5.8) and keeping V ccnstant (so that Q, = q+qa+qr)

o
m

-} regsax<olir abstractions.
N— then '
Whenever <the river nitrate comncentration u is st or below x *, naturally . 1
X, = V{Qu +qn +qn - anl} (6.11)

all supply can be taken from -~®the river. If u > x,%* then soite blending
is necesanmry to keep x; < x #»= _ The gtructure of the LP will always lead

; - . tox, = X % at optimality.” <WNith this in mind, the LP is written in
nmglu" oX Charne's Multipliex form gg follows;

It will be useful to accompany equation (5.11) by a second differential
equativi. whicia determines the integral error, Xp» between the actual

level of xl and its desired value xl*.

(5.13)

i = + a +
eininise 2z lv;«:r:::‘_‘.qa crql_ + M b

~ Open Loop Dynamics

aubject to

Consider first the systen's open loop dynamics about some nomi’;-,.ti
'gteady-state' solution in response to a change 6u in the river iitrate

level.

,B+Q+qa+qr ==':,D_

b+ qu + an_ + qrnr = anl*
are

The perturbation equations corresponding to equations (5.11) and (5.12)

i
. c+q= Qn
then of the form

d+q=Q .
= 6% = A 6x+ B du (5.13)

e+ qr = Qr

where §x = {6;1, 6x,

vhere a, B are artificial varSsles;
e, d, oare slack variuRkoles;

M 48 a large positive mwamber,

. ' o The simplex golution given hem-ein is for the case u > x. * >n_ >n .

-  I2u > x_ % thes an infeasiblen golution rTesults requiridg relixatin

;- . of the quulity constraint by Mncressing x,*. If the dynamics of the.
system cax be ignored then thex ginplex solutions. can be used in a variety .

- e - of ways fox nitrate control. -  At-the simplest level average values for
N .Y ng m__ <ould be used, say Ior.esch month, However, this affords
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?"’. ' ‘The open 1loop dynanmics have the characteristic equation ' § = [A+PFGK]6x +E Su , (5.19)
. _‘ rl' Q ' l -~ -~ ~ N s ~~a ~ - .
det [A - sI] = 8(s + -‘-,I-’- ) (5.14)
< . - : : i where é a= - %D ’
o This gives an v ..asirnble open loop response to a -tep chango Gu in l '
B . river mnitrate ¢2 1,0
' . Su % B
. Sx; = g3 {1-em(-5 ®)} L (5.18) ' 2 o
. . ' QD L F = utfu "a _r
- ~ v ' V'V
0 . Feodback Control and Associated Closed Loop Dynamics l l
N _ - o , 0, 0
Iin ordex to counteract the undeairable effects of transients in river | |
B nitrate levels, some form of state variable feedback control of the _ :
crincaiack biendime oneration can be considered. Once again a nominal 'steady- ' I g = | 1] K = [k,, k.]
Bl state’ 4s assumed and changes g to the vector of steady-state sbatraction - - ~ ’ ~ Tt e
. rates =mTe related to tLe state perturbation vector 5: by ‘ h - gy
e i ] .
' Ba
Sqg = Kox (5.186) '1 !
l ] o=
Lt : where X 1s a nntrix of control gains. " | 5x *
] ) . i
. ,
Referemce to equation (5.8) shows that the dynamics will remain linear_if = ﬁ
the abstraction perturbations are such that 1
’ } }i : g - ’ o g a o
Sq + 6q +6 8 = v’
. a %a 9% l ~
.m . . ’ 0 "‘1
: Accordingly, iy, and q  are defined as | S ,
Tt ) ’ 7 A - l :
» l‘ o Gq_ @ = g]. 6q - .
1, a - , - e N L The input perturbation vector Su now includes a change §xj* to the set ‘
Co - o | : R N B ’ point. Including Sx_.* allows consideration of feedforwnrd conirol to ;
et : - N . o o o :;(‘- et ')-_ : ' : : " be analysed; forecudts of high levels of river nitrate may pronpt a
. : | ' lowering of lagoon nitrate concentration in readiness.
o l‘u‘ ;‘. L : Sq-r == gz Gq
g Y ' "N .
! 4 _ Although equation (5.19) remains linear, its coexicients are time-varying
_ where . &4 + g " -1, L o P . (notably the term (u+Su)/V in F). This means that 1f E is constant
= '} T ey e e T L and selscted a priori, there is no guarantee of stability: equat:l.on (5.19)
N i Th e ; oo B 18 exact snd:the pertubation u is not required to be small. Stability
P us _‘ . R N s datcmincd by the roots of the chnrnctcr:lnt:l.c equation.
' .“ : i. r: l A - )
. Sg = |8 | = |1 [k, k] }“,i = GEK 8x | . I 1 det[A + ¥ g K - 51] = 0
/. | Oug 1 . %.;3 _ (5.18) L l | |
T A o : .::1_ . g b 18| i o R S ‘Nevertheless, some usezul aspecis of the dynamic response can be
. . et 2| L ‘ T ascertained by. neglecting &Su in F and using a timc invarinnt: approrimafion
.. M ) o ' l to-equation . (5 18)- | - -
= Baterena::a ta equat:l.ons (5. 11) and (5 12) shows xhat the cloned 1oop perturba- _ _
) C G- : S - : _
,.._..; tion dymamics vi%1l then be given by : IR B : fo‘.j.# , [9"*-"2‘5155 + § _53 : _‘ o (5.20)
( | | R . é{l_ - B ..."}\T,,'}-‘{ ": _;_‘4,',' R P el Sy . . Lo P Lo o : [T I-"""‘\:‘\\.i -’J :,
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u + glna + gznr f
v A
where D = =
0] 0 -
s = r__+ €% " €7y

v

end other matrices are as before.

The control gain matrix K is then chosen to give desirable g£los«d
Taon dvnamics and improve the response to input peiturbationa. ‘v

characteristic equavion, det{A + D K ~ s8I] = 0, yields

2+s{22-tk}-1k = ( 5.21
] v 1 o /} {(5.21)

which may be written in the form

e + 208 + W2 = 0 (65.32)

where the natural frequency w and the damping factor [ together charac-
terise the damped sinusoids that ¢ :uprise the closed loop dynamics.
The control gains are then related to specified values of w and [ by

equating coefficients:

QD
= o
kz v 2wty /L
2
W
kl = -3 (5.23)

The response to an input perturbation vector Su can be expressed
conveniently in terms of Laplace Transforms:

AX(s) = MN(8) B AU(s) (5.%1)

whoere the transform of the impulse response matrix is given Dby

fa— iiﬁ?-;.’ff?;

N fk,
1 | (5.25)

K{s)

(s+wZ)? + w?(1-v" 1 s+ (- - Tk,)

For iaput dimsturbances of the type {Su = constant, t > C.. with
transform {constant/s}, the state perturbation transforms - ~' be

of the form

AX(8) = As _+ Bs +C A Ds +E + E (5.26)
- . 2y . . .0 9 a8
BLAS+D) +a& J Lisr) +a )
with a solution in time space as
§xct) = Do P¥ cos (ail+ (E;Db- e Ptaincaty+ F (5.27)
C
where D= A - ‘J—'z-
n
E=B - -2—€ C
' w
n
C
T e .
T e:

Thug for 6. = {6u, O}T,

~bt

6x, = I gy [-—1—-- e sin (at) _ | ' (5.28)
1 v w/1-g? - '
bxy = % '33%" [¢1 - eb'?_-cou @) » —=— o P @in at) o (z.29)
Vi-52 -
and for Su {0, 6::1*}T ’
le = -(le*(l - e-btcos at) o (3.30)
Ox,* -bt 2g%-15 _-bt I
6x,(t) = ” [ -2C(1-e " “cos (at) )+~§£Ez—~ e ,:ain(a_'uj:ﬂ | (5.31)

The equations atove give the essénc'é- o thi‘é‘f closed 100p-d:-rnamicai, ‘though
in reality the control perturbations imdcucdd by K 6x are subjsect to
restrictions imposed by bounds on the ahstyistion rates. B

L F N T . .
e . . b

the perturbations Sxi, 6::2 are:
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concentration, mg/1 ‘
. 4 T T Ty T A further aspect that might be considered is the possibility of using
}-,— 1 I nitrate forecasts to protect the supply against any high nitrate levels
-v:‘-‘- " - which are beyond the blending capacity. This could be achieved by
_9‘3«_‘;,’.‘ ] lovering the lagoon nitrate to a level below the standard and so providing
~ ol o l some bufféring capacity. |
| 3 Figure 5.8 shows daily LP control in response to a two-day nitrats dAmpulse ]
. nr ) of 50 mg/1 from a base level of 12 mg/l. 1In the case when {n,}l = 1,
: Q =1, n_ =4, Q = 3} the maximum nitrate concentration that can be
a} < afsinmilatdd witholit exeedance of the standard is 42 mg/l.
i 2l | . ’ | i - It can be seen from the lower graph of the figure that daily adjustment
' ': . of the abstraction rates ia response to predicted/known changes in river
‘ N \ nitrate is accaptable. The upper graph of the same figure shows the
Br : ' effect of acting one day im advance of the impulse by reducing the standard
s ; H from 11 mg/l to 5 mg/1l. The LP then draws down the lagoon nitrate prior
R 20} :' B T0 the puise., il viiocu i wiviuwi =uaud woacly iveulis in CEpoasive and
' ! K % I unnecessary pumping from the aquifer and surface reservoir,
0 '
et : ' ' 5.4.7 Effectiveness of different methods ox nitrate removal
. 1 P ;
12k : " ‘
' Uy L~ t E Table 5.6 end Figure 5.7 give some idea of the costs of nitrate removal
J ' , teTTT for a variety of physical and biological methods. The data stem from
. e N R S T W T R T YR R S the 7th Report of the Royal Commission om Agriculture and Pollution (1570}

and a report by the Water Research Centre (Gauntlett and Craft, 10072,
should be noted that the cited costs are in terms of nitrate removal per
unit volume of water supplied (no explicit indication of the level of
nitrate removal is given but a figure of 10 mg/l is typical). A Thames
Water Authority Report by Thomas and Smith (1978) gives results of a

biological denitrification experiment undertaken at the Lee Bridge
worlkn:  thie citon o mothonol cost of €3, 26/M1 for s nitrate removal

L e | -

time, 0.1 days

r
)

-3
—
I
1
]
1
=

concentration, ng/ i :
j.“ i T ’ - — r ™ ' Y T LA of 10-15 mg/1. The annual operating cost for this level of removal at a
: supply of 1 Mgd then compares with that given in Figure
‘V | The cosis uf blending given in both Table 5.6 and Figure 5.9 appear to comparc
) Y P wh - unfavourably with biological denitrification. What is not clear, though,
3| 1s the purity of the blended sources.

Weighteud against the apparent economic advantages of merhanocl treatment
is the aperr with which 27 can be brought on-line to treat shock loads.
The Thame: - +-port indicatrre periods of up to 35 days io achieve a fully
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 doaling with undetected cr unpredicted short term transients.
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) p o e iemle s, — e L L L LTy S d E, : active bivmass giviag 90% efficiency.
s, y ‘ _ v o 1 i
—-— . t | Y, : . ! . ¥ )
gt A v NEe
: -..,_;}1 . : : ' //:\ ] o Clearly, the advantages of the alternatives nced to he assessed 1n Cerus :
. . E . / . ‘ . \ ) R I of the duration and magnitude of adverse nitrate levels. For exemple the
S : = / e % \ no improvement in nitrate concentration in supply resulting from continuous
= ; - ;H / _ : ! \ ‘ nitrate monitoring and feedbock control is self evident. The factors that
..: e v ANy wend ti be balancad ageinst thiy quality improvement ere the wosts of providing
ot b B ‘ \'\\ | R 'continuous’ m“r-rate mcnitoring in the iagoon, the coit «X v.rlable speed
"' 9 I| - . ': o 8 pumpa/v:twinh‘h “rlufce gate conirol and the cost of the 1w0non.
. e 3 ’ o ‘ - . .
\ 1 ' : s o ! A . .
Ty, v ) ! Foi' the peric: °Jc LP corntrol soms less :t"equent ( say duu ¥) measurements
T ; _ _ ’....‘.........-....-. o .I-';;_ . A R - of in-giream nitrate concentrations are required; <tuese often form
T N e it b e b, S bt .t : 5 part of .any uould river moiitering, procedure, . Periodif' LP cr)ntrol is likely
z \ S (O N 2. - u ul , ﬂ« L B ?7 .- 3 . A E & ‘;s,ﬁ‘;r .. .to offer a more cost-e:t..;ect ve form of on-line blending than contilauous state
: ' ' ‘ N ‘-wariable.feedback icontrol, even though the latter 1is the only sure way of |
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aadial L

pence
metre

per cubic
supplied

N —— P——

iwn exchange
bioclogical Genitrif!cation
revarse osmosls
gtorage - £,007 cu m for 28 days
for 6 mouaths
500,000 cu m for 28 days
fol & niovrthe

blending

2.0
0.3
'—{;JQ

3.8

Table 5.2 Costs of nitrate removal

ser mbkizs matre of

water supplied
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~F he
“
e
- . N
"n' m H

x — - a .

il BN M S ES

X

i
!‘ e To= exchange (low sulphats
1 f/ wazar

Biological deaitrification

121

PPRELNLES

tndraws, J.F. (1974). Dynamic models and strategies for wastewater
treitoent processes. Wat., Res., 8: 731289,

Ausianda:, D.M., Spear, R.C. and Young, G.F. (1€81): Design of control
“rgtems with Uncertain Parameters. Jmrzul of Dynamic Systems, essurement

- and veatrol. In Press.

Beck, B. (1978). A Comparative Case 8tudy of Dynamic Models tor BO-BOD-Algal
Interactions in a Freshwater River RR-78-19. Intarnational Inst. for
Applied Systems Analysis.

Bock, M.B.(1979), System Identification, estimation and forecasting of water
quality, part 1l: theory Working paper - 79-31. International Institate
for Applied Systems Analysis, Austria.

Beck, M.B. (1979). On line estimation of nitrification dynamics. IIASA
Prof. Pap. PP-79-4, ITASA, Laxenburg, Austria.

Beck, M.B. (1881 ). Operational Wnter Quality Management: Beyond Planning
and Design , Executive Report 7, international Institute for Applied
bystems ANGLYE1B, LAXONDUTE, AUBTriu.

Beck, M.B., Lattea, A., and R.M. Tong. (1878). Modellinz and operational
conirol of the activated sludge process in wastewater treatment. IIASA
Prof. Paper. PP-78-10, IIASA, Laxenburg, Austria.

Beck, M.B, and Young, P.C. (19768). Systematic Identificat sn of DO-BCD
model structure. Am. Soc., Civ. Engrs. Envir. Engng. Div. 102, 909-924.

Bedfurd Ouse Study -~ see Whitchead et al. (1979, 1881).

Bowles, B.A. (1978). Phytoplankton Populations of the River Thames,

PhD Thesis, London University.

Busby, J.B. and J. F. Andrews, (1975), Dynamic modeling and control
strategles for the activated sludge process. JWOCF 47: 1055-1080.

Cook, 8.C. (1981). Use of the extended Kalman filtor in the identification
of Oxidation ditch dynamics. Presented at the International Workshop
on Waste Water Treatment process control, Florence, Italy. Viene 198l.

™ot [ £y e ™ea o T st 4 - PN
WAVES y . . {31877, . Doiiuticn PROSLLEE arlcing 2reo tho 197576 drought.

In: Sclentific Aspects of the 1975-76 Drought in England and Wales.
The Reyal Society.

Delaware Study - see Thomann (1872)

Fritsch, F.E. (1902). Preliminary report on the Phytoplankton of the

Thames, Ann. Bot. 16 (43), 1-9,
Fritsch, F.E, (1903). Further observations of the Phytopla.nkton of the

River Thames. Ann. Bot. 17 (48}, 631-847.
Fritsch, F.E. (19053). The plankton of some English rivers. Ann. Bot. 19,

163-187.
Fukunaga, K. and W. L. G. Kootz,(1970), Application of the Karhunen-Loeve

expansion to feature selection and ordering. IEEE Trans. on computers.
- C=19: 311-318.
Gauntlett, R.B. and Craft, D.G. (1979). Biological removal of nitrate from river
water. Water Research Centre Technical Report TR9D.

Green, L. A. (1978). Nitrates in water supply abstraction in the Anglian
region: current trends and remedies under investigation. Water
Pellution Control, 478-481.

Hodgkin, E.P., Birch, P.B., Black, R.E. and Humphrioe, R.B.: (1982). The Peel-
Harvey Estuarine System Study. Report No. 9, Department of Conservation
and Environment, Western Australia. : : .

Hornberger, G.M. and R. C. Spear,{(1980). Eutrophication in Peel Inlet:
I. The Problem defining behaviour and a mathematical model for the
phosphorous scenario. Water Research 14: 20-42.

' Hornberger, G.M. and R. C. Spear,(1981). An approach to the preliminary

analysis of environmental systems. J. of Environ. Mgmt., 12, 7-18.
Humphries, R.B., Beer, T. and Young, P.C. (1980). Weed. Mnnagement in the Peel Inlet

of Western Australia. Water and Related Land Resource Systems (Eds Y.Haimes
and J. Kindler), IFAC, 131-139, S P



122

Spear, R.C. and G. M. Hornbergerxr. (1980),.

(1980). Maragemenit of Water Quantity amd Water Quality:

Puper to IH/WRC Conference, Ins titute of Hydrology.
Academic

Jamieson, V.G.
A Futiure Scenario.
Jazwiae. . A.H.,(1270). Stocl as tic processes and filtexring theory.

Pre¢=:, New Yor}r
Kenc sl M G. and A, Stuart, {1969 ). The Advanced Theory of Statistics,

Vol 3, Batner Pub. Co.

Kngese, A.V. (1962). Water Pollution: Economic Aspects and Research
Needs. Resources for the Future Report.

Kowalczewski, H. and Lack, T.J.(1871). Preliminary production and
respiration of the Phytoplanlcton of the River Thamerss and Kennet at
Readlsg. 7woshwater Bict I, 197-212.

Kynch, Guj.(:’-ﬁmz:‘. A theory .. sedimentation.
166-176.

Lack, T.J. (1971). Quantitative studies on the Phytopl ankton of the
River Thames and Kennet at R=ading, Freshwater Biol ., Vol, 1, 213-224.

Lederman, T.D., Hornberger, G.M. and Kelly, M.G. (1976> . The calibration
of @ Phytoplankton grovth model using batch culture cata, universiliy
of Virginia, Dept. of Environmental Science Report.

Ljung, L. (16%79). Assymptotic behavicur of the extended KEalman filter
a8 a parameter estimator fox 1linear systems., IEEE Trans. Automatic
Control, AC~24(1), pp. 36-50.

Lupd, J.W.G. (1949). Btudies of Asterionella (1). Origdin and naturs of
cells producing seasonal maxima, J. Ecol., 37, 389—-4al9,

Marsili-~Libelli, S, (1980). Reduced order modeling of activated sludge
process. Ecol, Mod. 9: 15-32,

Marsili-Libel1i, 8. (1980), Optimal aeravion control fox wastewater
treatment. In: Cuenod, M.A. (ed.) (IFAC) Computex Aided Jesign
of Control Systems, Pergamon Press, New York, pp. S11-616.

Olspon, G. rmd J.F. Andrews. (1978). The d.rsolved oxyg®n profile -

a valuable tool for control of the activated sludge process. Wat.
Res ., 12: 5b85-1004.

0'Connell, P.E, (1981). (Editor) Proceedings of First International
Workghop, Institute of Hydrology Reporc.

O0'Connoxr, D.J., Thomann, R.V. and Di Toro, C.M. (1976) Ecologlc models.
In: Systems Approach to Weter Management, McGraw-H3% 11, New York.

Onstad, C.A. and Blake, J. (1980) . 'Thawes nitrate and sagricultural
relations, Proc, ASCE Watershed Management Symposi uam, 961-873, |
Boige, 1I.D,

Owens, M., Garland, J,, Hart, I.C. and Wood, G. (1972) . Nutrient
budgets in rivers. Symp. Zool. Boc. Land., No. 29, 21-40.

Rice, C.H. (1938). Studies in the Phytoplankton of the River Thames
1 and 2, Ann, Bot. 2, §39-557; 559-581,

Smeers, V. (1980)., On the Economics of Time Varying Riwer Quality
Control Systens, Proceedings of Real Time Water Qual ity Management,
(Edi tor M Beck) IIASA Report CP-80-38.

Eutrophication 4n Peel Inlet:
II, Identification of critical uncertainties via geneiralized
sensitivity analysis. Water Research 14: 43-49,

Spear, R.C. and G.M. Hornberger. «1981), S8olar power saﬁ:elltte
analysis revisited. Space Solar Power Reviews, In press,
Spofford, ¥.0., C.S. Russel and R.A. Kelly (1976), Envi yonzental
Quality Management - An Application to the Loyer Delaware Valley,

Resources for the Future Rese arch Paper R-1, Washington D.C.

Stenstrom, M.K. and J.F. Andrews . (1979). Real time contxol of the
activated sludge process. ASCE J, Env. Eng. Div. 1O5: 245-260,

Swale, E.M.F. (1962)., Studies in the Phytoplankton of a calcareous river.
PhD Thesis, University of London.

Tanumz, M. (1980), Water quality management in a wastewmter treatment
- plant. In: Beck, M. B (ed. ) Real time water quali ty management,

P 7 I T S T R Pt gy L Sy . ¥ AT + ] -t Tunot Pap

Trans. ¥ araday Soc. 48:

energy

'

S N wm o

&

FRA R B U & o )

123

Thomann, R.V. (1972). Systems analysis end water v l*y wivagement,
McGraw~-Hill, New York. o

Thomas, E.V. and Smith, A.P. (1978).
water; experimental filters at Lee Bridge Works.
{presented at IWES AGM (SE Section), April 1978). , -

Toms, I.P., Mindenhall, M.J. and Harman, M.M.I. (1878). Factors
affecting “he removal of nitrate by sediments from rivers, lagoons

Biological denitr: "ication of .iver derived
Thurs® Water Authority PUl40

and lakee aC Technicsl Report, TR14,
Tong, R.M. ). A Control Engineering Review of Fuzzy Systems,
Autonmatics. 13, pp. 559-569.

Trent Model Study (1968). Institution of Water Engineers Report.

Tyteca, D., Smeers, Y and E. J. Nyns. (1977). Mathematical modeling
and economic optimization of wastewater treatment plants. CLC
Critical Reviews in Environmental Control 8: 1-8¢,

Venn, M.W. and Day, B. (1977). Computer aided procedure for {12 series
analysis and identification of noisy processes (CAPTAIN). 1Inst. of
Hydr. Report No. 39, Wallingford.

Whitehead, P.F. (1879). Applications of recursive estimation techniques
to time variable hydrological systems. J. Hydrol., 40, 1-16.

¥hitehead, P.G. (1881). An instrumental variable method of estimating
differential equations of dispersion and wator quality in tidal
rivers, J. Ecol. Model., 9, 1-14,

Whitehead, P.G., Young, P.C. and Hornberger, G. (1879). A systems
model of flow and water quality in the Bedford Ouse river system.
I - Btreamflow modelling. Water Res. 13, 1156-1168.

Whitehead, P.G., Beck, M.B. and C'Connel, P.E, (1881). A systems modol
of flow and water quality in the Bedford Ouse River 8ystem. II -
Water Quality Modelling. Wat. Res., 15, i157-117l.

Whitehead, P.G. and Hornberger, G.B. (1984). Mcdeiling algal behaviour
in river systems, Water Research (in press).

Whitehead, P.G. and Toung, P.C. (if. . Waler qualily in Ri.ci Systems:
¥onte Carlo Analysis, Wat. Resources Res. 15, %351-459,

Whitehead, P.G., Caddy, D.E. and Templeman, R.F., (7%¥83). An on-line
Monitoring, Data Management and Foruuas :*ing ‘S'jr:atesm fur the Bedford
Qurse River. IAWPRC Third RCS River r-'l»pi"'....u Bt ﬁc.'.bnt Conference, York. L

whitehead, P.G. and Williams, R.J. (1984 Darezr :77:g Dispersion Coefficients from
Tracer Data. In preparation. ‘

Young, P.C, (1978). A general theury of modeling j'or badly defined
systems, In: Vansteenkiste, G.C. (ed.). Modeling, Identification
and Control in Environmental Systems, North Holland Pub. Co.,
Amgterdam, pp. 102-133,.

Young, P.C. and Beck, N. (1374): The Modelling and Control of Water
Quality in a River System, Automatica 10: 4855-468.



Appendix fi: Thx e Bedford Quse Mool toxing, Modelling ansl
Fo» xecasting Scheme

A.l BackgrouncX

The Water IncGuzs=z—try 1s olten sceptic sl sbout the value of both continuous
iter quality rm=wonitcring and applyiza g nithematical modelis of water
4uality to rive—x systens. Considerxrs=le benefits can accrue, howeve’:,
from sombinixier —these approaches by <t eleameter'ung flow nad quality data

to £ copputer ===m! Using & model to *Fworecast likely chsqges in flow and
quality with <& mpe. In a collaborat i we study between the Angilian Water
Authority and € e Institute of Hydyc ldogy the: aim has been to forge a

uo# tool which «an be of value to pe xsvanel concerned with river pollu-
tion control a&xm «i with the responsib 2 Aity for forecasting water quality

Coalgus wl daagecs wlalil abshiaclicn po =nin.

To mike gooc opre=raticnal decisions x~@lating to river quality, there is
a requirement =eor real time data. F or exsmple. when evaluating the
rigks te river e—onditions associmte«d with a 1088 of efiiciency at an
effluert treatmae=nt plant it iF nerns =aty vo estinate the resulting
ghort term chaxx sxes 1n ziver viiar awvesality, A subjective approach can
be teken wheve ==p lngpector diavws orxx nmy years of local experience to
@8808s a poiilwT -=op evont. 4n altexzm &tive appronchk iz to use a
computerised mev-®hetaticsl model capmle of forecasting flow and water
quality slong = river system. The prarticular appreach used .wust enable
action to bo tai=en in time to anticx gpate any critical situatioas. For
example, it mayw  he necessary to closs e« a diract abstraction to a water
supply treatmem €= plant whilst a pulse of polluted water flows past.

By having prio>  yaming of the time f srrival and the severity of

the poiluting <«onditions, it is poms Zbhlt 0 incresse operational
efficiency as we=1l as safeguard wate = supply.

A.2 Nonitoring e==quipment

Reference to F 3 gezure A,1 shows the e>ctxent of the Great Ouse

network on the IXERedford Ouse; anothe = three stations not shown are
tocated on the I=1ly Ouse river systemxa , vwhiist a further two gtations

are planned, as ghown, at Olney and ISoxcote. The monitorinz stations
and flow gauges aré linked to a cent = al nicrocomputer at Cambridge by

a telemetry sy s ®=en shown schematical Ky in Figure A.2. Details of the
hardvare used & x—e given by Whitehead , et al., 1983. The decisions
as t0 wvhere to <Mevelop stations were  largely determined by the findings
of the Bedford Cmyge study (1975) whi<h vag 9stablished 1in 1972 by the
Great Ouse Rivex— Authority and the Dre=partment of Environmeant. In
addition to inve=gtigating long term x>»laming problems in the Bedford
Ouse area, a cx X tical reach of the x & vor between the New City of Milton
Keynes and the +wwr ater abstraction int &ike at Bedford was studied to assess
the likely impa<c=-+t of effluent cn wat«er quality. In particuler, with
linited banksi de= gtorage available m € Bedford for public water supply,
there was conce x-m that a significant pollution would affect plant
operation., Im <=»xder to investigate <-he operational problems that

could arise, a mathematical model was=s developed for this roach of thie
river besed ot «<Xaily or more frequen -t dita collested using continucus
monitors (Vhiterm wad et al 1979, 8%). Since 1975 the Bedford Ouse-
monitoring stat % -ons have been instal & ed with the aim of monitoring the
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inpazt of effluent discharges and protecting river abgsiraction

. sgurees for potable supply. In chonsing which variables to measure,

tae phi logophy has beun to use only sensors which are reliable for

long-term duty. Variablez such as ammonia, Aissoivad oxygen,
conductivity, pli, tempmrature and nitrate hiave been sonitured on the

Bediuvs! CGuse systen.

A.3 Data acquisition and prevessizy

Data are reliyed to the centre at Cambri-dge where equipment is situated

~for telemt~Yy camconi, .Jlata processing and report production.

The scanning 0f the flow gauger &nd water quality monitors is computer
controlisd with the outstation telephone numbers, «hich are held in
pesnuter memory. heine Yod to the master station (autodialler/
roceiver’.: After mekiaw wontact with an or%atation, data are trans-
mitiad cnd chackes bafure being stored ir the corputer memory for

- frrther processinrg.. information cau be presentsu to opeorating stafl

ia suveral forzs nud data aummaries, alcrm meagages and grephical

4. ,11.1‘.» 2z arg avallably on eitner the peinter or con tez visuel display
v -5, Tkn computer system can »e cperatcid by stafl rot qualified ip
campu:er gciencu and the lustitute of Hydrology huas  devised an
intewrsctive system whish promwis the vser into selecting optiloans which

appear on the visual display ucit.

An important function of the micrn-compiter is the storaye c2f date

and this is achieved using two double dunsity ﬂoppy ¢isece capable of
storing several weeks' data for all the mcx dtoring stations. Data
atorad on the floppv discs can be retrieved at any time for direct
listing or for the calculation of summary statisti.s such &5 daily

pean, maximum, minimum and 95 perceutiiss. The lugging program on the .
micro-computer allows the acquisition o2 both analogre data 1o _
measurements from water quality ir stramenis) and digital ugnal.s related
to equipment status (eg pump fatlure)., Corparison of de*x with preset
alarm levels enables warning messages to be given in tbe: dvent of "4
pollutica incident. Given such warnings the situafiior cau be inve at_'l-
gated using the mathematical model to obtain forevasts « £ flow and
water quality up to 80 hours ahead, given certsix assumpiions on the
upstream conditions during the fourecast period.

The options available on the mioro-comp:;tter systen are selected using
a simple interactive system by «.tch the operator is prompted to
answer questicns displayed or - ' 4creen. The options avallable ray
be summarised as follows:~-

(a) Start Logging, which allows ilhe operatior to start the
collecti n and storuge of data from the outetations at’
predetermined times. The logging pro_ram also coaverts
the instrument signals to river flow or concentration units,
allows for calidration factors and prints out alarm level
messages, equipment status and daily statistics;




ZInterrogate Ouistarzion walch allows the operator to interrogate
=y dsutstation of als/her cuolce lunediately. This is particu-
1 arly useful if a pollutilowr incident has occurred, or when
*nptalling and maintaining iugtrupents «

X lot Data which provides the cperater with a chsice oi various
syaphical pregentations of data on the visual display sucreen.
B1ots may be obtained for the dxcs collected at sny outstation,

3ee Figure A.3,

Zdit Magter File which allows the operator to create or edit the
masterfile waich holds all the fixed paramaters descsibing eech
cruiptstion's configuratior and otier attributer suczh as cite iwae,
celeplione DUMper, Typd 0L iupLruweiis, woawabdoas doeliniog dnio
convérsioas, calibration factors, a'~:m levels and warning mesnages

&nd equipmont reliabilitw; '

=ript Mzoter {72 wvhich aliows the eperator 20 1i#t ipe contents of
t+hs naster file on the DEC printcr;

£ rint diai out statiStics whick repita the numher ox 2uvcuvessful

—~

and fsiled uitl out attempis for each Sdetation;

Tritialise d'sc whi=h sil.ows a Ziopp; disc to be prepared for use
RS Y. t'p,a micro-rmputer srstsn; \

s Crpate rew sustem allows the cperutar o copy a system dise and

by

= owepary 17 for ufe;

Jpirlniie - Iata files sets up a dath file for fachk ontstailoa;
l*elfé'ffe‘ﬁiles' Jeietes the m&'reﬁt -.lntﬁ . 1les Sor <s.a 6uts£ation;

| Pr.-i%;rtt i"h:.. it weekly, wonthly and annual soc. aries prints ¢ither a

duily veexly, monthly or cunual sumpary - &2, maximum, minixar.,
s+andars deviation, 95 percentile) op .. JEC priater;

Run flow and water gualit¢+y model »s°.. - - system 0 run the flcw
sand WAter qiality model weimg dats @ - T L YIS ‘

;

) £un imulse inodei asks tze eyste. - . . The Ampulse scdel vging

wata ‘E"!L;ppliﬁd bv the uperator on . 0 a¥ polickont (0L, awmnor.ia
o oo rervative pollutan*}, polintas . x rete, egacentration 03

3 ~zulsin of disckrrge;

|
Ve

Y % ¥ f;tation_ ga“t mrints ohe ouiput data Joe » SP9. Ll0a ..':n.at.-.,an'; h

The pTwyriiy Fur all thew: optisone have baeyu wroltten iu standiri

MRTRAN so that tlie sysivym can e o5 'y s&wi'ryiea ne latés Antaority
rogd Teneitis Thaige.
o FLipn . ¢ ’
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A.4 Modelling Flow and Wuter Qualj. £y in the Jrdford fmsa

The model devalop=d for the Ouse s @n operational modsl sad iz
therefcre -lesigned to use time varyixmg input (vratream) measures of
flow mnd r<rer quality to compute tizmme varying outpat (dowunstrean)
respoitses, The model characterises ¥ he shoxr': tera (hourly) sy¥sten
behaviour and prowvides a nmsthemstical appro~jmation to the phaviico-
cherizal changes occurrcing in the ri wer sys.cu. Toe structure of tho
wdel duveloped for the Bedf,rd Ouse is shove 5w Figure A4; a multi-
reach Liow model is ‘ivked with the . atey §:siity model so that Iiow!
quality intexactic  sie incorporate-d dizectly .

& ditalled descriptiii of the flov musd quality model is deacribed s
Whitebead et al ¢€21979, 81); asurax-y is included here. TYhe ondol is
Dgnd On A iwenty Igach repru%iilLoR Or us Seliluly Cuos 44 Gk, il
wiich each reaci~ 1y chatsciorlesd in- % number of compartments. The
modeil fo= flow & ciativis in ek compirtment is based ©n an analoyy
vith the muss hsaiance equiions for tho variations in concentration of
a condervative pollutert mdev the as Suwption of uniferm mixitg over
the compartment. The sireanfiov vode. 1 is slmilas to the Thames mocdel

described by eguatiuns !‘l.B)' - {4,11> in Section 4.2.2.4 of the proceedings.

In ordex to evmltiiite tbe Bedfori use velocity-ilow relatiouskips, a
series vi traces -axperimonis bis beex~ conduvted oa the river. A kmown
mass 0% todide was injected into the Iiver and the lodice concentration
is det2rmired at <mue or Jory 02 .. <3 locaticons dovmstream either
contibwously wusig selertive ic.. «tection equipment or by sampling
the river water and uimoy-ut & lyzsds of ihe ssaples »t the Iustitute

of Hydrology . Uwin_ isnforgatlon cn wrelogity and ihew tete Frum these
experiments end o2 earlior sxerimnt s conpducted in 1975, the parvamelers
in equatlon (4.6 have bren /sternixzed as Zollows: -

B = 7> D45 ssd b = 0,07

Given«informtion on upstféi;m aud trEToutery inputs, rhe flow routing
rodel “drulates Strean flw by solvio® nooation (4.11) with T defined
through rguriicns (4,77 and {410 as in the case of the Thames model.

The water quu. aty rodels for the BedXOrd Ouse ave simllarly bised on a
rass balance -~pimnciple but includs factors to allow for the »on-
conservative mature (f vuier'quality wariables. For example +iggolved
oxygen in the xriver is 8 balancs betweoen the varions sources -nd s1uks
of oxygen., On thv« one haud thore i ©xypen suppiled by the reaerati.a
from thie atmosphe e anl photosynthet € «- r.xygen produced by plants and
algae and, ouw *ue othei hand, oxvgx Az being consumed by respiration
processen wid <he iwigwvel of 0sygn. &Iovlng the bacterial breakdown o2
organiz amrerasl Lycw ziiluenis, ke Wiss balarce egquaticus developed
to simulats water qaelily boheviour =xTe ;g follows:
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tiloxise
Q. (t) Q (t)
dx(t) _ i 1 _ o
dt v 9 (8 v x, (9
Nz £ e
Q,(t) Q (t)
dx(t) _ i 2 _
dt v 4 (® v %, (1)
Anpoxria
dx,(t) Q, (t) Q_(t)
3 I | 3 _ .0
T T S v x4(t)
lisso lved Oxygen (DO)
dx,(t) Q, (t) Q_(t)
4 - i 4 _ .0
i e S v x, (£

+ k4(CB(t) - qu(t)) + 84(1:)

L)

dt \

Q () Q_(t)

(o]
u (¢ - —3

L}

x5(t)

viore

o M

the reach volume;

wm

-k

+ sl(t)

-kl xz

- % ¢

QO

(t) + B, (t)

1
(

(A.1)

(A.2)

) Tg(t) + By(t)

(A.3)

- 4.33 k (——1-——) xs(t) - k3 x5(t)

3

2 Q)

X (t) + 85 (t)

(A.4)

(A.55

refers to the downstream (reach output) concentration mg/l;
refers to the upstream (reach input) concentration mg/l;
is the flow rate (determined from the f£low model) and V is

refers to the additional sources and simlks affecting water

quality such as the net rate of additioi. of DO in the reach
by photosynthetic/respiration activity of plants

C is the gaturation concentration of dissolved oxygen.

The mcdel has been programmed to run in two modes.

() mormal operating mode,

in which information on vpstream input flows

sad quality are taken fiom the outstations and forecarts produced

for all downstream reach bounderies up to 80 hours ahead.

Because of th» considerable travel time op the rviver, downstream

forecasts are bared on moasured upstream flow and quality.
vo kLurecast upstream conditions to provide
Techniques for

necessary, however,

xessonabie forecasts for the upper reacaes.

this are given in Whitehead et al (1979),

It is




(2) lespulse mode, in whien the operator cun supply informel ion nn
an upstream impulse c.ischarge of a concervactive pollutunt,
almonia or BOD. The - osultant simuiation uses the curreni flow
_and river qual’ty data and siamuiates th. slug o f pollutant
roving down the river sgystem. Again furecasts up to eighty hours
shead are avallable at all of the twenty reach boundaries.

It i asssumed that weathexr cuonditivns remain stahle during this forecast
period. It would be possibl e bowever to link existing rainfall gauges
in{o the telemetrv scher» to frrecast fioy ned quality.

Figure A5 and A8 sk¢'s a typical simulation in impuls» mode. The output
data fron»r the model can be lctted eitier as 1 profilce down the river

at a gre. . ‘¢ time or else as a finciion ol time at any selected reach
D 12 2a Bt R m pn eav o Toratdan AF the mirimm 98

Lounda. - - e e - ———

requirett tii .2ver yrofile would b pmtted 71, however, it is
require.i *: -+~ cthe likely time of arrival oif a slug of pollutant
at a given “f.::Ln. the time~cozcentration curves weuld be plotted.

A5 Case Stulues

(a) Milton Keynes Effliuen

Tha operational aspects of the mdel have already been tested in a
real situation when Bedford Sewage Division reported s loss of
oxidative treatment at the Cotton Valley Sewage Treatment works and
effluent containing elevated levels of ammonia was discharged into the
river at Newport Pagnell. In ordszre to protect the water supply at
Bedford {Clepham abstractio=? information was required on the likely
ammonit concentrations at Clapham and the time of arrival of the
pollutant. Simulating ammonia using the model indicated arn arrival
tine 0of spur days with concentrations of ammonia of 1.2 mg/l at

Ciar - "te observed levels at Clapham were 1.12 mg/1 and the arr:l.vral
flm . fays & hours. In this situation the model provided valusble
inf. ;. .%. . for the management at the Clapham watexr abstraction plant

end gy -Lew sffectively a =Ffour day warning.
(b; pedioxd Z.:f5uent

The second case study relates to the release of unsatisfactory
efflyent from Bedford sewapge works which resulted in a significunt
pulse 0f ammcnia being discharged to the river, Again running the
model in an impulse mode gave reasonable forecasts of ammonla and
diisulved oxygen concontrations downstream at Tempsford (sce F'tgure D)

In both these situations information of vilue .~ pollwuiilon inﬂpactors
bas been provided using the computer programs, monitoring anid “tele2vyy

8ystem. Such forecasts are of operational use and the ﬂexlble caLY Einy

system installed om the Bedford Muse is8 essential 1if full uge 15 ¢4 big
made of the collected data.
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A.6 Conclusions

Mathematical models h:ivy been developed to provide long term predictions
and short term forecasts of water quality changes in river systems.
The models are dynamic so that transient violations of water quality
standards can be investigated. Information on the extremes of river
behaviour are often required to assess the reliability of a particular
system design aud in the case of tne Thames Study the model will be
used to investigate alternative strategies for managing nitrate. In

the case of the Bediord Ouse, the model is linked to a continuous

water quality monitcring acheme and short term forecasts are available

for operational managament.
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Appondix B: Computational aspects of the Extended Kalman Filter (EKP), ' :
with user guide to computox prograr \ ’
' l We know that
B.1 Computational aspects ) A ~ ~ _
Pit |t) S covix(t |t))) = cov(Sx(t,|t.))
A computer program for the solution of the non-linear estimation ' |
problem by the EKF has been written and applied in several modelling A ~ ~ )
problems. The program has been developed for continuous/discrete snd P(tk+1|t ) = c’-"’(ff..tk.,.lltk)) = 00?(_‘55("};...1[%”
systems and is presented together with the input format and operating ~ _ ~
instructions. | l vhere ﬁz(tkltk) = 0x(t, ) - §§(tk|tk)
e st ‘ .
Several computational problems have been encountered in the modelling i 5; t t ) = Sx(t Y- 6;1: t.)
studins and it will be useful to consider these here. Recall the definition l I ( k"'ll i) T 2X () ox( 2*'1! k
~ nf the ‘ransition matrix in Section 3.3 :
| C -~ As a result of the simplifying cosumption, defined by equation (B.2), let
' l " us suppose that the 2valuation of ¢ is inaccurate by & S1gNiIiCAOL SWOULT
¢ . Ad; thep assuming no exogenous inputs and Q = 0, if
- ~ iy k+l A . : - : :
| Pty ety g X8 S 93'%“‘“:--' P x(tft), w(,tratl B.1 E ﬁ Q’E(tuu! ) = Bt by, )5"(" |t
k -
: and, drcpping the argument liat »f ¢ for simplicit
For computational simplicity conaider g ‘ ! : » Cropplag s P ye
.. ) : ' ~ ~ ~
~ ~ | c dx(t, .|t} = (b~ ADIBx(E, [t 2 -
Pt .t t |t = {F¢ t s Lol o | ="kl 'k | ==k Pk
: ! : whore ¢ = 5 + Ad,
as an approximation to B.l. Consider alsc the matrix exponential
o definad by Hiom then o | .
o | ]
2 n 4 cov(Sx(t, . |t = B(Sx(t, .|t ).0% (1, . t
oxp{adt} = I+ aht + ASE 4. 4 a7ZL . , Ba(ty, 1t Extt, |t 0% (4 yy k”
—— — X — . ' b ~ AT
~ = E(p Sx(t |t ).6x (t, tkm )
The series is truncated vhen : T
_ ’ ”
. A ! ﬂ = Pt [ 4,00
AT D) 7 < e ¥ig :
' ' _ and.ccn;putationally ’
) 'where € i8 a limit of accuracy of one order of magnitude less than the m ' ovlé"x(t £.)) = E(P 6x(t. |t ).0x(t, |t )t S N
desired precision of solution - there are two potential sources of error . k"'ll k B vy [ty -Sx k8% | o K
_ in the above formulation; (1) in the itimplified transition matrix ~ AT ' T
definition and (1i) in the method of matrix exponential evaluation. ' = E((9+AdISx(t, [t,). 5% (tkltk) (9+54) )
L T
Transition Matrix Definition o a = (P+APIP(L, [t ) (9+Ad)
1 The Jacobian matrix F measures the sensitivity of the systen dynamicé to ! Hence given the correct er cimate of P(t 't ) the value of P(t, I*‘ )is

! changes in the states and parameters. For linear systems, the sensitivity corrupted by an amount dependent upon - thn initial error in ¢ (Co%k 19__8&).

- ‘ depends only upon the time-dependency of the parameter set. For

§

Transition Matriz Computation

u(t) = f(t)
The computati.on of the trans:ltion matrix musy proceed *a a step~-wise manner
th.roughout the 1ntegration interval. In the compu‘car program, the computa-
tion is linked directly to system function integration. The inte ration” _

18 performed using a varieble step length, 4th order Runge-Kutta algorithm

" routine. The step length varies according to & pre-set accuracy of

' where £(t) 1is 1 known fum.tion, equat:lon (B 1) nay be solved analyttcally. :

' More o:rten, the parameter set 1s independent of time and the tramsit 1on
matrix definition becomes simple. For non-iinear systems however the =
situation in n.ot Bo c:l.ear and the 1mp1:l.cations o:t equat:lon (B 2) must be
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definition and ncn-factored expcmentZial serics arice mainly from the
system "blowing up" due to propagatcion of errors. Severe .computationsl
difficulties 2ave been encountered in non-linear systems and although
it 48 uncloar as to whish problem coaxributes mowny, it appears t! at theo
inclusion of the above refinements haos buen su/fipient to aradivate thege

difficultien. -

so that the preportiorality is Jost. ilowever, the system function/Jacobian
evaiuation link is a computational convenience which is designed to improve

upon any arpitrary computational method.

setrix Exponential Evaluation - Lo .
State rdependency ol measuresent rois-

The second problem to arise in the transition matrix computation is that
of errors in evaluating the matrix exponential. The method employed hus
been stated but this is subject to computational difficulties, nost
Jnotabl’y +he occurrence of terms of large magnitude in the series prior to
trunc¢..cion. This can be overcome in & number oi ways, including

- The use of stochastic. dynamic syates.. in water quality modelling is.
useful in view of the almost inevitable presence of observatlom wrinrs.
Many of. th:a sabservations are noise-corrupted by an amount which depurds
upon the magnitude vl the true obscrvation itself, i.c. o

y * nolge~corrupted observation’

(1) using the masrix characteristic equation' to give aﬁ_analytical
I . y,r “iwr wpluws (1.e. what we should obperve)

gsolution and

e (‘:I.i..-) employ:ln'g a matrix factorisation. The lafte‘zf méthod 1sz'ch9‘éen . n* = )‘"1‘ -y
since evaluation of the matrix eigenvalues 1s a_vo:l.dpd. ansider Lo e .

s ~ therefore,

e 140 ' - I 141
1L
.“,‘,',."'.: ._ -
v estimation, so that it ic comparatively small in regions of high . B . GF where I 1,' an nxn matrix Tepresenting tue summed
e system non-linearity but large in linear regions. Suppose the integ:ra- . Jacobian matrix
. tion within-step, step length is hi’ then tho transition matrix evalua- ;
N tion is given by, a ' F o= (e(?/u))a
D hy ;‘_ e
m‘* d(t,t+at) = exp{ T ((F(t, +hy_4) ¢+ F(t.t+hi))-§~} i :} ﬁ If ¢ is a factor of 2 such that
i=1
- , o = 2P
7 vhere F(%, t+h:l—1) = the Jacobian evaluated at the beginning of any
- a integration within-step, step hi' ' ' I then,
‘ n i-i -1 _ R
= F(x(t + Z h.‘l t), t, t + X hJ) eF e I [eu‘/-«u]z
3=0 3=0 ' I =1
F(t,t+hi) = the Jacobinn evalnated at the end of _
sny integration within-step, step h,. where ¢ ls chosen to be close to the root meaa rquare “race of ihe
- 1 1 . a ' matrix F (the r.m.s8. is used to avoid computztional problems with
= F(x(t + % h,t), ¢, t+ 2 by | negative diagonal elements). I
=1 - =1
hJ J . n .
where N = number of steps taken within the integration periocd. i i r.m.8. tr |F| = ‘/{12'1 F(1,1)°}
R =
This sssumes that the non-linearity in F is piroportional to the noa- . then,
- linearity in ;_r.(. |.), which may seem unreasonable. For example if we .
somsidor thc following non-linecr acnlar syatem, " g = 111"'98'31"! log, v.m.8. tr | FI |
s - i
x(t) = x(t)? . l « = 2P
P o= ox(t) _ ax(t)a-l . | :
' - 9x(t) . i The problem encJountered when using the sinplifiaed transition matrix

then often, nN* is a random function of Ype

Y e = mop
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'!or oxample ‘the variinze of the mssirement error is properidonal
toy, Cousider the meassurenent funmction of m continlous/discreté time

o mtan. vhere theo meanuraments azre 'mnumad to be of thiu form, 1.0,

h(x(t ), u(t ), t ) + T'I*(tk)

’ - ¥t
. E (1) !_1*(1:;‘)) = Rf
BQrL3) = 0
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G - > ffk,i' =

e e
Do)

T Expl AR the £ilter innovatisn properties we find,

:"'. f;‘A 4 ll‘ ' .‘rtl‘ -
<] B (R LA LAY
'_- .I vy ! | “ I' : . N A
* \‘ ) h ' le. ? * 4 h
~ Lo SRR U CR LM LY
. i " ‘-‘ o~ . -
oy "OHCE X[ )+ nEE)
- i thaat,
. t'«",, b N ‘ Co h S ‘
S e BBV )) = E‘I )x(c XE o+ BOVME D))
e -k l“:. L - k
-, . = : o . CORE e e U T |
i A . Mipyy TR ’ o St PR P ;
AN SR 1) SN E(M( ) ﬁ,__.o!a AR
! vy gyh . \‘1 . : !rl {

) -\ g w2 BECE DR !-tg,".j'}"" D‘f‘,,’r'k'?)iﬁi-?rg)_’f(tklt )t neE )
< S AN ~ SUI 2 S R ¥
ST ; ‘Ez "“ "mpps.np the subncripts femp::...rivr give.q i’
E' Lo o Loy i T A R L

P q E\\,w,) = By x K + B % n* +0F x B o+ nr* u*’) _
- KT E TR | i e v o il - i\ N ,
AT . \‘ L ‘, -,r“ -"“.'_ B H L ‘-" Lo 3. [ L\a . . . s '. ] “',:"J,. . ) \. -

5 3 S e poewr Seiine n* as buing ER qnct on of t:luvE s\nte ost:l.mtsn, where\l__
w\..- . p : _,'-‘ - U . ) (“.I;" - \\ } i "

: A., 4 \ y .

L O us( ( :n t L W e e
T ¥ = ':-‘m‘a;}\\\ u t ) {t | 1”1 3 o B
: YRy ‘k ' S
. :Hw : ‘\:i
J _-“ 'l‘}"" - b
S M
N 0 e

\
—-—a - .

o : L oL A
B . . B
=L S N ;.
~ _ - .- : - e D R—— . L

¥R

N Y - | S —

L - M - -
o . L

ok . T .

‘This provider the Ziwk’ lnoween the measurement noise and, in ‘his case,

an estimate of the obsn.'vati-on.

5 T
Efty(tk;_\g k‘i-k)

+ w@n xT.!.*Ty*ﬁ*-ﬂ(zm n* Wt @)

slnce

~ T )
z a.
Bx(t |t ) D)) =
Then Bt W (t.))
PR S n

f(:horé

L]
i

= H(t IP(t, |t,

We can rewrite the innovationi as,

E(H x X B+ H x r{‘r ) (y)

yuT(t, ) + wey) B, 0 (Y

))E(n(tk)) = 0

which demonstrgtns that the innovations are unbiased and thac replacing

R ‘hy R % = w(y)
ha.z,m\n fnter equations to

K(tk)

wT(z) in the filter der:lvstion enables us' to amnd the

ke ‘ e

.vctk!tk PE <tk>wct R, |"m1”“ (t > + 5(;)Rk w q)]

Thus, the lirkiny of the measuropsnt noise to the state edtimatos in the
manner described does not destroy tbe optimality of the tilter. By

¥

.chooeing w’") coxrractly, this an provide 2 walghting matrix which »111 . -

sowtxms, mamz accura‘tely dlcbm"r!be t!m hnnaviaur of fhe real sysv“d.
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B LANGUAGE:

OPERATING SYSTEM:

QuIPUL

o

Uger Notes for EKF program

Filtering and prediction of non-linear,

<l ynanic,

stochastic, continuous/discrete state-spmcCe gystems

cf the form;

dx (t)
dt

y (t) =Hx (t) + p_(tk)

FORTRAN IV, single precipnion.

CDC

-~ [ -~ L I ] Ty .
Vil bapPu 0 vaaav wur),

| t.)

2 |t

K
P(tkl t)
Xt | t)

P(t,,q1t)

K(tk)
() = gl

via tape 9 (f£file INP);

= £ [x (t), u(t), t] + E(t)

LINE 1 N M NDI NS
\
LINE 2 EICR LN
k
LINE 3+ P(tk|tk-1)|t =t
kK o
LINE 4+ Q
LINE 5+
LINE &+ H
LINE 7+ DELT
LINE 8 ETCN g
kK ©
LINE 9 I, o
LINE 10 u(t ), ot 4 pELT
K ©
LINE 11

pALR] P
Kk’ tk to+ DELT

'

All variables are defined in the programme listing.
presented in free—format and sll arrays arza written column-wise ior!

vectors, row-wise for matrices.

SUBROUTINES REQUIRED:

MODEL; contaxns a gtatement of the system equations.

Formst:

SUBROUTINE MODEL (X, R, N, U, L, W,
REAL . 'N), U(L), W(N4), PAR(1g)

return in the 1ist N elemerts of W, the state differential equations

Date 1is

N4, PAk)

RETJRN
END
where:
X = state variable vector
R = real time value
N = number of gtates
U = deterministic input vector
L = number oif deterministic inputs
W = vector of derivatives

N4 = 4 x N, length of W

PAR = utility vector

FDASH; contains a statemen’ of the system Jaccbian.

Format:

SUBROUTINE FDASH (F, X, U, N, L, R, PAR)
REAL F(N,N), X(N), U(L), PAR(i@)

return in F the Jacoblan equations

RETURY
END

where: o
F = Jacobran matr.x

other notation as per MODEL
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OO0 OO0OC OO0 00O OO0 OO 0aIIroIrIDoyoses odes

PROIGR @M EK == (IN2, OUF, TAPES=0UR, TAPEI=INF)

FROCE #&MME EXF

—— S ——

Solve = the f1 ttering proplem for any contirusus/discrete

state —spice S ystem which 15 nor-iinear (or Y:rnear)
€he = =wstem equartion and iirear irn the Mtasuremer:t

squa T = om

Dimer- = ion sizest

REAL 5P in 3

n=number— of stater
merumh e nf AheeryRtiOns

Iznumber of deterministic inputs

WVaria F£olesd

Tkzloop counter

N=n

M=m

NDI=1

NS=pumb €r of samples
DELT=comstant sampling interval
Azhegirmeming of integration step
Bzend O € imtegration Steo

STEP=im i tia} value of Ingegrator Ldtec

Array =si

XP=x(t+ 2112

XO0sx(ti ©)

PP=P({t+ 1t}

PO=Plt i T}

@=Q

R=R

Hzmeaswrement matrix
Usvect O of deterministic inputs
Y=vectoOr- of observations
Ko=Kalm=n gain matrix
ERRY=y { t+l) ~H#x(t+lit)
PHi=tramsicion matrix
FeUM=Ja <obian matrix
PAR=Lt 1 Tity vegtor

Wiy WZ, WRi Wb WO=work arrays

= X0(n), PE A, n)y BPOLr ady Alm ) Blmym
REAL Him, - ‘S,U{’.\"“I"im).?ii‘-(nmﬂ,EFR"l'(m)

jenath

in

-

R e w—

R

N N

R

3

(MR SEE S @B M W

0}

oReNe

10

20

40

20

50

A0

OO0

c
C

REAL PHI{r,n),FSUMin,n), PAR{10)

REAL Wi (l"n;r-),w.?(run'),w-':'.it'n,rn),bJ-J.-(rn.h}-WSi-h'q)

INTEGER TE
input

READ(S, * )N, M, NDI, N3

imitialisation data

initiallse Rrrays

D010

I=1!N

XP(1)=0,0

X
ERRY (
D020

Ul =

=0.0
1)=0.,0
I=1,NDI
0.0

READ(9., #) {XP (1), I=1 N

D030

FEAD(S, ¥)Y{PP(I,Jd)sd=1,N)

D040

I=1. NN

I=1pN

READ(‘B'*} (Q‘I;JJQJ-_-IyN)

D030

I=1, M

READ(9, #) (R{T, )y Jd=1, ™M)

D060

I=1. M

READ(9, %) (H(I,J},J=1,N)

READ(9, #)DELT

H=0,0

B=DELT
STEP=DEL'T

o7 0

commence main

TE=1, NS

accept current

Yooy

input/ouput data

READ(9, #) (U(I), 1=1,NDI;
READ(G, %} (Y(I),I=1,M)

CALL GAIN{KG,H, PP, XP, By Ny MWl W2 W3)

R A A LA

pevaluate gain matrix

C R N L I AL I

g0

Cﬁ. T T A A R N T R e e RA A

a0

o]

WRITE(8,» 1000)A

Doao

WRITE(3, 1010 (KG I, J)ed=1,

IR T A

CALL COPRX (M, N,H, XP, EFRY, T, KG, X0

I=1|N

evaiuate x{TitT/

,

PR N O T A A A S N ]

EONU L

. :
"

I A L
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CA R A N N R R A N N A AT i L S

WRITE(&, 1020)A
WRITE(8, 1010)(ERRY LTI > » IT=1,M)
WRITE(E, 1030)A, A

WRITE(S, 10101(XO({T 714 I

~,

2l
i

i,N)

At by A e ma MAAARNSDS A S A

c
C
C evaluate P(t . t?
c

CALL CORFP{KG,H, PP, PC . N M Ey Wi, W2

CAA s P N A N N O L T o T LR R

WiITE(8, 104014, A

090 I=1,N
90 LIRITE(R 101 (PO(T. T3 . J=1,N)

CAAAA " e, APANLANRNNNA RN PE By o F N e F e B N

C gvaluate 2(t+1 ¢t T 2 and the Jacobian

N 4=4#N

C ALL DASCRU(A, By STEP, N, X0,UsNDI, FSUM, PAR, N3, W3, W1, W2)

e valuyate the tramsi ti1 O matrix

T30

CALL FYE(FSUM, Ny PHI» W1, W2,W3, W47
Cft/\.ﬂ.h T O N N R A R N N N N R R N Ik JPC L UL A L L R AN R
WRITE(8, 1050)A, B

DOIOO I=1fN
100 LARITE(L, 0I0YIPHT ¢ T4 .73 & T A

C B T N S A A R

DO I=1,N
10 el =x0l)
o

A N e ANAAANRANARNRNI A D Py o e B By A

+

) r»

WRITE(S, 1030)R, A
WRITE(8, 1010){XP(TI), T= 1,4 N}

CAnnas S P N N N N T R N e AW N U

C pyaluate P{t+1 ! 1T )

C ALL PREDP(PHI,FO, @, PP, N, W!)

CA.« AP o AMAIAARANBAND DA Iy el s T S A A SR

WRITE!R, 1040)E, A
DO 1=1,N
110 WRITE(S, 1010 (PP{T, J 2, J

CAAA P P e AR ARAARNA S N

¢

» N

1,N)

G store data for residuals analysis

C ALL STATS{Y,ERRY, TK, M, NS)
FaS).
= =B+DELT

B R L A N A WO

E R I I WL R D N T T N A Pl

LI R NP L TR | R (R

LR T A P A O L DY Ay Py oA LN T, SN O O O N AL

R N N O A N O i o A U

[ A R N R R N R A A N R T R

B R R N T R T N N L LWL L o

B . T N N I RN N L B O L A W B

R - - G e R W O € Sm SR Wy e

A
)
:
C
’
:
i
:
;
2
'
i
i
!
i
C

L
:

70

1000
1010
1620
1030
1040
1050

CONTINUE

C-’\-""-AAA."\A&AAA."‘.-’%!‘..’\-’--“ﬂ‘\- i A R L
FORMAT(1X, "K( ', F7.3, 2"
FORMAT (15X, 6(E11.,4, 1X))
FORMAT(1X, "ERRT(",F7.3 ")
FORMAT (1X, "X " F7 .2,
FORMAT (1X, "P(’,F7 .3,
FORMAT(1X, 'PHI{( F7.3y°

C-“-AA.« P R R Y Yo Nk L LA R R A WA A T A T

e FT Ay Y
vy F7E, i

.oy P
! 1 Fr 3’
N o e e

LS Y

B T R I T M R R A L
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SUBROUT INE CAINM(KG, H, PP. XP, Fy Ny M, WL, W2, WE)

Subroutine GAIN evaluates the Kalmar gain matirix

according to:

K(t)=PP#H 2{H*PP*H +P1%%-|

H =M transpose

Variabless

SUM=work variabie

REAL KG(N.}“:’:"H(MtN);PF(Nl N'l.'JCF(-'\J'r.R{M,:"h

REAL W1 (N, N)Y, W2{(N,N), W3 (N, N)
eva lyate PP#:7

D010 I= i » N

D010 J=1, M

guM=0.0Q

DOZ0 K=1,N
SUM=SUM+PPR(I,K)*H(J, K}
Witl,ds=3UM

eva luate H#PP#H’

D030 I=1.M

QR0 J=14 M
aUM=0, O

D040 K=1., N
SUM=SUM+H (1, K)*W1 (K, J)
W2(1,J)=8UM

evaluate H*¥PP*H' +R

D070 I=1,+ ™

D070 J=1.,M

W21, J)=W2(1,J)+RII,J)

i¢ Y is scalar, then avold matrix
irn evaluation of [H#*PP#H +Rl#%-}

.........

inversion

IF(M,EQ. 1YGOTO 80
CALL INV{W2, W3, W4, N M)

Dose i=1,N
nog) Jd=1, M
SUM=0.,0

DO100 K=1,M

. N 10 SUM=SUM+W i ¢ T, K *¥WS(K, &)
KG{1,J)=5UM
RETURN

ll END

ﬁ!ﬂ

ﬁiﬁ

li Ii,;

L | .

IFIMEG. 1) W3{1,1)=1.0/W2(1, 1}

evaluate PP¥H' *[H*PP*H +R]*%-~1
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‘ c
_ C
. C
' c
e C Subroutirre INV inverts & eoositive definite
' C symmetric  mairiz by decomposing into iower
' C diagonal £ orn
g C
c
C Variahles =
C
C SUM = work variable
c M=o der of matrix = <o he inver ted
C NS> & $7IENSLON OF ifipria ~/0Uipul wais Jod3
c
B C Arrayst
. c
C A=m=a trix to be inverted
e L=1 <o wer diagonal, returned inverse of A
. {. P=us oK array
¢
| C
c
REAL A/N/N), L C INE o N) PNy N)
C
C initialise arrays
[
D010 1=14M
, D010 J=1, M
LU1,3)20.0
. 10 P(1,03¥=0.0
. o
C check for +vg definitenes s
- C
IFtat1,y 1D LE+ O « Q1IGOTD 999
C
c transform A into lower 4 i =genal form L
C
Li{,1}=8QRT({AL % » 1))
D020 =2, M
20 WIypd=ay, 1Y 272 ) 1)
DRSO 1Y -
D040 Kwiv -1
A 40 SUM?SUN*L(I'K » £, ([K)
i C :'f.,, ,- ‘
c Cisheck for~  +ve definitenes s
c
Ky
/.
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CHECK=A(1, I)-5UM

TF(CHECK.LE.0,0)G0OTO 999

L{l: I12=5QRT(CHECK)

IF(1.EQ,M)GOTO 30 |
DOS0 J=1+1,M ’
SUM=0.,0

DOED K=1,1-1

50 QUMRSIM: L (Jy K) %L T, K)

L Dy=0AacT,J)-8SUM) /LCT, I

30 CONT IRV '

¢ gvaluacte L+ -1

pezo 1=1, M

Fav) Bl 1l 0/l
po3C J=i,1I-~1

gUM=0, O |

90 SUM=SUM+L (1. K)*F(K,u)
80 P{l,J)=-8uUM/l.(I, I}
po100 I1=1,M-1
DO10Q J=-1+1,M
P(1,J)=0,0

' (4]
o

C evalualte IR IESEIRN T ESRE IR L EDN

(S
<
<

DO12C I1=1, M

DoL12¢ JI=1,M

' po130: ', M

130 GUM=8L. 14 ALK, 1) #P(Ky )
120 Lizyd)r=8UM

c L ervor seyr Ot

RETURN- = ;
9972 WwR1TE{(£:, 1000} B
1000 FORMAT(1X, ‘matrix HAFP%: ' +R is rnon +ve definine’) |

3Lt &Y
LN fJ

- OSSR
o g

i . . A ‘ ,
QA Wt o i T T BRI AT

|



154

LraaOaOuUNOnaa aoaon

no

ano

0

T

Qa-

SUERROUTINE CORRX(WM,N,~, XP,ERRY, T, ¥, X0)

Subroutirne CORRX evaluates corrected state

estimate according %03

2{t!t)=x{tit=1)+KG#IT {2 )-Hexltit-1)]

Variables:

SUM=work variable

REAL HIM, N}, XP(IN) ERRIM), TiM) KGN M) X0 TN)
pvaluate err{yi=Y(t)-Hexigit-1"

D010 I=1,M

SUM=0.0

DOZ0 J=1,N
SUM=SUM+H (I, J ) #XF({J)
ERRY{1)=7(1)-SUM

evaluate x{(tit)

DOE0 I=i, NN

SUM=0.,0

D040 J=1, M
SUM=8UM+KG{1, J) *ERRY (J)
X0(1)=XP(1)4+SUM

RETUREN

END

155

SUBROUTINE CORRP(KG, H, PP, PO, N/ M, B. W1, WZ)

Subroutine CORRP evailuates the predicted state
estimate error covariance matrix according to:

QOO0

2 L
OO0 MNMOO30a0O00nN

. |

Pit+1!it)=LI-K(t)*HI«P{t e )*[I-K{t) #HI"
+K () *R*K ()

\Vsmiohtoes

SUM=work wvariable

REAL R{M, M), KC(N, M), H{M, N, PP(N, NY, PO(N, N
REAL WE{N, NI, WaIN, N}

evaluate [-K(t)=H

lpNoRel

D010 I=i,N

DO10 J=1,N

SUM=0.,0

D020 K=1,:M
20 SUM=SUM+KG{ I, K)*H(K.dJ)
10 Wiy, fy=8um

l DOI0 I=1,.N

'

DO30 J=1.N

D040 I=1,N
DR40 J=1,N
0 W2(I,J)=W2(I,J)-W1(I,J)

evatuate [,I#P{t t)*[,]’

DOS0 I=1,N
DOS0 J=1,N
SUM=0,0
DO60 K=1,N
60 SUM=SUM+W2{I,K)*PP{K,J)
50 Wi(I,J)=8UM
DO?O 1=10N
DOF0 J=1,N
: SUN=0.0
D080 K=1,N
l 80 SUM=SUM+W1 (I, K)£W2(J, K)

. k]
L

| R A I B Ol R R S
TR —
i e ——— o Tl T . R —.
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OO0 N

100
96

120
’ 110

PO(], =T ) =5UM
evaluate KPR’

gy <=1,N

009 F=1,M

S0 - O

DO{p0 k=1, M
BUM=BA_ M+ KG (I, K) *R(K; J)

Wi(], -3 )Y =5UM
Doti0 I=1+N
e J=1sN
am-p 0

02 K=1+:M

BUN=SLIM+ W1 L T, K)#KGLSK)
PO(], «T)=PO( T, J}+5UNM
RETUR T~

END

-
/

- EY D SR
I G GE o =

lsEeleoleRelslsloRolniolsReolelsRoNeRololoNaleloRe el o Ry aoan

RN

B

N U o=
1
& o

vVariabiess

SUBROUTINE FYE(FD,N, PHI, W1, W2, W3, W)

Subroutine FYE evaluatas tna matrix exponential using
a truncated series exXpansion,

TRACC=roact mearn square trace of FD
FLAG=flag to detecr facstoring
COUNT=log{base?} of TRACE

Div=2Z2x¥\v1nteger protion

NT=maximum number of terms 1in
C=couriter for factoriai

X=recursive factorial

elament

or LOUNT

series

Xti=largessy element of Current term

ERR=piecewise absolute elements cf current term

SUME=work variable

Arrayss:

FD=matrix to be exponentiated
PHI=resultant expeonential

REAL FD(N,N), PHT (N, N}
REAL W1(N, N}, W2{N,N), WBIN,N),Wad (N, N)

ono0n

TRACE=0,0
DO10 I=1,N

10 TRACE=TRACE+FD (1, Ii#FD{I, 1)
TRACE=S@RT (TRACE

FLAG=0.0

IF(TRACE,LE, 2,90)G0TO 20

c
c
c

if TRACE > 2 then facteur FD

COUNT=ALOG(TRACE)/0.69314718
COUNT=INT(COUNT)
DIiV=Z,0#*COUNT

D030 I=14N
DO20 J=1:N

evaluate root mean square trace

157
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60

[ob I8 o Blaw Sha™ O ¢ 41
L= =

[ I o B o ]

OO0y W

I

100

FD(I,J)=FRB11,J)/D1V
CONTINUE

initial ise arrays

D040 I=1,N
DOS0 J=1,N
PHI(I!\J)‘:OIO
Witl,J)=0.,0
W2(1,J5=0.0
W3(I,Jd)=0.0
Wicl,1)=4,0
PHI(I,1)=1.0
C=0.0

compute factorial element

C=C+1

X=1,0/C

DORD T=1, N

DO&O J=1,N
W2(1,J)=0.0
Wa(I,J)=FD(I,J)#*X
XM=0, 0

DO70 I=1,N

DORO K={,N

NO8O J=1,N

W2, ) =W2(L, KY+WI{L J)#W3{J,K)
CONTINUE

add term to result
D090 I=1,N
D090 J=1,N
PHI(TyJ)=PHIC(T, JY+W2(1,J)

check magnitude of current term

ERR=ABS{(W2(1, J1})
wltl,d)=w2(lid)
IF(ERR.GT.XN)XN=ERR
check for end of series
IF(C.GT.NT)GOTO 100
check current term against desired accuracy

IF(XN:GT+1,0E-6)GOTO 53
CONTINUE

' ' ' 159
I ‘ IF < TRACE.LE/Z2,0)GOTO 110Q
C
I l C it FD was factored, invert factorisation by
C repeated squaring
Cc
' 120 DO % 30 1={,N
DO x 30 J=1,N
SUME"0.0
z DO i 40 k=1yN
. 140 SIJVIE=SUME+PHI( [, E)#PHTI v K, J) s

130 W< ¢ 1,J)=8UME "
DO 1 50 i=1,N :
DO X S0 J=1,N

150 PHI {(J)=W4(l,J)
IF ¢ COUNT.LT.1,5)GQTO 110
COLFINT=COUNT-1.0 ‘
GO T O 120 T

110 S ST TINUE e
RE T URN

B
L
g e

3N OB 1=

. e
B

iy

2

»
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aon

MEANY(I)=8(2,1)/EN
VARR{1}={82(1, 1)-EN#*MEANR(I)*MEANF{( )V /EN-1.0)
VARY(1)=(52(2, 1) -EN*MEANY (1) #MEANY(I )/ (EN-1,0)
R2{(1)=(VARY (1) -VARR(I))/VART{I)

10 CONTINUE
IF(TK.LT+ NS)RETRUN

) . ) MEANR{11=8(1, I ) /EN
SURRGU T INE STATS(Y, ERRT, T , M NS) '

Sahroutine STATS eva ¥ wates basic statisStics
o + the residuals segw ences,

write results

ano

WRITE(B, 1000)NS
WRITE(8, 1010/ (MEZANK
WRITE(8, 1020) (VARR(

EN=REAL rumber- of samples
T
1)
WRITE(8., 1030} {MEANY (I
I
v I

Ar-rays:

WRITE{(S, 1040) (VARY (
Wi iTE(8, 1080) (R2{1)
RETURN

Variables: I

= o~

S=zarray of sums
§2=array of sum  squares
MEANR=vector o+ residual means

P"IEAN1'= . . - _°Z$§r‘v?ti°ﬁ_;‘fj:§ 1000 FORMAT(1X, ‘number of samples *.15/!X. ‘msar residusis’/)
bgg?;vef“" =7 ”;;;p”atiofriég;;mes B 1010 FORMAT(1X,E{E10,3, 2X))
obasrvation ‘ 1020 FORMAT(1X, ‘variance residuals’ /6(ZX,E10,3))

R2=vector of coO e fficignts of variation
1040 FORMAT(1X. ‘variance ohservations /6(ZX,EL1D.3))
1050 FORMATI(1X, ‘coefficients of variation /o(2X,E10.2))
END

i o W

1030 FORPMAT(1X, "meari chserveations /8(2X,;E10.37) )
ol

OO OO0O00CO0000C 00000000

REAL S <2ym),52(2)miyMEANR { m),MEANT{m), VARR {m), VARY{m), R2{m)

REAL Y < M), ERRY{M)
INTEGER TK
EN FLOATINS) |

Lk
U\JJ.J h"_L,ll

IF(TK - NE/11CG0TO 20

&

irmitialise arrays

OO0

D020 J=1,M

(K, J)=0.0
30 82(X, J ) =0.0
20 CONTINUE

..“‘.5 c
! c e aluate sumg and sum  sguares
c
§(1, I)=5(1,1)-ERRY({I) g
8(2, I>=8(2,1)+r(1) :
82(1, T » =82(1, 11+ERRY{ D =ERPYI(I) :
S2(2, T 2 =822, 1+Y(1)#7{1) ;
; IF{TK « L. T/NE)COTO 10 ;
" c ’
C ewvaluate means and variances l 5

o



BR=, TRUE,

EX=,TRUE.
H=SICN(AES{H!, B-A}
X=A

XG=X

DO 10 J=1,N

IJKO=N+J

WK ({IJKO)=X0(J)
CONTINUE

HS=H

@=X+H-B

EE=, TRUE.

IF(,NOT. {{H,CT.ZERQ.AND, @, GE, ZEFD). OR. ' #. LT . ZERQ. AND. &, LE,
12ZERQ0) }»)IGL TO 20
H=B-X

BR=,FALDL
H3=H/THREE

DO 90 SW=1,9

DO 120 I=1,N
WK(I)Y=0,0

CaLL MODEL (XC, X) N, Uy NDI, WK, N4, PAR)
CO 70 I=1,;N
Q=HI*WKI(I)

TJKO=N+1

IJK1=151+1
IJK2=1EB2+1

GO TO (25,30,35,40,43),5W
R=Q

WK(IJK1)=@

G TQ EC

R=PoS* (@+WK{TJKi))

GO TC 590

R=THREE*Q
WK{IJK2)=R

R=0.,379% (R+WK{1ds1))
GO TO 50
R=WK(IJK1)+FOUR*Q
WK(IJK1)=R
R=0P5 ¥ {R-WE{IJKZ))

aaa

SSUBROUTINE DASCRU{A, B, H, N, X0, U, NDI, FSUM, PAR, N4, WK, W1, W2)

ul

Subroutime DASCPU is a modified tibrary routine
which integrates a set of first-orde:s ordinary

differential equations by the Runge-kKutta method
and evaiuates the integra) Jacobian matrix.

Varriables:

ES=1/2? desired accuracy of solution
H=initial guess at step lergth
HMIN=mirimum step length

Arrayse

XO=state vector =
FSUM=Jaunbian matrix

Requires two subroutines, MODEL and FDASH.
MODEL defines the set of differential equations,
FDASH defires the Jacobiam matrix,

DASCRU ha'!ves M repeatediy untii e1taer trne desired
accuracy is achieved or h=HMIN. If H 1s set inivially
tgo small, DASCRU doubles H.

o

Roar ot

R = & 2 =N (3 U I BR o WP an BN e

C
C
c
c
C
C
C
c
c
c
c
c
c
c
o
c
c
c
o
c
c
C
¢
C
C
£
C
¢
C
c
c

FREAL WKIN4), XO(N), UINDI), FSUM{N, N), W1{N, N)
F=E£AL PAR(10) » W2 (N, N)

X NTEGER SW

I_.OGICAL BE, BEH, BRyBX, I, J

D .ATA ZERO, PS, OPS, THREE, FOUR, £5/0.0,0.5,1.5,3.6.4.0,0,5E~-4/ ‘ GO TO 50

D202 1=1, N P=PS*(Q+WK(IJK1))

D202 J=1:N | Q=ABRS(R+R-0PS*({Q+WK(IJKZ) )}

F sSUMil,J)=0,0 ‘ XO(1)=WK{IJKOQ) +R

X =A IF(SW.,NE,S5)GD TO 70

C ALL FDASH(WL » X0y Us Ny NDI, X, PAR) E=ARS(X0D(I))

I ¥(A-B)4,100, 4 R=ES

T 2o IF(E,GE, 1, 0E-2)R=E+ES

X B2=1E1+N IF(Q.LT+R+OR: { NOT+BX))CEG TO 03
HMIN={, 0E-2#AES (H) 3R=. TRUE.

BH:.TRUE. BH=| FALSEO i

[ - e

R




H=pP5#H
IF(PBS(H).GE « HMIN)IGO TO S5
HsSIGN(1. 0, H > *HMIN
BX=.FALSE.
55 DO 60 J=1,N
LJKO=h+d
X0 =W (TJK D)
60 CONTINUVE
X=X5
GO TO 15
b 63 IF{8/GE,0,0Z = Z5*R)IEE=,FALSE,
70 CONTINUE
GO TO (75,90 » 80,85,90),5W
75 X=X+H3
GO TO 90
go X=X+P5#H3
GO TO 90
83 X=X +PS#H
90 CONTINUE
CALL FDASH({W= ,X0.U, N, NDI, X, PAR)
DO 201 I=1 N
B0 201 J=1,N
201 FSUMIT, ) =FSU M, d)+(WL{T, JI+W2(1,J)}*A/2:0
DO 204 1=1y N
DO 204 J=1, N
204 W, JI=W2(I » )
TF(,NOT. (RE+ A» ND«BH,AND,BR)> G0 TQ 35

l HsH4H
BX=, TRUE,
9% EM=, TRUE,
IF(BRIGD TO =

H=HB

RETURN
100 STOP

END

a

SUBROUTINE PREDF(PHI, PO, &, FPyN,Wi)

aonoo

s NoNe! OOO000O07000000000

Subrocutine PREDP evaluates the predictea state
estimate error covariance matrix according to3

Plt+lit)=PHI#P(t iz *PRI +0

Variablec:

SUM=work variabie

REAL PHI(N,N),PO(N, N),PP(N, N, (N, N}, W1 (N N)
svalaate Pltit)sPHI’

DO1CG 1=1,N

D010 J=1,N

SUM=0.,0

D020 K=1,N
SUM=SUM PO (T, K =PRI LS, ¥)
Wi(l,J)=5Um

[eNe

evaluate PHI*P(tit)*PHI" + @

aoa—~HQp

DO30 I=1,N

D030 J=1,N

SUM=0.0

D040 K=1,N
49 SUM=SUM+PHI {1, K)*Wl (K, J)
30 PO(L,J)=8UM+@ (T, d)

RETURN

END

B G I G G0 XN N U EE B
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SUEROUTINE MOLEL (X, F, N, U, L, W, N4, FAE)

Exampie MODEL routine

REAL X{(N),U(L},W{(N4),PAE{1D)

DOLO I=1,N

Wer)=0.0

WE1)=0,33xX({7)%(8,65-X(1))
~2,14ZE-S#X{5) X (3)#X (2]
~S+0BE-7#X(6)+X(Z)*X{Z2) /X {3
-0.,21%#X(11+0,14

W21 =1, OE-TF#X(3)#«X{2)#X(2)
~1 O0E-4X{6)+X{Z)#X(Z) /X{Zi
-0.,21*7(2)+7006,0

W{3)=-1,0E-4#X(3)%X{4)*X{Z]
~0.21%#X{3)+0.149%U(1)

RETURN

END

Hl N OE Y = OB W 5D e
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SUBROUTINE FDASH(F, X,,N,L, R, PA)
example FDASH routire

REAL F(N,N), X{N),U(L}, PAR(10)

DO10 I=1,N
DOL10 J=1,N
F(I+J)=0.,0
F(1,1)=-0,33%X(7)-0,21
F(1,2)=-2.142E-5#X{3)*X(3)

1 -2.0%5,0BE~7#Y{(B)*X(2)/X(3)
F(1,3)=-2,142E-5*X{9) %X (2}

1 +5,0BE-7#X(B)£X(2)#X(Z)/ (X{31#X(3))
F(1,5)=-2,142E-5#X{3)#X(2)
F{l,B6)=-3.06E-72X{Z2)»X(2}/X {3
F(1,7)=0.33%(B,69-X(1))
F(2,2)=1,0E-3*%X(5)*#X({3)

1 “1,0E-4%2,0%X(8)*X{2)/X{(5)-0.2i
Fi2,3)=1,0E-3*#X{(5)»X{(2)

1 +1  0E-4#X{6) #X{(2)+X (2 /{X(3)*X(2)]
F(2,5)=1,0E-3#X(2)%X{3)
F(2,8)=-1,0E-4#X{2)#X(2)/X (3
F(3,2)=-1,0E~-4#X{2)*X(4)
F(3,3)=-1,0E-4#X{4)%X(2)-0.21
Fl3i3)=-1,0E-“4%a(3)*i1 2
RETURN
END






