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Changes in phenology mediate vertebrate
population responses to temperature
globally

A list of authors and their affiliations appears at the end of the paper

Phenotypic responses to climate affect individual fitness, but the extent to
which this translates into effects on population dynamics remains poorly
understood. We assemble 213 time series on phenotypes and population sizes
of wild vertebrates globally andmatch themwith local climate data. Ourmeta-
analysis shows that morphological traits are mostly climate insensitive. How-
ever, phenology is earlier in warmer-than-average years, which contributes
positively to population growth in most species. At lower latitudes, tempera-
ture has weaker effects on phenology but stronger direct negative effects on
population growth, likely because these populations are less capable of
tracking climate via plasticity. Variation in the phenology-mediated effect of
temperature on population growth cannot be explained by latitude, genera-
tion time, migratory mode, or diet. This suggests that simple relationships
between species characteristics andpopulation responses towarmingmaynot
occur in nature. Instead, we may need to embrace ecological complexity by
considering local-scale predictors that capture intra-specific variation.

Phenotypic traits are one aspect of biodiversity affected by ongoing
climate change1–5. For example, the timing of recurring biological
events such as reproduction and migration (phenology) is typically
advancing with warming temperatures across taxa1,3. Similarly, mor-
phology (e.g., body mass, size or shape) responds to climate change,
although the directions of responses are less uniform than those of
phenological responses2,4–8. Climate change has also led to population
declines and increased risk of extinction9,10. Importantly, population
responses are not independent of trait responses to climate variation,
because individuals may adjust to changing climates by altering phe-
notypic traits (phenotypic plasticity), which, in turn, would enable
population persistence (Fig. 1a)11. Studies that consider contributions
of traits when assessing population responses to climate are rare and
focus mainly on single populations or species6,12,13. Such studies high-
light that phenotypic responses are key to understanding the
mechanisms behind climate effects on populations14–17. However, little
is known on how commonly traits mediate population responses to
climate variation and allow for population persistence across species.
Yet, such knowledge is crucial for the field of population ecology, as
well as that of functional ecology, which relies heavily on the

assumption that traits have direct population consequences and thus
can serve as proxies to reflect community composition18.

Earlier timing of biological events in warmer years is associated
with fitness benefits on average19 but it may also have costs by
exposing individuals to extreme events, such as cold spells20,21. Along
with understanding how responses of traits to climate relate to indi-
vidual fitness, it is essential to assess their consequences for popula-
tion growth, as changing population numbers are what ultimately
determines the impact of climate onbiodiversity. Althoughpopulation
growth is of primary importance to conservation, population sizes
remain little studied in research focusing on phenotypic traits, such as
phenology22. Indeed, whilst many studies have examined the con-
sequences of trait change on single demographic rates (e.g., repro-
duction, survival) at the individual16,23 or population level4,6,21,24, few
have examined the consequences of climate-driven changes in traits
on population growth rate8,11,12,14,25. Studying the consequences for
population growth rate is important because changes in fitness com-
ponents (e.g. survival, reproduction)may not translate into changes in
population growth rate12,26 if demographic compensation is
occurring27,28. Demographic compensation is a common
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phenomenon29 whereby population-level declines in a given demo-
graphic rate are offset by increases in another demographic rate23,26,30.
Understanding the influence of climatic variation on populations
therefore requires that we quantify the effects of climate-driven
changes in phenotypic traits on population growth rates (Fig. 1). To
assess how general such effects are across species, comparative ana-
lyses such as a meta-analysis are especially valuable31.

In addition to quantifying the typical strength of trait-mediated
effects of climate on population growth, another unanswered question
is: in what type of species and geographic regions they will be stron-
gest? Addressing these questions for vertebrates requires collating
many decades-long time series of both phenotypic traits and popula-
tion abundances that cover a range of climatic conditions for each
study. Until recently, a sufficient number of such studies to fuel a
rigorous comparative analysis was simply lacking. In situations of
limited data, climate change ecologists often generalise the inferences
from a group of well-studied species to predict the responses to cli-
mate for data-deficient species (i.e. most other species). These gen-
eralisations usually rely on species characteristics such as life-history
traits, migratory mode, diet or latitude of occurrence.

Such species characteristics are likely to also explain trait-
mediated effects of climate on population growth, but this has not
been well investigated. We expect the effects of temperature on
population growth rates, as mediated by changes in phenology, to be
weaker in long-lived vertebrates compared to short-lived ones. This
is because, in long-lived species, population growth rates are gen-
erally less sensitive to changes in reproduction and more sensitive to
changes in survival32,33. Phenological shifts, such as changes in the
timing of breeding or migration, are more likely to impact repro-
ductive success than survival, and therefore should have a relatively
weak effect on the overall population growth rate of long-lived
species. Whether generation time is indeed a good indicator of how
phenology mediates responses of population growth rate to climate

remains to be tested. Similarly, long-distance migrants advance their
phenology to a lesser degree than residents because they have less
reliable information about shifting environmental conditions at the
breeding grounds34–36. However, we do not know whether migratory
mode predicts how such phenological trait responses propagate
further to affect population growth rate. Finally, phenological
responses to climate may also vary with latitude, as the drivers of
seasonality change from precipitation in the tropics to temperature
at higher latitudes1. Consequently, tropical species are expected to
respond more strongly to precipitation, whereas those at higher
latitudes should respond more strongly to temperature changes. We
expect the overall phenological responses to temperature to be
stronger at higher latitudes1 because of both faster warming37–39 and
higher sensitivity of species to warming at higher latitudes39. Whe-
ther latitude also explains variation in phenology-mediated effects of
temperature on population growth remains unknown.

Responses of morphological traits to climate tend to be highly
heterogeneous and no universal response has emerged so far7,40,41. A
potential reason is thatmorphological traits aremore heterogeneous
than phenological traits, as they comprise both structural skeletal
body size metrics (such as wing length) and non-structural traits
(such as body mass). While body mass is a highly plastic trait that
changes rapidly due to fat gains and losses, structural traits may be
slower to change. Nonetheless, recent studies highlight that mean
population values of body size metrics can vary considerably from
year to year due to either reversible plasticity within a lifetime or
developmental plasticity causing variation among generations4,5,42.
Overall, the heterogeneity inmorphological responses across species
remains poorly understood, largely due to a scarcity of studies
investigating how species characteristics mediate these40. Scarce
research limits our ability to formulate expectations as clear as those
for phenological traits and highlights the need for exploratory
comparative studies to investigate how morphological responses to

Fig. 1 | A conceptual framework for assessing how phenotypic traits mediate
effects of climate onpopulationgrowth rate. aGeneral framework. Variables and
paths shown in black were included in path analysis models: the effect of climate C
on population growth rate G can bemediated by the considered trait Z (black solid
line) and by other non-considered traits or direct effects (black dotted line, path
“CG”, read as “the effect of climate on growth”). Population size P is included to
account for potential confounding effects (e.g., density dependence; black dashed
line, path “PG”). Notation next to each arrow provides the name of the estimated
path coefficient. Time was used outside of the path analyses to detrend the climate

variable obtainedwith the sliding windowanalysis, prior to fitting the path analyses
(dashed grey arrow from T to C, “TC”—see “Methods”). b–d show relations behind
each path coefficient. The relations in b–d reflect our predictions for spring phe-
nological traits. We also calculated the trait-mediated effect of climate on popu-
lation growth rate (“CZG”, i.e., the path from C to G that is mediated by Z and is
found by multiplying the coefficients CZ and ZG for the two black solid paths from
C to Z and Z to G) and the total effect of C onG (TotalCG, sumof the trait-mediated
and other effects, see “Methods”).
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climate and their consequences for population growth rate depend
on species characteristics.

Here, we collate long-term data from 213 studies on 73 wild ver-
tebrates (birds, mammals, reptiles and fish) from around the globe
(Fig. 2). Each study consists of time series of annual mean population
phenotypic traits values and population sizes recorded for a unique
combination of the species, trait and location. We focus on phenology
and morphology as two categories of phenotypic traits often mea-
sured and frequently reported to play a role in climate
responses1–8,40,43–47. We investigate the effects of two climate variables,
temperature and precipitation, because these represent the main
components of climate change48 and are widely reported to affect
phenology1,3 and morphology2,4–8,26,40,43–47. In all analyses we consider
year-detrended temperature and precipitation (i.e. residuals) to avoid
potential spurious effects caused by other environmental temporal
trends49,50. We use path analysis to (1) quantify the trait-mediated
effects of climate on population growth rate (Fig. 1a), and meta-
analyses to (2) assess how general those trait-mediated effects are
across the studies and to (3) identify which type of species and regions
exhibit the strongest trait-mediated effects of climate on population
growth rate (using migratory mode, diet and generation time as
explanatory species characteristics, and latitude to explain geographic
variation among locations). Our study represents the first compre-
hensive assessment of the importance of phenotype-mediated popu-
lation responses to climate variation across vertebrates, enabling us to
test for general patterns that are hard to detect in more geo-
graphically- or taxonomically-focused studies.

Results
Our systematic literature review resulted in 116 relevant studies
focusing on morphology and 97 studies focusing on phenological
traits. Median duration of morphological studies was 14.5 and of
phenological studies 25 years (Supplementary Fig. S1). Roughly half of
the studies focusing on morphology measured body mass (56%), with

the other half recording different body size metrics (e.g. snout-vent
length: 25%, body length: 5%, tarsus length: 4%). Most of the studies on
phenology recorded onset of breeding (74%), followed by first egg
laying date (8%), arrival date (6%), parturition date (4%), traits related
to rutting (4%) and a few other phenological traits represented by very
few studies. Most of the phenological studies (75%) focused on spring
events such as return of migrants to breeding grounds, onset of
breeding, and parturition dates. The dataset was dominated by studies
on birds (65%), followed by reptiles (23%) and mammals (10%), with
only a few studies on fish (2%, Fig. 2). The majority of data stem from
the northern hemisphere, particularly Europe and North America
(Fig. 2), as is the case with many recent global meta-analyses of eco-
logical time-series1,19,51.

Conceptual framework
For each study, we assessed the effects of trait changes across years,
associated with each climate variable, on interannual variation in
population growth rate (henceforth ‘G’) using path analysis. We fol-
lowed the framework of McLean et al.11 that reflects the general
expectation that the effects of climate variation on traits have con-
sequences for speciesdemography, such that the effectof climateCon
G is expected to bemediated (at least in part) by the considered trait Z
(Fig. 1a). Additionally, the effect of climate variation on G via all other
non-considered traits is included as ‘CG’ (Fig. 1a, black dotted line) and
hereafter referred to as the ‘direct’ (i.e. not mediated by the focal trait)
effect of climate on G (though note that other traitsmay be involved in
this pathway). We used the standardised path coefficients extracted
from the path analysis to calculate the trait-mediated effect of climate
onG, henceforth ‘CZG’, i.e. the change inGper unit change in climateC
due solely to a change in the trait Z, where both changes aremeasured
in standard deviation units (Fig. 1a, solid black line from C to G via Z).
This was achieved by multiplying the path coefficient reflecting the
effect of climate on trait (CZ) with the path coefficient reflecting the
effect of trait on G52 (ZG; Fig. 1a, Methods).

Fig. 2 | Map of the studies, colour-coded for different taxa, with the number of
studies per taxon shown. A selection of studied species is shown, with each inset
giving information for that species on its generation time (T, in years; also depicted
by the blackbarnext to it), its diet (carnivore: C, herbivore: H, andomnivore:O) and
whether the species is a migrant (M) or a resident (R). The inset shows the number
of studies per taxon and trait category. Illustration credits for the species pictures
taken from Wikipedia: Svalbard reindeer—Bjørn Christian Tørrissen, four-striped

grass mouse—C.R. Selvakumar, silver gull—JJ Harrison, snow petrel—Samuel Blanc,
northern giant petrel—Liam Quinn, green turtle—Brocken Inaglory, green-rumped
parrotlet—Jam.mohd, Columbian ground squirrel—Martin Pot, red-winged fairy-
wren—John Anderson, grey-headed albatross—John Harrison. Two species pictures
wereprovidedby the co-authorsof this study: painted turtle (credit: FJ) andAtlantic
yellow-nosed albatross (credit: SOp). The remaining pictures were taken from
Pixabay (https://pixabay.com/photos/).
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We were specifically interested in the sign of the trait-mediated
effect of climate onG: for each single study, we expect CZG to be zero
or positive if the trait response to climate variation is adaptive. For
example, in insectivorous birds, earlier egg laying in warmer years
corresponds to a negative CZ (Fig. 1b). In this case, earlier breeding is
expected to lead to an increase in G (negative ZG, Fig. 1c) if the
optimal breeding time also advances, as trophic mismatches are then
reduced53. The product of CZ and ZG (CZG) is thus positive. CZG will
be close to zero if the trait responds to climate such that no effects on
population growth rate are detectable. In other words, trait changes
owing to adaptive phenotypic plasticity would allow accurate track-
ing of changing climate while avoiding possible detrimental effects of
climate on population growth, such that ZG is close to zero (and
hence so is CZG). On the contrary, we expect CZG to be negative for
traits that showmaladaptive responses, because in that case climate-
driven trait changes would increase the gap between mean and
optimumphenotype, rather thandecrease it. For example, if breeding
is delayed in warmer years, when in fact earlier breeding would
improve fitness (e.g., facilitate better matching with an earlier food
peak), then CZ (effect of temperature on phenology) is positive and
ZG (effect of phenology on population growth) is negative, such that
their product CZG is negative. In summary, if phenological or mor-
phological responses to climate variation are adaptive, on average,
across all studies in our dataset, we would expect the overall CZG to
be non-negative, while negative CZG would suggest a maladaptive
response.

Thepath coefficients obtainedwith path analyses fromeach study
were used to fit meta-analytical models to assess the generality of
responses across the studies. Meta-analytical models were fitted
separately per combination of climate variable (temperature or pre-
cipitation) and trait category (phenology or morphology). Since there
is evidence of phylogenetic structuring for phenological events51 and
evolutionary history may potentially shape trait-mediated effects of
climate on populations, we accounted for phylogenetic relatedness in
our meta-analytical models. Note that non-negative CZG on average
across studies can be obtained not only when a majority of studies
show positive or close-to-zero CZG, but also when effects of different
sign are found across studies, e.g. some studies showing positive CZG
(adaptive responses) and others showing slightly negative CZG
(maladaptive responses).

Climate effects are mediated by phenology
Our sliding window climate signal analysis provided strong evidence
that phenological traits were sensitive to temperature, while most
correlations between phenological traits and precipitation were likely
spurious (see Methods and Supplementary Fig. S2). We thus hence-
forth focus on phenology-mediated temperature effects on G and use
temperatured to refer to year-detrended temperature. Warmer years
typically led to advanced phenology across studies (βCZ = −0.37, Wald
test: χ2 = 12.5, df = 1, p ≤0.001), corroborating previous research1,3.
However, we found considerable among-study heterogeneity in phe-
nological responses to temperatured (CZ, Higgins I2 = 0.96, p < 0.001),
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Fig. 3 | Evidence that phenological responses to year-detrended temperature
(temperatured) propagated to population growth in most species. Across stu-
dies, phenology was earlier in years warmer than average (a), the association
between phenology and population growth rate conditional on temperature and
population size was not significant (b), the direct effect of temperatured on
population growth rate (mediated by all other traits but phenology) did not differ
from 0 (c) and the proportion of studies with non-negative phenology-mediated

effect of temperatured on population growth rate (CZG) was significantly higher
than expected by chance (d). Grey thin lines in a–c show estimated slopes for each
single study and black thick lines show the overall across-study effects. Solid thick
lines demonstrate significant effects and dashed lines non-significant ones. The
grey shaded bands around the black thick lines are the 95% confidence intervals. In
d, studieswithnon-negativeCZGare shown inblue and thosewithnegativeCZG—in
mauve. The shape of the sign in d reflects the taxon.
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with both advances and delays with warmer temperatures found for
individual studies (Fig. 3a). The fact that none of the associations
between temperatured and phenology (CZ) were close to 0 (Fig. 3a)
was a result of using slidingwindowanalyses todetect the best climatic
windows over which temperature affects phenology (see “Methods”).
This analysis identified the climate signals (models) best supported by
the data; consequently, it was unlikely to select weak relationships
between temperatured and phenology.

The across-study effect of phenology on G (ZG), after accounting
for both the direct effects of temperatured (CG) and population size
(PG), did not significantly differ from zero (βZG = 0.05, χ2 = 1.64, df = 1,
p =0.2), meaning that phenology was not associated with population
growth rates across studies. The among-study heterogeneity in ZGwas
moderate (I2 = 0.48, p < 0.001, Fig. 3b). Phenological responses to
temperatured (CZ)were positively correlatedwithphenological effects
on population growth rate (ZG, Pearson r = 0.33, df = 91, p = 0.0013),
meaning that in studies that recorded positive effects of temperatured
on phenology, the phenology was also positively associated with
population growth rate (after accounting for the effects of CG and PG).
Similarly, in studies that recorded negative effects of temperatured on
phenology, the phenology was negatively associated with population
growth rate.

Phenological responses to temperatured were often consistent
with adaptive responses, as indicated by a significantly higher pro-
portion of studies with non-negative CZG than expected by chance
(binomial test, proportion of studies with either positive or zero
CZG=0.59, p =0.048, Fig. 3d). After accounting for the phenology-
mediated effects of temperatured on G, we found no ‘direct’ effect of
temperatured on G across studies (Fig. 3c, βCG = −0.07, χ2 = 2.34, df = 1,
p =0.13) and moderate among-study heterogeneity (I2 = 0.40,
p =0.01). This suggests that the nett combined effects of temperatured
on population growth via traits other than phenology are weak across
studies, with a tendency towards negative direct temperature effects
on population growth.

Climate effects are not mediated by morphology
We found little support for morphological traits being climate-
sensitive in vertebrates as correlations between both climate vari-
ables andmorphological traits were mainly spurious, according to the
sliding window analyses (see Methods, Supplementary Fig. S2 and
Supplementary Note 2: Other combinations of climate variables and
traits). This finding echoes previous research8,43 on passerines, where
little consistency was found across species in the timing and duration
of windows over which precipitation was associated with body con-
dition. In turn, this limited evidence for climate sensitivity in mor-
phological traits in our dataset (CZ ≈0 in most studies) suggests that
climate effects on G are unlikely to be mediated by morphology.

Explaining among-study heterogeneity in climate effects
We investigated drivers of among-study heterogeneity in path coeffi-
cients by considering phylogenetic relatedness, differences among
specific trait types andby adding species characteristics and latitude as
predictors to themeta-analyticalmodels. Phylogenetic signal λ (Pagel’s
λ is a scaling parameter related to phylogenetic signal54) was not dis-
tinguishable from0 in themodels focusing on phenological responses
to temperatured, nor in those focussing on phenological effects on
population growth rate (Supplementary Fig. S3). Phylogenetic signal λ
was effectively 0 in allmodels fitted for 100 randomly drawn posterior
vertebrate phylogenies, suggesting that evolutionary history does not
explain CZ and ZG. However, phylogenetic structuring was evident for
the phenology-mediated effect of temperature on population growth
rate (CZG: λ =0.65, min = 0.61, max = 0.68) and the direct effect of
temperatured on G (CG: λ =0.62, min =0.56, max =0.66).

The across-study patterns in phenological responses to
temperatured (CZ), effects of phenology on G while accounting for

climate and population size (ZG), phenology-mediated effect of
temperatured on G (CZG) and direct effect of temperatured on G (CG)
seemed to be predominantly driven by birds, which constituted most
of our dataset (Supplementary Figs. S4 and S5). Sincedifferent types of
phenological traits (e.g., onset of breeding, parturition date, oestrus
date, and arrival date)may differ in their sensitivity to temperature, we
testedwhether the specific type of phenological trait could explain the
heterogeneity in CZ. As expected, the among-study variation in phe-
nological sensitivity to temperatured was explained by the type of
phenological trait considered (Wald test: χ2 = 19.6, df = 8, p = 0.012,
Supplementary Table S1). For example, the response to temperatured
was strongest for spring phenological events, such as parturition date
and onset of breeding, whereas the association of autumn phenolo-
gical events (such as rutting date) with temperature was less clear.

We expected (see Introduction) that the considerable hetero-
geneity in phenological responses to temperatured (CZ; Fig. 3a) across
studies would be partly explained by species characteristics such as
generation time, diet (herbivore, omnivore and carnivore), and
migratory mode (resident vs. migratory), and by latitude. The model
including these effects was significantly better than the null model
(Wald test: χ2 = 17.2, df = 6, p = 0.009; Supplementary Fig. S6). Abso-
lute latitude tended to affect phenological sensitivity to temperatured
(β = −0.015, χ2 = 5.6, p =0.018; with the p-value threshold of 0.01,
adjusted for multiple comparisons, Fig. 4a and Supplementary
Table S2). Phenological responses to temperature were weak at lower
and became stronger towards higher latitudes. Neither the model that
explained among-study variation in ZG (χ2 = 9.13, df = 6, p = 0.104) nor
the model that explained heterogeneity in CZG (χ2 = 6.14, df = 6,
p =0.407) was significantly better than a null model (Supplementary
Tables S3 and S4). However, we found that the model explaining CG
fitted the data better than the intercept-only model (χ2 = 21.3, df = 6,
p =0.002). The ‘direct’ effect of temperatured onG that remained after
accounting for the phenology-mediated effect of temperatured on G
was positively associated with absolute latitude, such that it changed
from being negative at lower latitudes to around zero towards higher
latitudes (β =0.008; χ2 = 14.3, p = 0.0002, with the p-value threshold
of 0.01, adjusted formultiple comparisons, Fig. 4d and Supplementary
Table S5).

Sensitivity analyses
Our analyses revealed a strong negative effect of population size on G
(Supplementary Fig. S7)12,55. In line with the large magnitude of esti-
mated effect sizes for population size, we also found that population
size explained the largest proportion of variation in G compared to
other predictors (see Supplementary Note 3: Variance partitioning in
SEM). Furthermore, the probability that detected windows were
spurious was not negligible for phenological responses to
precipitationd, and formorphological responses to both temperatured
and precipitationd (Supplementary Fig. S2). However, the results of the
meta-analyseswere not qualitatively affected by inclusion/exclusion of
(1) the less supported climate signals in the models and (2) population
size as a covariate (Supplementary Figs. S8–S11). The probability of the
temperature signals being spurious (PΔAICc) was higher for morpho-
logical studies and declined with the study duration (Supplementary
Fig. S12). The magnitude of the absolute CZ effects declined slightly
with increase in PΔAICc, so that the effects of climate on trait (irre-
spective of the trait category) tended towards 0 as PΔAICc approached 1
(Supplementary Fig. S13).

Discussion
Advancement of phenology is awidely observedbiological response to
warming for most taxa1,3. Here, by using a large set of species and
studies, we demonstrate that the phenology-mediated effect of tem-
perature on population growth rate was on average non-negative
across studies. Thus, spring phenology facilitates adaptive population
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growth responses to temperature in many vertebrate species found
across much of the globe. However, we found high heterogeneity
across studies, with a substantial number showing a negative mala-
daptive response, partly driven by type of phenological event. Our
results are predominantly driven by birds, because the relevant data
were mainly available for this taxon, despite our initial intention to
address this question for vertebrates broadly. The finding that phe-
nology typically mediates effects of temperature on population
growth rate is particularly important for thefield of functional ecology,
which is founded on the assumption that traits have direct population
consequences18,56. In most populations, the phenology-mediated
effects of temperature on population growth rates were positive or
zero, consistent with adaptive phenotypic responses. These responses
are likely mostly explained by phenotypic plasticity, rather than
microevolution, given the timescales involved, the fact that phenolo-
gical traits are well-known to be plastic57–63, and previous research
demonstrating that detrending temperature, as was done here, can
reveal evidence of phenotypic plasticity50. We identified latitude as a
geographical variable explaining inter-study variation in both pheno-
logical responses to temperature and the effect of temperature on
population growth rates via traits other than phenology.

Our estimated across-study effect of absolute latitude on the
association between phenology and temperature (−0.015 ± 0.006 S.D.
trait change per °C per degree latitude) is in the same direction as that

found by Cohen et al.1 (−0.005 ± 0.0005) and implies that phenology
becomesmore temperature-sensitive closer to the poles (Fig. 4a). Here
we also showed that neither latitude (nor species characteristics) could
explain the variation in either ZG or CZG, but variation in CG was
associated with absolute latitude (Fig. 4). This “direct” effect of tem-
perature on population growth switched from being negative in tro-
pical regions to around zero at higher latitudes. One possible
explanation for both latitude effects is that the reduced sensitivity of
phenology to temperature in lower-latitude populations renders them
more vulnerable to trophic mismatch. Another is that the traits of
lower-latitude populations are in general less plastic and hence these
populations have narrower thermal tolerance than higher-latitude
populations64–67 that typically experience higher intra-annual tem-
perature variation.

The effects of species characteristics on the temperature sensi-
tivity of phenology (CZ) and on phenology-mediated population
responses to temperature (CZG) were non-significant, which may
reflect low statistical power. Indeed, we had fewer data points than
previous studies that focused purely on trait responses to climate1,3,
because addressing our research question required parallel time series
on both population size and the trait for each population. Our dataset
comprised 97 time series, which is not a small sample per se, but
because we relied on previously published data, we had no control
over the distribution of the species characteristics within this dataset.
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Fig. 4 | Absolute latitude partially explains across-study variation in the path
coefficients estimatedusingour conceptual framework (Fig. 1). aThe sensitivity
of phenology to temperatured (CZ) tends to increase from the equator to the poles
(two-sidedWald test: χ2 = 5.6, df = 1, p =0.018, β = −0.015 ± 0.006); The association
between phenology and population growth rate (ZG, b) and the phenology-
mediated effect of temperatured on population growth rate (CZG, c) do not change
significantly with latitude (two-sided Wald tests: χ2 = 0.1, df = 1, p =0.787,
β = −0.001 ± 0.003 and χ2 = 0.14, df = 1, p =0.285, β = −0.002 ±0.001, respectively);
d the effect of temperatured onpopulation growth rate via all othernon-considered

traits (‘direct’ effect of temperature) switches from negative at the equator towards
being close to zero and even positive at high latitudes (two-sided Wald test:
χ2 = 14.2, df = 6, p =0.0002, β =0.008±0.002). The p-value threshold adjusted for
multiple comparisons is 0.01. Data lines and shaded regions show model fits and
±1 standard deviation, respectively (solid line for the significant effects, and dashed
line for non-significant effects). The points show the rawdata. Although themodels
werefittedwith grand-meancentredpredictors,wehere show theoriginal values of
absolute latitude, to aid interpretation.
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Therefore, future extensions of the dataset aimed at covering a wider
range of species characteristics would allow for better addressing of
this particular question. Alternatively, species characteristics such as
generation time and diet may truly be poor predictors of phenology
effects on population growth. Intra-specific variation in trait responses
to climate canbe large, as demonstrated for phenological responses to
temperature among populations in European songbirds38. Further,
such intra-specific variation may be higher compared to interspecific
variation8 and this may also be the case here, as variances in pheno-
logical responses to temperature due to differences among species
and among study locations were of similarmagnitude (Supplementary
Table S6). Taken together, among-study variation is likely to be better
explained by predictors related to local environmental conditions
describing the habitat of the population, rather than generic metrics
that apply to the species as a whole. Indeed, habitat type explained
within-species variation in phenological sensitivity to temperature in a
study of two songbirds38. Similarly, altitude can also help explain dif-
ferences in phenological responses to warming for populations that
are in close proximity. Indeed, Uinta ground squirrels (Urocitellus
armatus) at low elevations can emerge and access food much earlier
(6–8 weeks in some cases) than their high elevation counterparts just
3 km away68. To clarify the role of species characteristics, future
research should focus on increasing the sample sizes and diversity of
species types considered, and on including intraspecific predictors
(such as habitat type) in the analyses.

Our phylogenetically-corrected meta-analyses focusing on phe-
nological responses to temperature (CZ) and on effects of phenology
on population growth rate (ZG) did not detect strong phylogenetic
signals (not distinguishable from 0). Similarly, a recent meta-analysis
found that phenological shifts were structured phylogenetically only
when running the analyses on the full dataset that spanned across
species in 29 taxonomic classes, while the authors found no support
for phylogenetic signal when re-running those analyses on four linea-
ges (amphibians, birds, insects and plants) separately51. Most of our
data on phenological responses comes from birds with only nine and
four studies on mammals and reptiles, respectively. We thus may not
have encompassed enough of the vertebrate tree to pick up the phy-
logenetic signal. The phylogenetic signals remained indistinguishable
from 0 when we re-ran the analyses for birds andmammals separately
(see Supplementary Note 4: Phylogenetic signal). Interestingly, we
found that variation in the phenology-mediated effect of temperature
on population growth rate was phylogenetically structured, as was
variation in thedirect effectof temperature onpopulationgrowth rate,
suggesting that evolutionary history may shape population responses
to temperature. These findings are similar to the results by McLean
et al.8, who demonstrated that direct effects of temperature on
population growth rate (that are not mediated by body condition, a
focal trait in their analyses) weremainly due to among-species and not
within-species variation.

We found no evidence for climate sensitivity of morphological
traits (CZ≈0), which implies that morphology does not mediate
population responses to climate. Skeletal traits may be less plastic than
non-skeletalmorphological traits and thus the formermaychangemore
slowly (e.g., via evolution over thousands of years69) in response to
climatic changes. As a result, skeletal traits exhibit less inter-annual
variation compared to phenological traits, which impedes the detection
of relationships between these traits and detrended climate variables.
As changes in both morphology and phenology arise from changes in
underlying physiological traits (e.g., gonadal development for laying
date)70, we expect that physiological traits would respond much faster
than phenological or morphological ones and likely mediate many cli-
mate effects on populations. However, there are few long-term studies
on such traits in the wild, as these typically must be done in the lab.

Our findings must be interpreted carefully due to limitations of
the dataset, despite it being the largest of its kind linking climate-

induced changes in phenotypes to population dynamics. Our dataset
was assembled frompublished studies and thus reflects biases present
in the current research. Geographically, our dataset is heavily biased
towards the northern hemisphere, especially Europe and North
America (Fig. 2). This bias, unfortunately, is a norm for all similar meta-
analyses1,19,51, highlighting the need for more research in the Global
South. Future studies covering the latitudinal gradient more system-
atically should aim to validate our findings. Further, the studies in our
dataset mainly focus on birds and spring events, and more studies are
needed on other taxa and autumn phenology to obtain a more com-
plete understanding. Finally, temperature and precipitation were not
available at the same resolution globally, and the coarser resolutions
for the Americas and Africa might have introduced some unwanted
heterogeneity.

In conclusion, we found substantial variation among vertebrates
in trait responses to temperature and could partially explain this var-
iation by latitude. We demonstrate that phenological responses to
temperature propagate to affect population growth on decadal time-
scales. The fact that phenology mediates population responses to
temperatures across many vertebrates highlights the importance of
incorporating phenotypic traits more systematically into research
focusing on climate effects on populations, whether based on obser-
vational, experimental ormodelling studies. Our study providesmuch-
needed estimates of both climate effects on traits and trait effects on
demography, which will facilitate parameterisation of mechanistic
population models across vertebrates71. The phenology-mediated
effect of temperature on population growth rates was positive or
zero in themajority of the studies, consistent with adaptive responses.
Though we showed that phenology mediates population responses to
temperature,we couldnot explain variation in such responseswith any
of the tested species characteristics. This finding is consistent with the
increasing body of research showing that species characteristics are
weak predictors of, for example, species range shifts72,73 and plant
demography73.Whilst being able to identify species characteristics that
are informative of population responses to climate would be highly
desirable from the standpoint of conservation biology, our global-
scale comparative study spanning four vertebrate taxa indicates that
we may not find such simple relations in nature. Instead, wemay need
to embrace ecological complexity by studying multiple phenotypic
traits and considering predictors that capture intra-specific variation.

Methods
Biological data
Our dataset was compiled by combining an existing global multi-
species dataset19 (Phenotypic Responses to Climate and data on
Selection; PRCS) with a new systematic literature review. Studies were
included if they reported both a time series of annualmeanpopulation
trait (phenological ormorphological) values (+SE), and a time series of
population size estimates (basedon a capture-mark-recapture studyor
a count of individuals or breeding pairs) of at least 9 years. Only
quantitative traits were considered, and only studies investigating the
impact of a climatic variable on traits were included.

We conducted a systematic literature review using Web of
Knowledge (now called Web of Science; search conducted in April
2019) including the key words for climate, phenotypic traits, demo-
graphic rates and population size.We used the following keywords for
climate (climat * OR temperature OR precipitation OR weather), phe-
notypic trait (phenotyp* ORmorphol* OR “body mass”OR “body size”
OR phenol* OR “emerg* date” OR “arriv* date” OR “breed* date” OR
“laying date”), demographic rate (demograph* OR “demographic rate”
OR surviv* OR reproduc* OR fecundity OR “breeding success”), and
population size (“population growth” OR “population dynamics” OR
“population size” OR abundance). For taxa, we first used broad taxon
names (“bird*”OR “mammal*”OR “arachnid*”OR “insect*”OR “reptil*”
OR “amphibia*”OR “spider*”OR “fish”), then proceeded by usingmore
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specific taxon names to find as many relevant studies as possible (e.g.
for mammals we searched for (rodent* OR mammal* OR primate* OR
carnivore* OR bat*)) (see SI Methods). The review was conducted
within a larger research project (https://www.idiv.de/research/sdiv/
working-groups/straitchange/), where we look at how the effects of
climate on population growth rates are mediated by phenotypic traits
anddemographic rates (e.g., survival and reproduction). Therefore, we
searched for studies reporting the time series of annual population-
level trait values, demographic rates and population sizes, but in this
study we used only the data on traits and population sizes.

The search returned 1124 abstracts, which were divided among
eight researchers (VR, CVJ, GC, EM, TER, JC, SKS, and NMcL) who
screened the abstracts to identify those that satisfied the above-
mentioned criteria. This resulted in 197 scientific papers that were read
in detail (by VR and CVJ), of which 60 papers were retained (Supple-
mentary Fig. S14 shows PRISMA flow diagram). Wherever possible, we
extracted the data from the papers directly, either from tables or by
digitising the plots with WebPlotDigitiser74. Otherwise, we contacted
the authors and asked them to share their data. The 82 studies (stem-
ming from 13 papers) from the PRCS dataset originally did not contain
data on population size. We therefore compiled the time series on
population size by either extracting it from the papers ourselves or by
contacting the authors of the original papers. We define ‘study’ as a
unique combination of a species, location and trait (phenology or
morphology). Our final dataset consisted of 213 studies extracted from
73 papers. Our studies cover four vertebrate classes: birds (53 species),
mammals (10 species), reptiles (7 species) and fish (3 species; see Sup-
plementary Data 1 and Fig. 2 for study sample sizes per trait category).
Some papers contributedmultiple studies to our dataset whenmultiple
traits and/or species and/or locations were recorded. Morphological
traits were represented by 116 and phenological by 97 studies.

Identifying suitable climatic windows
The spatial resolution of the daily climate data ranged from0.05 deg in
Australia, to 0.1 deg in Europe and 0.25 in North America and 0.5 deg
elsewhere (Supplementary Table S7). For each study, we extracted the
daily climate data from the respective gridded datasets as themean of
the climate value in the grid cell that overlapped with the study loca-
tion and the four neighbouring grid cells (von Neumann neighbours).
Such spatial averaging was done to account for the possibility that
home ranges of study species may be larger than a single grid cell. The
climate conditions reflect conditions at breeding sites, and do not
consider potential effects during migration or at wintering sites. In
cases where study locations did not overlap with the available gridded
data (some of the island populations: 83 studies, 39% of all studies), we
used the closest grid located on themainland. These climate data were
potentially less precise, which we accounted for by adding a catego-
rical variable ‘Climate data quality’ with values ‘exact’ and ‘approx-
imate’ to the meta-analysis (see section ‘Across-study inferences’).
Importantly, most islands were <50km offshore or focused on sea-
birds for which we used sea surface instead of air temperature.

We identified a period of the year (climatic window) during which
the climatic variable best explained the studied trait by applying a
systematic sliding window analysis using the R package climwin75. The
analyses were conducted separately for precipitation and tempera-
ture, by fitting a linear model with Gaussian error distribution for each
study. We used the studied phenotypic trait as the response variable.
As temperature predictor we used the mean temperature over the
climatic window, and as precipitation predictor we used the total sum
of precipitation over that window. We included year as a quantitative
covariate in the model, to avoid detecting spurious climate windows
because both climate and other environmental drivers of traits may be
changing directionally over time concurrently49. We weighed model
residuals by the inverse of the squared SE of the annual trait values, to
account for varying sample size across years. For our sliding window

analyses we assumed that all individuals in the population had the
same climatic window (i.e., we treated windows as ‘absolute’). We
tested for all possible windows (see Supplementary Note 5: Climatic
windowdurations) over a periodof 2 years before a so-called reference
day, the value of which was study-specific. The reference day was the
latest date when the phenological event was observed or morpholo-
gical trait wasmeasured in the year over the study period. By using the
latest day in the year when the phenological trait was observed over
the study period we assured that no relevant windows was missed
(Supplementary Fig. S15). The use of a 2-year period prior to the bio-
logical event ensured that the analyses captured carry-over effects of
climatic conditions experienced by individuals previously. Our dataset
includes diverse species, ranging from birds to mammals, reptiles and
fish. For many of these species biological knowledge on what con-
stitutes a relevant climatic window is unavailable. Therefore, the use of
sliding window analyses allowed to assess the climatic window in a
standardised way, systematically, across all studies and species. Our
identified climatic windows for passerines correspond to the windows
that are known to be important in driving egg-laying of these birds
based on long-term studies, suggesting that our approach is valid. Our
identified climatic windows may reflect proxies of the true underlying
biological mechanisms. Our consideration of sliding windows up to 2
years before an observation may include potential climatic windows
that are not very meaningful for short-lived species (those whose life
span is <2 years). However, only five of the species (7%) in our dataset
have generation time ≤2 years, justifying the useof the 2-yearperiod to
capture potential carry-over effects for most of the much longer-lived
species in our dataset. To reduce computation time, the daily climate
data were aggregated to weekly resolution (option interval = ‘week’ in
climwin), as preliminary analyses showed similar outcomes for weekly
and daily resolution (Supplementary Fig. S16). The median window
duration across the studies was 3 and 2 weeks for precipitation and
temperature, respectively (Supplementary Fig. S17).

To ensure that the climatic window selected as the best (as
determined by the model’s ΔAICc) was not a spurious result due to
overfitting, we randomised the original data to remove any potential
relationship between the climate and trait variables and refitted the
model as explained above (for details see ref. 76). The randomisation
procedure was repeated 200 times. The results from the randomised
data were compared to those from the observed data by calculating
the metric PΔAICc, which we henceforth call “the probability of the
climate signal being spurious” and which reflects the probability of
obtaining the same results as those that would be produced by chance
only. To account for the less accurate identification of the climate
signal in somestudies,we included the probability of the climate signal
being spurious (PΔAICc) as a covariate in the meta-analyses (see section
‘Across-study inferences’).

Trait-mediated effects of climate on G
To assess the consequences of the effects that climate variables on
traits have for the population growth rate (G, Fig. 1), we used the path
analysis52,77 framework proposed by McLean et al.11, and further
extended it to account for potential effects of density dependence
(Fig. 1a), a common phenomenon in natural populations12,55. Path
coefficients were estimated with Structural Equation Models (SEM77),
an extension of path analysis that allows for non-independence in the
data (e.g., autocorrelation).We fitted a single SEM to each study in our
dataset, and separately for each climatic variable C. We calculated the
annual population growth rate as

Gt = ln
Pt + 1

Pt

� �
ð1Þ

where Pt and Pt + 1 are the annual population sizes at year t and t + 1,
respectively. Each SEM consisted of two regression models: one
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model (“the trait model”) with annual trait values (Z) used as
response and climate variable (C) as a quantitative predictor (pro-
viding CZ, see Fig. 1); and the second model (“the population growth
model”) with population growth rate Gt as response and climate
variable (Ct), trait values (Zt) and population size Pt used as quanti-
tative predictors (providing ZG, CG and PG, Fig. 1). Both linear
models were fitted by generalised least squares, with Gaussian error
distributions and identity links and included temporal autocorrela-
tion by using a first-order autoregressive residual model structure.
Additionally, for the “trait models”weweighted the residual variation
by the inverse of the squared SE of the traits to account for
differences in sample sizes among the years. Population size was
used as a predictor in “population growthmodels” to account for the
possible changes of population size over time that could have
obscured the effects of climate C on G, which are the focus of our
study. We fitted linear relationships between predictor and response
variables, as linearity was supported by (1) visual inspection of the
scatterplots per study and (2) mixed-effects models testing for non-
linearity in the relations between (a) climate variable and trait values,
and (b) trait values and population growth (see Supplementary
Note 6: Testing for non-linearity in relations). SEMs were fitted with
the R package piecewiseSEM78. For all analyses in this study we used R
Statistical Software (v4.4.179).

Yearly climate values from the best climate window could corre-
late with other unmeasured environmental variables that changed
concurrently over time49,80. Therefore, to ensure that we focus on the
changes in traits that are caused by the considered climate variable
only, we first detrended our climatic time series49. For this, we fitted a
linear model using the climate variable extracted from the best-
identified climate window as a response variable and year as a quan-
titative predictor variable. The residuals of this model were then used
as the explanatory climate variable in our SEMs (Supplementary
Fig. S18 for methodological workflow of this study).

Prior to fitting SEMs, we z-transformed (subtracted the mean and
divided by the SD of the time series) all variables to ensure that the
extracted path coefficients were standardised. We also scaled the
standard errors of traits by dividing them by the temporal SD in traits
over the study period. The advantage of the standardised path coef-
ficients is that they are unitless and can be compared among different
variables (i.e., different traits: phenology vs.morphology; anddifferent
climate variables: temperature vs. precipitation).

SEMs for most of the studies satisfied the goodness of fit test
according to Fisher’s C statistics (Supplementary Fig. S19): the
goodness of fit test was satisfied (i.e. p-value > 0.05) for 72% of
phenological studies and 84% of morphological studies. Although
goodness of fit was not satisfactory for a small fraction of the
models, we still retained all the studies for subsequent meta-
analyses because we wanted to assess the trait-mediated effects
across the studies in a comparable way. So, the addition of some
missing paths (that could potentially increase the goodness of fit for
that fraction of the models), would have made those models not
comparable with the others.

SEMs failed to converge for several studies resulting in sample
sizes for meta-analyses being somewhat lower than the number of
originally retrieved studies: 93 studies for phenological responses to
temperature, 95 studies for phenological responses to precipitation,
109 studies for morphological responses to temperature and 115 stu-
dies for morphological responses to precipitation (Supplementary
Fig. S7). The models constituting the SEMs explained a non-negligible
amount of data variation (Supplementary Figs. S20 and 21), with the
largest R2 obtained for the “population growth models”, i.e. models
explaining G (median across all studies 0.47), followed by the “trait
models” (median of 0.37).

We used the rules of path coefficients52 to compute the trait-
mediated effects of climate on G, and the total effects of climate on G.

Specifically, the trait-mediated effect of climate onG (CZG, shownwith
solid black arrows from C to G via Z in Fig. 1a) is calculated as:

CZG=CZ*ZG ð2Þ

where CZ denotes the path coefficient corresponding to the effect of
climate C on trait Z and ZG denotes the partial path coefficient cor-
responding to the effect of trait Z on G after accounting for the effect
of climate C and population size P. The total effect of climate on G
(TotalCG) is then calculated as the sum of the trait-mediated effect
(solid black line in Fig. 1a) and the climate effect via other
unconsidered traits (dotted black line in Fig. 1a):

TotalCG=CZG+CG ð3Þ

where CG corresponds to the effect of climate on G that is not medi-
ated by the focal trait but acts via other traits not considered in the
model.Weobtained estimates of the trait-mediated and total effects of
climate on G and their standard errors by non-parametric boot-
strapping. In this bootstrap the trait-mediated and total effects of
climate on G were calculated using Eqs. (2) and (3), respectively, but
instead of using single estimates of each path coefficient as obtained
with the SEM, we calculated these coefficients 10,000 times by
drawing the estimates each time randomly from the normal distribu-
tion with the mean being the beta estimate for each single path
coefficient and the variance being the standard error (SE) of this
estimate. This bootstrap allows us to consider the uncertainty in the
estimates of each path coefficient on the path of interest, so that the
path coefficients that are more precisely estimated (with low SE),
would have very similar estimates each time the bootstrap is run,
whereas the path coefficients with large uncertainty (with high SE), will
have their value vary widely between the bootstrap runs. We then
summarised the results of 10,000 runs by taking median as our
estimate of the trait-mediated (total) effect of climate on G, and by
using the 0.025% and 0.975% quantiles as its 95% confidence intervals.

Across-study inferences
To assess whether there are common patterns across the studies in
how climate affects traits (CZ), traits affect G (ZG), and in trait-
mediated effects of climate on G (CZG), we next analysed the stan-
dardised path coefficients from SEMs (Fig. 1a) with mixed-effects
meta-analytical models with Gaussian error distributions. Separate
meta-analyses were fitted for each climate variable and trait cate-
gory, using each path coefficient that reflects the causal relation on
the path diagram (e.g., CZ in Fig. 1a) as a response variable. To assess
how general responses are across the species, we fitted intercept-
only models that accounted for variation between studies, locations
and species by including these terms as random intercepts. Addi-
tionally, these models also accounted for the phylogenetic related-
ness by allowing the values of the random species effect to be
correlated according to the phylogenetic correlation matrix that was
derived from the phylogenetic tree81.

We constructed the phylogeny across all vertebrate classes pre-
sent in our data by using the rtrees R package82 to randomly draw one
phylogeny from the megatrees available for each phylogenetic class.
We used the following megatrees: for birds: Jetz et al.83, for mammals:
Upham et al.84, for fish: Rabosky et al.85 and for reptiles: Tonini et al.86.
Since for reptiles rtrees only has the phylogeny for squamates, we
added the turtle phylogeny from Thomson et al.87. Oncewe obtained a
randomly drawn mega-tree per class, we then grafted them on the
order-based backbone for which the node times were taken from the
Timetree of life (https://timetree.org/).

To avoid overfitting, we refitted meta-analytical models without
accounting for phylogeny. We then compared both models and
retained the one that fitted the data best based on the lower marginal
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AIC. To account for uncertainty in available megatrees (e.g., birds,
mammals) that were used to build the synthetic phylogeny, we ran-
domly selected 100 trees from available posterior phylogenies82 and
thus fitted both types of models 100 times. For the models that
accounted for phylogenetic relatedness we calculated Pagel’s λ fol-

lowingCinar et al.81, as λ=
σ2
p

ðσ2
n + σ

2
pÞ
; where σ2

p is between-species variance

due to the phylogeny and σ2
n is between-species variance due to other

effects, e.g. the environments the species inhabit.

We accounted for uncertainty in the path coefficients estimated
with SEMs by weighting the residual variation by the inverse of the
squared SEs of the path coefficients. Additionally, meta-analytical
models with path coefficients that included climate as a dependent
variable (i.e., those with the response variable CZ, CZG, CG and
TotalCG) included a quantitative variable reflecting the probability of
the climate signal being likely spurious (PΔAICc) and a qualitative
variable for climate data quality (two levels: ‘exact’ and ‘approx-
imate’). These meta-analytical models assess whether the intercept
differs from 0, that is, whether each relationship in our path diagram
differs from 0 across the studies. To test our expectation that phe-
nological responses to temperature allow avoiding population
declines, we assessed whether the proportion of studies with non-
negative CZG was higher than by chance only. For this, we used a
one-sided binomial test and tested whether the proportion of studies
with non-negative CZG was greater than 0.5 for a given combination
of climate variable and trait category.

All meta-analyses were fitted with the R package metafor88, using
the “uobyqa” optimiser. We tested significance with the Wald test. For
each fitted model, we visually assessed the normality of residuals. We
assessed the amount of heterogeneity among studies in our meta-
analyses with commonly used metrics31: Higgins I2 and the total
amount of heterogeneity (Q), significance of which was estimated.
Higgins I2 reflects the proportion of total heterogeneity due to
between-study variation. It ranges from 0 (heterogeneity is due to
within-study variation only) to 1 (heterogeneity is due to between-
study variation only) and is comparable among different meta-
analyses. We re-run meta-analyses also separately for birds (n = 84)
andmammals (n = 9).We couldnot run them for reptiles becauseof an
insufficient sample size (n = 4).

Explaining heterogeneity in CZ
We tested whether the high heterogeneity in the phenological sen-
sitivity to temperatured (CZ) might be due to species responses dif-
fering with latitude or species-specific characteristics (such as
migratory mode, diet, and generation time). Based on previous stu-
dies we formulated several a priori expectations. The expectations
about migratory mode, generation time and latitude are detailed in
the Introduction. Additionally, diet may also moderate phenological
responses to temperature, with phenological shifts in herbivores
previously shown to track the climate better than those of organisms
at higher trophic levels1,3.

To test our hypotheses about possible drivers of the hetero-
geneity in CZ, we fitted extended versions of mixed-effects meta-
analytical models that were used to infer across-study effect sizes (see
“Across-study inferences”). Specifically, we used the same random
effects as in the mixed-effects models used to infer across-study
effects (see “Across-study inferences”) and propagated uncertainty in
the same way. We additionally included as predictors the variables
hypothesised to affect the phenological responses to temperature, i.e.
absolute latitude (quantitative, in degrees), generation time (quanti-
tative, in years), diet (qualitative, three levels: herbivore, carnivore,
omnivore), and migratory mode (qualitative, two levels: resident and
migrant; for data sources see Supplementary Note 7: Sources of
species-specific characteristics). As the response variable we used
study-specific CZ. The model also included as a covariate the

quantitative variable reflecting the probability of the climate signal
being spurious (PΔAICc). We grand-mean centred (i.e. subtracted the
overall mean from each value) the quantitative predictors prior to
fitting themodel, so that the intercept estimate reflects themeanvalue
of the CZ path and slopes reflect the change in traits per change in one
original unit of the predictors.

We expected that species characteristics and latitude explain not
only sensitivities of phenology to temperature (CZ) but also other
paths in the path diagram, and, particularly, trait-mediated effects of
climate on population growth rate (CZG). Therefore, analogous mod-
els were also fitted with ZG, CZG and CG used as a response variable.
The statistical inference andmodel diagnostics were performed in the
same way as for the meta-analytical models with intercept only. The
overview of all meta-analytical models fitted in this study is given in
Supplementary Table S8.

Reporting summary
Further information on research design is available in the Nature
Portfolio Reporting Summary linked to this article.

Data availability
The sTraitChange dataset generated in this study has been deposited
on Zenodo as part of the R project ‘sTraitChange_Analyses’ under
https://doi.org/10.5281/zenodo.1762926689. See the Readme of the R
project ‘sTraitChange_Analyses’ formore information. The overviewof
the dataset is provided as Supplementary Data 1.

Code availability
The functions required for the analyses and the complete workflow
needed for this study aremade publicly available, respectively, as part of
the R package ‘sTraitChange’90 and R project ‘sTraitChange_Analyses’89.
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