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Abstract Coupled Numerical Weather Prediction (NWP) models have only recently been implemented for
short‐term environmental prediction and both challenges and benefits are evident in polar regions. Their
simulation of surface exchange over sea ice depends on the model's sea‐ice characteristics, however these are
hard to constrain due to a lack of in situ and accurate remotely sensed observations. We focus on the Fram Strait
region during peak melt conditions and during the passage of an Arctic cyclone: very challenging conditions for
coupled NWP. We use in situ aircraft observations from the Arctic Summertime Cyclones field campaign in
July‐August 2022, plus satellite products, to evaluate a set of 5‐day forecasts from the Met Office Unified
Model. Our model set ups are based on operational GC4 (Global Coupled 4) and developmental GC5 (Global
Coupled 5) configurations, which use the CICE5.1 and SI3 sea‐ice models respectively. We find a combination
of deficiencies in the simulated sea‐ice field, due to initialization and modeling problems. An initially low
concentration of sea ice results in excessive absorption of shortwave radiation by the ocean, leading to excessive
basal melting of the sea ice, and further sea‐ice loss; leading to relatively poorly simulated sea‐ice fields in
general. In contrast, the passage of an Arctic cyclone and its impact on sea‐ice velocities are captured well.
Although we demonstrate several deficiencies in the short‐term forecasts of two state‐of‐the‐art coupled NWP
models, we also find promising aspects of model performance and some clear benefits from a fully coupled
atmosphere‐ice‐ocean system.

Plain Language Summary Weather prediction in the Arctic requires an accurate representation of
sea ice as it plays a key role in the exchange of momentum, heat and moisture between the surface and the
atmosphere. We investigate a challenging set of conditions for weather forecasting: the passage of an Arctic
cyclone over Fram Strait in the European Arctic during peak summertime sea ice melting. We use observations
made during the Arctic Summertime Cyclones field campaign in July‐August 2022 to evaluate forecasts from the
Met Office Unified Model that feature ocean and sea ice model components that interact (are “coupled”) with
the atmosphere. We find discrepancies in the simulated sea ice field that result from issues in the satellite
observations fed into the models and model biases. A lack of sea ice results in increased heat absorption by the
ocean, after which the warmer water melts the sea ice faster, forming a feedback loop known as the ice‐albedo
feedback. The passing cyclone also drives changes in the sea ice cover, but we find that these effects are
generally simulated well in the forecasts. Overall, despite the issues discussed, we find that using such coupled
models are advancing weather prediction in the Arctic.

1. Introduction
The Arctic marine environment is inherently a coupled system, with the atmosphere, ocean and sea ice all
interacting and significantly affecting development over a range of timescales—from hours to decades. To predict
these interactions, in particular the feedbacks between weather systems and the ocean/sea‐ice surface, requires a
coupled environmental prediction system. Coupled Numerical Weather Prediction (NWP) systems have started to
be used as operational forecast systems for short‐to‐medium term predictions in the last few years. Here we
present one of the first studies evaluating performance in the Arctic, making use of new aircraft‐based obser-
vations over sea ice in Fram Strait and northeast of Greenland from our Arctic Summertime Cyclones field
campaign in July–August 2022.
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The distribution and surface properties of sea ice play a critical role in determining the characteristics and
evolution of a variety of weather systems, primarily by affecting small‐scale atmospheric processes such as
surface exchange and atmospheric boundary layer (ABL) mixing (Vihma et al., 2014). Idealized numerical
modeling has shown that the sea‐ice distribution significantly affects downstream surface fluxes and ABL cir-
culations (Gryschka et al., 2008; Liu et al., 2006; Müller et al., 2023; Spensberger & Spengler, 2021), the
development of polar lows (Sergeev et al., 2018) and the development of ABL clouds (Brooks et al., 2017;
Spensberger & Spengler, 2021). Sea‐ice aerodynamic roughness is key in determining the surface exchange of
momentum, heat and moisture (Elvidge et al., 2016, 2021), with its parameterization critically affecting atmo-
spheric drag, ABL properties over the MIZ and downstream ABL evolution (Elvidge et al., 2023; Renfrew,
Elvidge et al., 2019). Sea‐ice characteristics also affect synoptic‐scale weather systems such as Arctic cyclones
(Parker et al., 2022); for example, Valkonen et al. (2021) and Finocchio et al. (2022) found Arctic cyclones had
higher energy and were more impactful when sea‐ice concentrations were lower.

In turn, weather systems affect the sea ice—particularly in the spring, summer and autumn. They can transiently
accelerate or decelerate the seasonal cycle of melt and growth that solar radiation dictates via warm‐ or cold‐air
advection, cloud development, the advection of sea ice and via additional oceanic mixing (Clancy et al., 2022;
Finocchio et al., 2022; Peng et al., 2021). Strong Arctic cyclones can cause rapid ice loss events (e.g., Cavallo
et al., 2025; Kriegsmann & Brümmer, 2014; Lukovich et al., 2021; Zhang et al., 2013); indeed, a study of
hindcasts with dynamic sea ice has demonstrated that the sea ice is less predictable on weather timescales during
such rapid ice loss events (McGraw et al., 2022). The impact of Arctic cyclones appears seasonally dependent:

• Triggering the onset of melt in spring—due to warm‐air advection and increased cloud cover, leading to an
increase in downward longwave radiation flux that raises the surface temperature above the freezing point
(Persson, 2012);

• Slowing ice loss in early summer—when their associated cloud cover prevents solar radiation reaching the
surface (Finocchio et al., 2020);

• Destroying sea ice in late summer—due to warm‐air advection (Fearon et al., 2021) and turbulent mixing of
relatively warm water from beneath the ocean mixed layer (Stern et al., 2020), when the sea‐ice pack is at its
most diffuse and prone to drift and break up in response to winds (Lei et al., 2020).

In short, the case for a coupled environmental prediction system on weather timescales has become clear over
recent years and studies examining their performance are now vital for their development in an operational
setting.

Until recently, much of the focus on Arctic environmental prediction has been on seasonal to interannual fore-
casting of sea ice. Addressing questions such as “how much Arctic sea ice will there be next September?”; or
“when will the Arctic become ice free?” (Blanchard‐Wrigglesworth & Bushuk, 2019; Blanchard‐Wrigglesworth
et al., 2011; Bushuk et al., 2024; Jahn et al., 2016, 2024). Coupled seasonal forecasting systems have been used for
more than a decade at some forecasting centers, with mixed results for their predictions of Arctic sea‐ice extent
(Zampeiri et al., 2018). Arctic sea ice thickness has been shown to be a crucial predictor of sea‐ice extent in a
coupled seasonal forecast system (Day et al., 2014). Some skill has been demonstrated in forecasting systems up
to about 1.5 months. However, some systems do not have any more skill than climatology; indeed, the range in
forecast skill over sub‐seasonal to seasonal timescales is enormous (Zampeiri et al., 2018). Some skill in pre-
dicting pan‐Arctic sea‐ice area has been demonstrated at longer timescales, however summer minimum sea‐ice
extent predictions are limited by the “Arctic spring predictability barrier”—predictions initialized before the onset
of melting in springtime have lower skill due to enhanced sea‐ice feedback processes and atmospheric variability,
whereas predictions initialized after this can skilfully predict summer sea ice (Bushuk et al., 2020, 2022).
Generally, sea‐ice prediction appears more challenging during summer than during winter (Goessling et al., 2016;
Zampeiri et al., 2018); partly due to the poorer retrievals of sea‐ice fraction from satellite sensors during melt
conditions. Satellite products primarily use passive microwave radiometers which have difficulty distinguishing
between melt ponds and open water, leading to larger biases in sea‐ice fraction during the melt season (Kern
et al., 2016, 2020; Zhao et al., 2021).

The increasing use of the Arctic for shipping, tourism, resource extraction, and military purposes is now
increasing demand for short‐range environmental forecasts (Jung et al., 2016; Meier et al., 2014). In particular, for
forecasts of weather, sea ice and ocean waves for the coming few days at a spatial and temporal resolution that is
useful for end users. This demand has motivated the development of coupled NWP systems—incorporating
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atmosphere, ocean and sea‐ice models—for weather timescales (less than∼10 days). Coupled NWP systems have
become operational at some forecasting centers in the last few years: including across all resolutions at the
European Center for Medium‐Range Weather Forecast (ECMWF) in 2018 (Day et al., 2022; Keeley &
Mogensen, 2018); and at the Met Office in 2022. The ECMWF coupled prediction system is generally more
skilful than the equivalent uncoupled system for the Arctic region over weather timescales, but not all the time and
not in all regions (Day et al., 2022; Keeley &Mogensen, 2018). Coupled NWP is still in its infancy and the one or
two studies evaluating their performance in the Arctic thus far demonstrate many challenges as well as benefits.

Here, we perform a case study evaluation of a 10‐day summertime period using two coupled NWP configurations
of the Met Office NWP system: a version of the Global Coupled model version 4 (GC4) with the same scientific
configuration as the operational forecast system, which uses the Community Ice Code 5.1 (CICE5.1) sea ice
model; and a developmental version of the Global Coupled model version 5 (GC5) pre‐operational forecast
system, which utilizes the recently developed Sea Ice modeling Integrated Initiative (SI3) sea ice model—part of
the NEMOmodeling framework. Note a GC5 configuration is also planned to be the climate model configuration
used for CMIP7 (Blockley et al., 2024). This is the first study to evaluate short‐range NWP from a model system
that uses SI3, and one of the first to evaluate coupled NWP for the Arctic region using the Met Office's forecasting
system (see also Barrell, 2023). We investigate the model predictions of sea ice, the surface energy budget, and
the near‐surface atmosphere, evaluating against our novel low‐level aircraft observations and satellite‐based
analyses. We focus on the Fram Strait region of the European Arctic during peak melt conditions and during
the passage of an Arctic Cyclone. These represent very challenging conditions for coupled NWP.We demonstrate
the coupled NWP system has clear benefits: being able to accurately represent sea‐ice movement and thickness,
and the surface energy budget when the sea ice fraction is correct. However, we also demonstrate some significant
model deficiencies: the coupled initialization set up results in biased sea‐ice concentration, with the ensuing melt
rate enhanced by ice‐albedo feedback, which compromises regional sea‐ice predictions. Our study highlights
some recent progress in coupled NWP and explores some of the key remaining challenges.

2. Data and Methods
2.1. Met Office Unified Model

The Met Office's Unified Model is the atmospheric model used operationally for weather forecasting over
timescales from hours to seasons, globally and over limited areas, and is also the atmospheric component of the
UK climate models, for example, the Hadley Centre Global Environment Model 3 (HadGEM3) and the UK Earth
System Model 1 (UKESM1). It can be coupled to ocean and sea‐ice models, with the GC4 configuration (Xavier
et al., 2024a)—consisting of GA8/GL9 (for atmosphere/land), GO6 (for ocean; Storkey et al., 2018) and GSI8
(for sea ice; Ridley et al., 2018)—becoming operational in May 2022. For the atmospheric component we use a
horizontal resolution of N320 (40 km) and 70 vertical levels. Tests with a resolution of N1280 (10 km), the current
operational resolution, showed no substantial difference to the N320 simulations for our case study and are not
analyzed further here. The GA8/GL9 scientific configuration is very similar to previous versions of the atmo-
spheric model (seeWalters et al., 2019). The ocean model component is based on Nucleus for EuropeanModeling
of the Ocean 3.6 (NEMO3.6) (Madec & the NEMO team, 2017) and the sea ice model is CICE5.1 (Hunke
et al., 2015). The developmental GC5 configuration (Xavier et al., 2024b), planned as the next operational
configuration for weather forecasting and climate modeling (e.g., CMIP7), consists of GA8/GL9 and GOSI9
(Guiavarc'h et al., 2024; Blockley et al., 2024). The ocean model component is based on NEMO v4.0.4 (Madec &
the NEMO team, 2019) and the sea ice model component is the recently developed SI3 (Vancoppenolle
et al., 2023), with coupling to the atmosphere model described by Blockley et al. (2024). Here we use the same
model resolutions as the GC4 simulations. GC4 and GC5 use the Ocean Atmosphere Sea Ice Soil Model Coupling
Toolkit (OASIS3‐MCT) coupler (Craig et al., 2017) to exchange information between the ocean and atmosphere
model grids.

For both configurations, the simulations are initialized using restart files adapted from the same operational
forecast system, which used ocean and sea ice initial conditions from the Forecast Ocean Assimilation Model
(FOAM) (Blockley et al., 2014) and atmosphere initial conditions from the operational analysis. In terms of sea
ice, this includes assimilated sea‐ice concentration observations from the Ocean and Sea Ice Satellite Application
Facility 401‐b data set (OSI‐SAF‐401‐b) (see Section 2.4). Note, sea‐ice thickness is not routinely assimilated due
to a lack of available observations; instead, the ice thickness distribution across 5 subgrid thickness categories
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evolves following Thorndike et al. (1975). Likewise, melt‐pond fraction is not assimilated, with melt ponds
simulated using the topographic scheme developed by Flocco and Feltham (2007). These schemes are essentially
the same in the CICE5.1 and SI3 sea ice models, albeit coded differently. Assimilated ocean data include satellite
sea level anomaly, satellite and in situ sea surface temperature. In situ ocean observations include data from
drifting buoys, moored buoys, ships, Argo floats, marine mammals, CTD/XBT profiles and gliders (Barbosa
Aguiar et al., 2024). Although there are some profiles available under sea ice, they generally have little influence
in data assimilation; here sea surface temperature essentially holds at freezing temperature with excess heat used
to melt sea ice (or grow ice if colder than freezing temperature).

Sea‐ice albedo in GC4 and GC5 is determined by the Joint UK Land Environment Simulator (JULES) model
component (Best et al., 2011), through a process that incorporates the relative fractions of bare ice, snow and melt
ponds, as well as ice thickness, surface temperature, pond depth and refrozen pond lids, for direct and diffuse
bands of visible and near‐infrared shortwave radiation. However, the models differ in how the penetration of
incident shortwave radiation is treated. In GC4 no shortwave penetrates the sea‐ice surface; instead, the albedo is
adjusted using an adaptation of the Semtner (1976) scheme to approximate the effect of internal shortwave
scattering (Rae et al., 2015). In GC5 this scheme has been further modified to allow a portion of the shortwave
radiation to penetrate the surface, which is passed to the sea ice model via the coupler (Blockley et al., 2024).
Another improvement in SI3 is a time‐evolving salinity that is used in freshwater exchanges and thermodynamic
processes, in contrast to a single bulk salinity in the CICE5.1 code. Additionally, SI3 uses a parameterized
representation of the floe size distribution in calculating lateral melting, whilst CICE5.1 assumes a fixed floe size
of 200 m.

2.2. Arctic Summertime Cyclones Field Campaign

The Arctic Summertime Cyclones (ASC) field campaign took place in July–August 2022 out of Longyearbyen,
Svalbard, in concert with the RALI‐THINICE field campaign (see Rivière et al., 2024 for an overview). The core
objectives were to observe Arctic cyclones, their boundary‐layer and cloud structures, and their interactions with
tropopause polar vortices, and the sea‐ice surface during summertime conditions. A British Antarctic Survey
Twin Otter aircraft, equipped with the Meteorological Airborne Science INstrumentation (MASIN), was
deployed. The instruments pertinent to this study include a turbulence probe and high‐frequency humidity and
temperature sensors from which turbulent fluxes of momentum, heat and moisture are derived (after Petersen &
Renfrew, 2009; Elvidge et al., 2016). Pyranometers and pyrgeometers measured the downwelling and upwelling
shortwave and longwave radiation. An infrared thermometer observed surface brightness temperature and a video
camera recorded surface and cloud conditions. On two of the ASC flights (Flights 375 and 379) the high fre-
quency humidity instrument failed, so latent heat fluxes were calculated using the COARE 3.0 bulk flux algorithm
(Fairall et al., 2003). A more detailed description of the instrumentation is provided in Rivière et al. (2024), as
well as in King et al. (2008), Fiedler et al. (2010), and Renfrew, Pickart et al. (2019). To make use of field
observations to interrogate model simulations we define a study region that encompasses Fram Strait and the area
around the northeast of Greenland (specifically –40–40°E and 75–88°N; Figure 1).

Sea‐ice fraction is estimated via shortwave radiation measurements (i.e., the albedo) following Elvidge
et al. (2016). This method involves setting tie points for the no ice transition, between open water and sea ice, and
the all ice transition, between continuous ice and the appearance of some water. Previously this method has been
used for wintertime campaigns, when the albedo of sea ice is relatively constant (implying the tie points can be set
as constant values) and the surface temperature can be used as a separate measurement of surface type (Elvidge
et al., 2016, 2021). In the summertime, distinguishing sea ice, melt ponds and open water via shortwave radiation
and surface temperature data is much more challenging. The albedo of melt‐ponds and water can be similar (when
averaging over the pyranometer footprint) and at this time the surface temperatures are not dramatically different.

To accurately determine the surface type, we subjectively analyzed video footage of all relevant flights, recording
the fraction of sea ice and melt ponds every minute. Fractions were recorded to the nearest 5% and regularly
benchmarked by objective image color analysis. The video analysis was used to define appropriate tie points, so
that a sea‐ice fraction could then be derived from the 1 Hz shortwave radiation measurements. We estimate an
uncertainty in the sea‐ice fraction timeseries from±1 standard deviation of the observed albedo at 1 Hz, when the
sea‐ice fraction is >0.8. For reference, mean sea‐ice fraction estimates [with uncertainty] for the four flights used
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here are: Flight 375 = 0.88 [0.69 0.97], Flight 376 = 0.76 [0.61 0.90], Flight 379 = 0.75 [0.57 0.96], Flight
380 = 0.81 [0.68 0.93].

2.3. IceBird Summer 2022 Campaign

Conveniently, the Alfred Wegener Institute sea‐ice survey programme, named the IceBird Summer 2022
campaign, overlapped in time with the ASC campaign (Krumpen et al., 2022). The primary objective of this
regular survey programme is to make sea‐ice thickness and morphology measurements using an electromagnetic
sounding instrument (EM‐Bird) and a scanning laser altimeter flown onboard a research aircraft (see Krumpen
et al., 2025 for an overview of the programme). Four flights were carried out between 12 and 15 August 2022,
based out of Station Nord, Greenland, targeting the sea ice north of Greenland (Figure 1). During these flights,
four Compact Air‐Launched Ice Beacon (CALIB) buoys were deployed enabling the measurement of ice ve-
locities every hour.

2.4. Satellite Sea‐Ice Concentration Products

The European Organization for the Exploitation of Meteorological Satellites (EUMETSAT) Ocean and Sea Ice
Satellite Application Facility (OSI SAF) produce the OSI‐401‐b data set, hereafter referred to as OSISAF‐401
(EUMETSAT, 2005; Tonboe & Lavelle, 2016). It makes use of observations from the Special Sensor Micro-
wave Imager/Sounder (SSMIS) satellite instrument in the 19 and 37 GHz channels using the OSI SAF algorithm.
The product is available on a 10 km grid, however the footprint at these frequencies is in the order of 30–70 km,
and each observation node is scaled using a Gaussian weighting with a radius of influence of 75 km. This pro-
duces smooth gradients in sea‐ice concentration that are unable to capture leads or features <∼100 km in width,
which has been shown to influence atmosphere‐ice‐ocean interactions when used in a reanalysis product (Ren-
frew et al., 2021).

The Advanced Microwave Scanning Radiometer 2 (AMSR2) sea‐ice concentration analysis used here is pro-
duced by the University of Bremen using the ARTIST Sea Ice algorithm (Spreen et al., 2008). It uses the 89 GHz
channel, which provides a higher spatial resolution than the lower frequencies used for the OSISAF‐401 product
but is more sensitive to cloud liquid water and water vapor. The swath data is resampled onto a 6.25 km polar
stereographic grid to provide a daily gridded product.

Figure 1. Overview map of the European Arctic showing NE Greenland and Svalbard, along with the mean sea‐ice fraction
during the study period (shaded contours). Overlaid are low‐level aircraft science legs from MASIN (thick solid lines) and
IceBird (thick dashed lines), and the deployment locations of the CALIB buoys (stars). The thin dashed line shows the ASC
study region boundary and the thin dotted line shows the region displayed in Figure 5.
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Note, the terms sea‐ice concentration (0%–100%) and sea‐ice fraction (0–1) are often used interchangeably so we
use sea‐ice fraction hereon for consistency.

2.5. Case Study Period

During the field campaign four cyclones were observed, of which Cyclone 3 was the longest lived and most
intensively observed and thus forms the focus of our 15‐day case study period (11–25 August 2022). Cyclo-
genesis occurred on 15 August to the north‐east of Iceland (Figures 2a and 2b), after which Cyclone 3 developed
as a typical warm‐cored mid‐latitude cyclone and moved northwards over the Greenland Sea and then into Fram
Strait (Figures 2c and 2d). Cyclone 3's mean sea‐level‐pressure minimum was 990 hPa on the 18 August 2022.
After which it transitioned to a cold core axisymmetric vortex, as is typical of Arctic cyclones (Croad et al., 2023).
Following which, it continued northwards over the Arctic sea‐ice pack, before looping back toward the study
region (see Figure 4 in Rivière et al., 2024 for the cyclone track).

Figure 2. Synoptic overview during the passage of Cyclone 3 (labeled L) from GC5 forecasts on 15/08/2022 12Z (T+ 12 hr) and 19/08/2022 12Z (T+ 12 hr) with tracks
of Flights 375 and 376 (top) and Flights 379 and 380 (bottom) overlaid; panels (a, c) show sea‐ice fraction (shading), mean sea level pressure (contours) and 10‐m wind
(vectors); (b, d) wet bulb potential temperature at 850 hPa (shading) and geopotential height at 850 hPa (contours). All panels highlight the ASC study region marked by
the gray dashed line.

Journal of Advances in Modeling Earth Systems 10.1029/2025MS004945

BARRELL ET AL. 6 of 23

 19422466, 2025, 10, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2025M

S004945 by B
ritish A

ntarctic Survey, W
iley O

nline L
ibrary on [13/10/2025]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



Interactions with the sea‐ice surface were observed by two pairs of research flights (Table 1 and Figure 1). On the
15–16 August, Flights 375 and 376 to the north‐east of Greenland were in southerly tip jet flows—associated with
a northward barrier wind along the orography of eastern Greenland—ahead of Cyclone 3 which was located in the
Iceland and Greenland Seas at this time (Figures 2a and 2b). Then on the 19‐20 August, Flights 379 and 380 were
over theMIZ off the east coast of Greenland in northerly flows and the cold sector of Cyclone 3 which was located
north of Fram Strait at this time (Figures 2c and 2d). The science legs of all four flights took place in cloud free
conditions.

3. Sea Ice Verification
We first evaluate sea ice predictions for the entire Arctic and the ASC study region, then proceed with in depth
evaluation of other variables using the field observations. Sea‐ice extent (SIE) is calculated as the total area of grid
cells where the sea‐ice fraction ≥0.15. Sea‐ice area (SIA) is calculated as the sum of the products of sea‐ice
fraction and grid cell area in each grid cell. All calculations are performed by transforming the data onto the
model grid and using a common land mask that ignores any grid cells which do not contain data from all the
products.

Given the relatively large difference between AMSR2 and OSISAF‐401 SIE, at first glance Figure 3a shows
relatively good agreement between simulated Arctic SIE and the two satellite products, particularly for the first
few days. Despite the simulated sea‐ice loss being faster than observed, the predictions are much more realistic
than if the initial sea ice field was fixed throughout each forecast (typically referred to as sea‐ice persistence)
during this period of Arctic wide sea‐ice melt. However, limiting the analysis to just the ASC study region
(Figure 3b) highlights a substantial regional bias; the models simulate a significant loss of sea ice in Fram Strait,
which is not observed. We suggest that the observed SIE change is largely due to the passing Arctic cyclone (cf.
Figure 2). An increase in SIE from around the 12th to 16th August is due to southerly winds that buffer the rate of
ice loss through the southern part of Fram Strait, while ice accumulates to the north driven by the Transpolar Drift.
Followed by a decrease in SIE from 16 to 19th August, due to northerly winds as the cyclone moves to the
northeast and ice is exported through Fram Strait. An increase in SIE starts again from around 19–20th August,
when a southerly wind regime is re‐established. The model simulations fail to capture the regional evolution in
sea ice.

Evaluating Arctic SIA in Figure 3c suggests poorer model performance than for Arctic SIE. The simulated SIA
decreases rapidly and is out of the range of observations in all the forecasts. Note while the OSISAF‐401 SIE is
larger than AMSR2, its SIA is substantially smaller than AMSR2, implying the OSISAF‐401 has much more low‐
concentration sea ice. This is consistent with Renfrew et al. (2021) and Barrell (2023), who showed that,
compared to AMSR2, a smoother sea ice concentration gradient in OSISAF‐401 results in polynyas and the
marginal ice zone containing excess low concentration sea ice. As noted in Section 2.4, the OSISAF‐401 product
relies on a sensor with a larger footprint and a Gaussian smoothing step as part of its retrieval algorithm.

The simulated rapid decrease in SIA across the Arctic suggests a problem in the models' representation of melt
during this period, with this problem emphasized when focusing on the ASC study region (Figure 3d). The pattern
of SIA change is similar to that for SIE, as would be expected, with a similarly large bias in ice loss in the models.

Table 1
Key Information About the Four ASC Flights Used in This Study

Flight Date and time (UTC) Minutes at low level Flight comments

375 15/8/22 85 N and NW of Cap Nord over the MIZ in southerly tip jet flow; Cyclone 3 over the Iceland and
Greenland Seas15:33–18:41

376 16/8/22 85 N and NW of Cap Nord over the MIZ in southerly tip jet flow; Cyclone 3 over the Iceland and
Greenland Seas09:39–12:35

379 19/8/22 40 W of Longyearbyen over the MIZ in northerly flow; Cyclone 3 north of Fram Strait

07:05–12:05

380 20/8/22 40 WNW of Longyearbyen over the MIZ in northerly flow; Cyclone 3 north of Fram Strait

10:00–14:20
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SIE is more commonly used to measure sea‐ice coverage as it circumvents the uncertainty in estimating sea‐ice
fraction during summertime conditions, when melt ponds pose a particular challenge for satellite based passive
microwave sensors (Kern et al., 2016). Examining extent only, rather than both extent and area, disguises
problems in areas of lower ice concentration that are illustrated here. Comparing the two model simulations, it is
clear they are very similar for all the forecasts. For SIA, the GC5 simulations are only slightly better than the GC4
simulations.

To quantify the skill in the sea‐ice simulations we calculate the Integrated Ice Edge Error (IIEE) metric following
Goessling et al. (2016). The IIEE sums the symmetric difference between the areas enclosed by the forecast and
observed ice edge at each time step, that is, the combined area of overestimate and underestimate.We compute the
IIEE for the coupled simulations using an ice‐edge threshold of 0.15 and compare against a persistent sea ice field
(generated from the earliest output timestep of T+ 3 hr). Figure 4 shows IIEE against lead time for both the Arctic
and ASC study regions using both OSISAF‐401 and AMSR2 as truth. Across the Arctic, the IIEE grows at a
similar rate in the coupled simulations and persistence (Figures 4a and 4c); although the simulations are slightly
worse than persistence when using OSISAF‐401 as verification. For the ASC study region, the coupled simu-
lations are markedly worse than persistence, which is relatively consistent regardless of lead time (Figures 4b and
4d). During this period, an initial SIE overestimation in the East Siberian, Laptev and Kara Seas tends to remain
relatively constant over the forecasts, while sea ice retreats rapidly north of Svalbard, in Fram Strait, around the
Canadian Archipelago and in the Beaufort Sea (not shown). This pattern of sea‐ice retreat is similar regardless of
the wind pattern. These results show the European Arctic region to be particularly challenging for short‐term sea‐
ice prediction in summer.

We now investigate the spatial characteristics of the sea ice fields using our aircraft observations. Figure 5a shows
good agreement between the daily analysis field from AMSR2 and sea‐ice fraction observed during Flight 375. A
similarly good agreement is found when using Flight 376 observations (not shown). Figure 5b illustrates a lack of
detail in the sea‐ice fraction in the OSISAF‐401 product and consequently poorer agreement with the aircraft
observations. Figure 5c, from a GC5 simulation at T + 12 hr, shows the sea‐ice fraction is already substantially
reduced compared to the satellite products and compares poorly to the aircraft observations. The difference
between the GC5 simulations and AMSR2 at T + 12 hr (Figure 5d) shows a generally reduced sea‐ice fraction,
except over the large coastal polynyas north of Greenland which are not well represented by the relatively smooth

Figure 3. Timeseries of sea‐ice extent (top, a, b) and sea‐ice area (bottom, c, d) showing 10 GC5 and GC4 model simulations
and satellite‐based observations from AMSR2 and OSISAF‐401 (as used to initialize the model). The left column is for the
whole Arctic; the right column is for the ASC region.
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Figure 4. Sea‐ice area predictive skill against lead time over the 10 GC5 (blue solid line) and GC4 (orange solid line) model
simulations using the Integrated Ice Edge Error metric, with OSISAF 401 (top, a, b) and AMSR2 (bottom, c, d) as the
verification products. The left column is for the whole Arctic; the right column is for the ASC region. Note, in each panel the
results for persistent sea ice fields are very similar, thus the orange dashed line (GC4) sits underneath the blue dashed
line (GC5).

Figure 5. The top row shows sea‐ice fraction on native grids at 12 UTC on 15 August 2022 in: (a) AMSR2, (b) OSISAF‐401
and (c) SI3 at T + 12 hr with estimated sea‐ice fraction from Flight 375 overlaid. The bottom row shows differences between
the simulated sea‐ice fraction in SI3 and satellite products: (d) SI3 at T+ 12 hr—AMSR2, (e) SI3 at T+ 12 hr—OSISAF‐401,
and (f) SI3 at T + 84 hr—AMSR2.
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model fields. A similar pattern is seen for the difference between GC5 and OSISAF‐401, with a surprising amount
of ice loss seen over just 12 hr (Figure 5e); although the pattern is less extreme, as would be expected given the
model uses this product during initialization. Figure 5f shows the difference between GC5 and AMSR2 at the
same verification time but for an earlier initialization time (so at T + 84 hr). It illustrates a substantial loss of sea
ice in the simulation (consistent with Figures 3 and 4), yet still with poor representation of the coastal polynya.
Generally, the forecasts for this period have too little sea ice and the rate of ice loss is too rapid.

4. Sea Ice Model Diagnostics
We now investigate the causes of the discrepancies in the simulated sea ice by evaluating diagnostics from the SI3

component of the GC5 model. In Figure 6a, near the northwest coast of Greenland where MASIN Flights 375 and
376 took place, there is strong dynamic transport of ice out of this area acting to open the coastal polynya at
T + 12 hr. This corresponds with the strong southerly low‐level jet noted off Cap Nord at this time (cf. Figure 2).
Over the entire study region, the strong positive and negative dynamic ice mass tendencies roughly balance out.
At T + 108 hr, key parts of the spatial pattern of the dynamic forcing are reversed, in accordance with the
changing flow regime associated with the passage of the cyclone (Figure 6b). Now, in the specific region of
Flights 375 and 376 under the northerly wind regime, the dynamic forcing acts to transport the sea ice toward the
Greenland coast closing the coastal polynya.

In contrast, Figure 6c displays a more consistent thermodynamic ice loss, which is enhanced in the marginal ice
zone. Later in the forecast, at T + 108 hr, the magnitude of the thermodynamic ice mass change is reduced but
remains negative (Figure 6d). The primary components of the thermodynamic forcing are the net downward heat
flux at the ocean‐ice surface and the sensible heat flux at the ice base from relatively warm water (all heat fluxes
are positive downward); these are shown in the bottom 4 panels of Figure 6. At T + 12 hr the downwards at-
mospheric heat flux is entirely positive and is intensified at the ice edge, where the low ice fraction reflects less
shortwave radiation (Figure 6e). However, at T+ 108 hr a swath of upwards heat flux occurs over Fram Strait due
to cold‐air outbreak conditions and a small amount of snow falling in the simulation, which raises the albedo and
stops the surface melt (Figure 6f). The sensible heat flux at the ice base remains similar at the early and late
forecast time steps with an ice heat gain of around 50 W m− 2 or greater in the ASC study region (Figures 6g
and 6h).

Figure 7 shows the dynamic and thermodynamic contributions to ice mass change in SI3 along the track of the
MASIN flights (cf. Figure 1) with simulations initialized on the day of each flight. Thermodynamic ice loss
generally dominates, apart from times of increased dynamic ice loss around the location of the low‐level jet in the
middle of Flight 375 and over a region that was passed twice during the roughly reciprocal legs in Flight 380.
During Flights 375 and 376, off the northeast Greenland coast, the dynamic forcing compounds the thermody-
namic ice loss. Deeper investigation suggests that the nearby low‐level jet in the model may be more meridional
than observed, indicating an error in wind direction rather than magnitude (not shown), that is also seen in the
higher resolution (10 km) tests. Flights 379 and 380 find positive dynamic and negative thermodynamic ice‐mass
contributions, illustrating ice export through Fram Strait (under these flights) and continuous melting.

Thermodynamic ice loss is stronger when the sea‐ice fraction is between 0.2 and 0.6 and reduces when the sea‐ice
fraction is above 0.8 or approaches 0. The three largest contributors to thermodynamic ice mass change are also
shown: bottom melt dominates, while the contributions from top melt and lateral melt are very small. In other
words, thermodynamic ice loss is being driven by bottom melt from a relatively warm ocean. We have already
established that the model's sea‐ice fraction is generally biased low, we postulate that this bias is allowing
excessive solar heating of the ocean, which then melts the base of the sea ice, that is, the ice‐albedo effect is
accelerating sea‐ice loss. We shall investigate this further in Section 6, but first we complete our evaluation of the
model's sea ice in Section 5.

5. Sea‐Ice Thickness and Drift Speed
In Figure 8 the sea‐ice thickness measured along the four IceBird flights to the north of Greenland is compared
with that simulated by GC5, using forecasts initialized on the day of each flight. In general, the model sea ice
compares relatively well with the observations, although it is consistently biased too thin. The model biases are
− 1.4, − 0.5, − 1.0, and − 0.8 m for the flights on 12/13/14/15 August 2022 respectively. The model does not
successfully simulate the range of observed sea‐ice thickness and appears limited to a maximum thickness of
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around 2.5 m, while observed maximums were 4–5 m. Spatial investigation finds that the largest differences are in
the early parts of the IceBird flights on 12 and 15 August (not shown), when the aircraft was over the marginal ice
zone (cf. Figure 2). On these days the MIZ has thicker sea ice, possibly due to convergence and rafting, which
appears to be less well represented in the simulations. Given that the simulations were initialized 10–12 hr before
each flight, and no ice thickness data is assimilated, it is unlikely that substantial convergence would have
occurred in the model by these verification times. Note the results are essentially the same for GC4 (not shown).

Figure 6. Sea ice mass change tendencies from GC5‐SI3 due to dynamics in (a, b) and to thermodynamics in (c, d). The
thermodynamic tendencies due to net downward heat flux at the top surface of the ice and ocean are shown in (e, f); and the
sensible heat flux at the base of the ice in (g, h). The model is initialized at 00 UTC on 15 August 2022, and the left column is
for T + 12 hr, while the right column is for T + 108 hr. Dashed and solid black lines show 0.15 and 0.8 sea‐ice fraction
contours, respectively, while gray dashed lines show the boundary of the ASC study region.
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Sea‐ice velocities have been calculated from the hourly positional data from the CALIB buoys deployed during
the IceBird flights. A conservative uncertainty estimate has been calculated by applying ±10 m to the positions,
though the true positional accuracy is likely <3 m (Yastrebova et al., 2021). These observations enable an

Figure 7. Sea ice mass tendencies in SI3 interpolated spatially and temporally to the tracks of MASIN Flights 375, 376, 379, and 380 in (a–d), respectively, using
simulations initialized on the day of each flight as indicated. Lines show the model tendencies and shading shows model sea‐ice fraction—see Figure 1 for spatial
reference.

Figure 8. Box and whisker plot illustrating the sea‐ice thickness distribution measured during the IceBird summer 2022
campaign flights (using 1‐min means; gray boxes) and simulated by the SI3 component of GC5 forecasts initialized on the
day of each flight interpolated to each flight track (blue boxes); red lines show median values.
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evaluation of the sea‐ice speed along the track of the buoys. Figure 9 shows sea‐ice speeds from observations and
from the SI3 component of the GC5 simulations. GC5 appears to overestimate the drift speeds earlier in the
period, when the wind regime at the first two buoys was generally southerly, becoming more aligned with ob-
servations later on (Figures 9a and 9b). Later in the period, at the second two buoys, GC5 agrees well with the
observations during a southeasterly wind (Figures 9c and 9d). In general, the sea‐ice speed evaluation suggests the
dynamical processes are well simulated during this period.

6. Surface Energy Budget
So far, we have shown that the simulated sea‐ice fraction is biased low in the ASC region, and the largest overall
contribution to sea‐ice loss is melting at the ice base. Observations from the IceBird summer 2022 campaign
suggest that, despite some discrepancies, the sea ice is sufficiently well represented for an evaluation of the
surface energy budget (SEB). We examine GC5 simulations initialized on the day of each flight using the MASIN
observations with the aim of further investigating the veracity of the underlying physical processes simulated by
the model.

The net surface heat flux budget, F0, at the top surface of the ocean and ice can be written as:

F0 = − FCT = F↓SW – F↑SW + F↓LW – F↑LW + FSH + FLH,

F0 = − FCT = (1 − α)F↓SW + F↓LW – F↑LW + FSH + FLH,

where FCT is the conductive flux at the surface between the ocean/ice and the atmosphere F↓SW and F↑SW are the
downward and upward shortwave fluxes, F↓LW and F↑LW are the downward and upward longwave fluxes, FSH is
the downward atmospheric sensible heat flux, FLH is the downward latent heat flux and α = F↑SW/F↓SW is the
surface albedo. Note we do not have observations of the conductive heat flux, FCT. Here we use the atmospheric
fluxes observed during the ASC campaign to estimate the total heat flux absorbed at the ocean‐ice surface. The
surface albedo is calculated from the SW fluxes for both the model and the observations (allowing a direct

Figure 9. Sea‐ice drift speeds calculated from the CALIB buoys (black lines), with a conservative uncertainty estimate (gray
shading). Overlaid are simulated sea‐ice drift speeds along the track of each buoy from the SI3 component of GC5 (blue lines;
increasing darkness shows later initialization). Panels show speeds for buoy numbers: (a) 35, (b) 37, (c) 33 and (d) 39 (see
Figure 1 for locations).
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comparison). Note that the aircraft pyranometer footprint is on the order of 100 m (for the altitudes flown) and the
observations are time averaged into 150‐s runs (∼9 km).

Figure 10 provides an evaluation of the key SEB variables in GC5 during flights 375 and 376. Generally, the
model simulates the SEB relatively well, however there are some biases that relate to a frequent lack of sea ice in
the model. Even at short lead times, sea‐ice fraction is considerably lower than observed by the aircraft and in
AMSR2 (consistent with Figures 3 and 5). On all but one of the low‐level aircraft legs the model sea‐ice thickness
is <0.25 m, which is significantly lower than measured in the IceBird flights (Figure 8); unfortunately, there are
no thickness measurements from the MASIN flights. Melt‐pond fraction compares reasonably well on the two
most northerly legs of Flight 375, where model sea‐ice fraction is highest. Otherwise, it is lower than observed,
particularly during Flight 376, which was during the morning and, despite it being polar summer, many model
melt ponds develop a frozen lid overnight in the cooler temperatures which did not occur in reality. Despite the
discrepancies in melt‐pond fraction, the mean ocean‐ice surface temperatures are simulated well, although
slightly warmer in the model than observed during these flights. This is partly due to the larger fraction of ocean in
the model and is further evidence that too much heat is being absorbed by the ocean. Modeled air temperature is
often higher than observed in Flight 375, while the reverse is true in Flight 376. This is also likely to be due to the
timing of these flights—the model's diurnal variability may be exaggerated. Time series observations from the sea
ice would be required to investigate this further, so this is reserved for a future study.

During both flights, observed surface albedo is compared with both the grid box mean albedo (including open
water) and the albedo of the sea ice surface only (not including open water). The grid box mean albedo is sub-
stantially lower than observed, as expected given the much lower sea‐ice fraction. However, one would expect the
model sea‐ice albedo to roughly agree with the observed albedo when observed sea‐ice fraction is ∼1, but it does
not, it is also substantially lower. Further surface albedo evaluation is beyond this study but is planned. Simulated
and measured F↓SW agrees well, but F↑SW does not, as a result of the model consistently underestimating sea‐ice
fraction, leading to an overestimate in FSWnet. In contrast, the simulated and measured longwave radiative fluxes
agree very well. As noted earlier, these flights took place in cloudless conditions, so there is no additional
complexity due to clouds to consider.

In Flight 375 there is good agreement in the sensible and latent heat fluxes though notably during the third leg,
when the model sea‐ice fraction and melt‐pond fraction were highest, there is a positive bias in downwards
sensible heat flux, while observed sensible heat flux was ∼0Wm− 2. In Flight 376 the model turbulent heat fluxes
tend to be negative (upwards), associated with the upwards temperature gradient, while they were observed to be
around ∼0Wm− 2. In both flights the turbulent heat fluxes are relatively small corresponding to low wind speeds.
Overall, the total heat flux toward the surface was strongly positive (∼100 W m− 2) in the model, while it was
around 0Wm− 2 in the observations. This is a substantial difference. The primary reason for this bias is the lack of
sea ice leading to a F↑SW flux that is too low in magnitude.

Figure 10 also displays the SEB evaluation for Flights 379 and 380 over the MIZ to the east of Greenland over
Fram Strait (cf. Figure 1 for location). Generally, the results for these two flights corroborate those to the northeast
of Greenland. In brief, the model simulates too little sea ice, a lack of melt ponds, a good agreement in surface
temperature, a low air temperature, a low surface albedo associated with the FSWnet bias, close agreement in
longwave radiation, and high FSH in Flight 379 but otherwise close agreement in turbulent fluxes. The result is
again a consistent high bias in total downward heat flux, albeit generally smaller in magnitude than the earlier
flights as the FSWnet bias is smaller. Note, the results for GC4 (not shown) are very similar to those presented
for GC5.

The model surface energy budget results can be summarized by examining key variables for each flight as a
function of increasing forecast lead time. Figure 11a shows a consistent low bias in sea‐ice fraction across all 10
forecast periods, which grows with lead time. Reflecting the low sea‐ice fraction, the surface albedo is also biased
low on initialization, and this grows with lead time (Figure 11b). As a result, the total heat flux to the surface is
positively biased by around 100 W m− 2 at short lead times and the bias varies between 50–150 W m− 2 at longer
lead times (Figure 11c). For reference, observational uncertainty is on the order of 10Wm− 2 for the turbulent flux
measurements and 3% for the radiant fluxes (Fiedler et al., 2010). The bias in surface temperature was generally
near zero, apart from a small positive bias for Flight 376 (Figure 11d). Conversely, the model near‐surface air
temperature was generally too cold with biases varying substantially (Figure 11e). Considering the small biases in
surface temperature and turbulent heat fluxes, the errors in near‐surface air temperature are likely not related to
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local surface interactions but to advection. Surface wind stress bias is generally small, albeit growing with lead
time (Figure 11f).

Further details of the average model bias and RMSE across the four ASC flights is provided in Table 2. With
increasing lead time, there is generally a growth in bias and RMSE for sea‐ice fraction, melt‐pond fraction, albedo
and FLH. Total heat flux error is toward 100Wm− 2 and changes little with lead time. FSH bias hovers around zero.
Surface temperature was generally accurate, though bias improves with lead time as sea ice declines. This could
be expected as measured surface temperature was typically around 0°C over both ice and open water, which
makes error diagnosis difficult. Likewise, the fact that FSH and FLH were generally simulated well is likely linked
to their small magnitude due to low winds and temperature gradient. In contrast, near‐surface air temperature was
less accurate; the average error is smallest at the shortest lead times and more variable at longer lead times,
probably linked to the fidelity of the forecast cyclone. The simulated surface wind stress agrees well with flight
observations. Further understanding of the sources of error requires evaluation of the simulated atmospheric
boundary layer and of the passing cyclone. Evaluation of simulated mesoscale features, such as low‐level jets, is a
subject of ongoing investigation but outside the scope of this paper.

Figure 11. Summary of biases for selected SEB variables as a function of lead time evaluated using the four research flights
and for GC5 output (10 simulations). Panels show (a) sea‐ice fraction; (b) melt‐pond fraction; (c) surface albedo (ratio of
incoming and outgoing shortwave); and (d) total heat flux down.

Table 2
Summary of Bias and Root‐Mean‐Square‐Error (RMSE, in Brackets) With Lead Time for a Selection of Key SEB Variables, Evaluated for the Four ASC Research
Flights and Averaged

Bias
(RMSE) SIF MPF Albedo Total HFX (Wm− 2)

SHFX
(W m− 2)

LHFX
(W m− 2) Ta (°C) Ts (°C)

Wind‐stress
(N m− 2)

T+0 d − 0.27 (0.33) − 0.24 (0.28) − 0.35 (0.37) 95.15 (105.15) 4.81 (17.47) − 2.69 (5.25) − 0.62 (1.53) 0.14 (0.58) − 0.01 (0.07)

T+1 d − 0.44 (0.48) − 0.18 (0.30) − 0.43 (0.45) 98.93 (110.60) 2.34 (17.69) − 2.89 (6.23) − 1.58 (2.28) 0.08 (0.56) 0.00 (0.08)

T+2 d − 0.50 (0.54) − 0.28 (0.31) − 0.45 (0.47) 83.11 (100.21) − 1.82 (17.97) − 4.93 (6.73) − 1.56 (2.33) 0.09 (0.59) − 0.02 (0.08)

T+3 d − 0.53 (0.57) − 0.30 (0.32) − 0.46 (0.48) 94.66 (104.17) 1.88 (15.56) − 5.47 (7.42) − 1.00 (1.66) − 0.04 (0.54) − 0.02 (0.10)

T+4 d − 0.50 (0.54) − 0.30 (0.33) − 0.45 (0.47) 101.60 (110.43) − 1.30 (16.13) − 4.44 (7.06) − 0.99 (1.87) − 0.01 (0.62) − 0.06 (0.11)

Note. The number of data points (150‐s means or ∼9 km) for each flight are: 30, 33, 15, and 17 for flights 375, 376, 379, and 380 respectively (95 in total).
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It is worth remembering that the SEB evaluation in this section is based on four flights, so a relatively small
sample over a small area, and one where the model sea‐ice errors are largest. That said, our aircraft observations
allo a detailed assessment of the model's performance in this challenging region and pinpoint the biases in SEB
one may expect when sea‐ice representation is lacking fidelity.

7. Discussion
The most commonly used measure of sea‐ice coverage is the sea‐ice extent (SIE), as its insensitivity to con-
centration enables consistency across measurement platforms and over the seasonal cycle. However, this study
illustrates that evaluating sea ice by SIE alone provides an incomplete picture. For short‐term forecasting, and
particularly a regional focus, using sea‐ice area (SIA) is advantageous due to the dependence of physical pro-
cesses on sea‐ice fraction. Examining both provides a broad picture and retains the key spatial information on sea‐
ice fraction that is critical to ocean‐atmosphere exchange as illustrated by Notz (2014) for climate model eval-
uation. In our case study period, the bias in simulated SIA is much larger than that for SIE, and the distribution of
that bias points to where model deficiencies lie and what processes may be responsible. We find the primary issue
is the significant low bias in sea‐ice fraction on model initialization for both GC5 and GC4. The low bias leads to a
reduced surface albedo and too much heat flux into the ocean, which results in further basal sea‐ice melt; that is,
the ice‐albedo feedback mechanism amplifies the initial bias substantially, even over these 5‐day forecasts. This
highlights the importance of accurate initial conditions and the representation of physical processes that
contribute to feedbacks in models.

The sea‐ice initialization bias is partly due to overly smooth gradients in the OSISAF‐401 sea‐ice fraction product
and the lack of a representative ice edge, as shown by Renfrew et al. (2021); and a low concentration bias during
summertime melt conditions when there are melt ponds. The position of the ice edge on initialization was also
found to be a large source of error in coupled wintertime NWP simulations by Day et al. (2022). Melt ponds
increase the difficulty of measuring sea‐ice fraction, as it is difficult for passive microwave sensors to differentiate
between them and open water. This can result in satellites actually measuring the “sea‐ice surface fraction”—the
fraction of ice after subtracting both leads and melt ponds—instead of the sea‐ice fraction (which includes melt
ponds). This summertime satellite retrieval issue has been investigated in several recent studies. Kern et al. (2016)
examined the sensitivity of a range of sea‐ice fraction retrieval algorithms to melt‐pond fraction (using data where
the sea‐ice fraction fromMODIS was greater than 90%) and found that the version of the Bootstrap and the Bristol
algorithms used by OSI SAF were the most sensitive to melt ponds. For example, the Bootstrap algorithm
underestimated sea‐ice fraction by 14% (for 100% sea ice with 40% melt ponds). Zhao et al. (2021) found that
SSMI‐based sea‐ice fraction products using the OSI SAF retrieval algorithms during high melt‐pond fractions
underestimated ice concentration by 20%, with error particularly large in the marginal ice zone. Kern et al. (2020)
and Song and Minnett (2024) showed that while the OSI SAF algorithm underestimated sea‐ice fraction during
summer melt conditions (by 6%), the algorithm used to generate the AMSR2 data employed within this study
tended to overestimate sea‐ice fraction (by 1%). Kern et al. (2020) commented, “we do not know what the al-
gorithms actually measure in summer (actual sea‐ice concentration or net sea‐ice surface fraction), and
whichever they measure the accuracy is poor compared to winter conditions.” They go on to suggest that
measuring “net surface ice fraction” (not including ponded ice) would suit current passive microwave instruments
better, which could be combined with separate melt pond fraction data sets using visible‐to‐near‐infrared satellite
instruments to generate accurate summer sea ice fraction data. Reducing summertime bias in retrieval algorithms
could provide a substantial benefit to operational forecasting in the Arctic and should be a priority for the
community.

Clearly, these summertime sea‐ice retrieval challenges make the evaluation of numerical models very difficult. It
is a reason that many studies prefer to use sea‐ice extent rather than area; however, as we have demonstrated, only
examining extent could give a misleading impression of model skill. Our results suggest that substantial im-
provements in summertime sea‐ice simulation at NWP timescales could be achieved from a better utilisation of
available sea‐ice products at the data assimilation stage.

Observations from the IceBird campaign show that the simulated sea‐ice thickness in GC5 is reasonably accurate,
albeit biased by between − 0.5 and − 1.4 m. Simulations evaluated over a 50‐year period suggest that GC5
produces thicker sea ice than GC3.1, closer to the PIOMAS reanalysis, due to changes in sea‐ice dynamics that
result from different atmosphere‐ice drag schemes (Blockley et al., 2024). The 5‐day forecasts we evaluate here
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have the same atmosphere‐ice drag scheme (Renfrew, Elvidge et al., 2019). Note we find no practical differ-
ence in ice thickness change between GC5 and GC4, remembering that the initial sea‐ice fields are from the
same source. We found the largest model sea‐ice thickness errors to be in theMIZ near the Greenland coast, where
the IceBird measured thicker ice, likely due to convergence and rafting. However, the negative bias in the models
is likely due to the excessive ice melt in this region as discussed above.

The ice thickness distribution plays an important role in determining ice melt. In the topographic melt pond
scheme, melt ponds form preferentially on thin, level ice, reducing albedo and increasing melt rate. Thinner ice
also has less thermal inertia and allows more solar energy to pass through, warming the ocean quicker and leading
to more rapid melt. Given the smaller volume of the ice where ice is thinner, these processes quickly lead to open
water, which further increases energy absorption at the surface in a positive feedback process. In GC4 solar
radiation does not penetrate the sea ice, an adjustment to surface albedo is applied to represent internal scattering
based on Semtner (1976); this lack of penetrating radiation has been shown to result in high levels of melting at
the top ice surface (Keen et al., 2021; West & Blockley, 2024). Thus, for GC5, the Semtner scheme has been
modified to calculate the amount of penetrating solar radiation and pass this to the sea ice model (Blockley
et al., 2024). Below a thickness of 0.3 m, this formulation adjusts the surface albedo based on the ice thickness, to
take account of the internal scattering of shortwave radiation in the visible part of the spectrum; the remaining
shortwave radiation is then passed to the sea‐ice model via the coupler. For example, while bare ice >0.3 m thick
has a prescribed albedo of 0.78 (in the visible spectrum), if the ice thickness is reduced to 0.2 m or 0.1 m the
visible albedo is reduced to 0.71 or 0.52 respectively (calculated offline). This approximation was shown by
Semtner (1976) to produce a positive bias in ice thickness in winter and a negative bias in summer; West and
Blockley (2024) show that too much ice growth in winter and too much ice melt in summer is common in CMIP6
models. However, sensitivity experiments that effectively switch this Semtner scheme on and off in the most
recent SI3 configuration suggest that the impact is minimal owing to the relative scarcity of thin, bare ice in the
model, which is generally either covered by snow or pond. The amount of solar radiation penetration and heat
conduction through the ice to the ocean was small in our simulations in the location of our flights, however, they
are not always insignificant so should be a consideration in model development.

While we comment extensively on the substantial bias in model surface albedo, it must be remembered that we are
comparing the measured/modeled broadband shortwave radiation. We have not been able to go into detail about
the component radiation bands, or influence of surface characteristics (e.g., ice thickness, snow depth, melt‐pond
depth) as we don't have sufficiently detailed in situ observations. Nonetheless, the error we find in the surface
albedo must be due to some combination of the fractions and albedo parameters of bare ice, melt ponds, and snow.
Melt‐pond fraction was simulated reasonably well when the sea‐ice fraction was accurate; however, this was only
in a handful of data points; we have limited observations to analyze this issue in more detail. In any case, the lack
of shortwave radiation being reflected upwards due to low sea‐ice fraction is more critical in these simulations.
Further investigation, with more data over continuous sea ice, will be required to evaluate the parameterization of
sea‐ice albedo more robustly.

Our twoMASIN flights north of Greenland are situated at a hot spot for very rapid model sea ice loss giving us the
opportunity to interrogate model processes related to the sea ice mass budget. Strong melting from basal heat
fluxes is driven by the low sea‐ice fraction on initialization, leading to strong ocean heat uptake from insolation.
This thermodynamic change is compounded by the dynamic forcing due to strong winds as a cyclone moves past,
which drives ice northwards away from the flight areas. The simulated wind stress agrees well with observations,
and at two separate sites further north the sea‐ice speed also agrees well with buoy observations, implying that
dynamical processes are generally well simulated. This adds weight to our suggestion that thermodynamic
processes are the primary driver of model discrepancies. The two flights further south in Fram Strait corroborate
that thermodynamic processes are the primary source of error, as the dynamic ice mass tendencies are either
around neutral or positive at these locations, while ice is still lost too quickly.

We have demonstrated that the heat flux at the base of the sea ice is a critical term, and this is dependent on the
upper ocean temperature. Unfortunately, where sea ice is present there are usually no ocean temperature data
available for assimilation. So, it is plausible the mixed‐layer ocean is simply initialized too warm–we don't have
ocean observations to check for these cases. One issue that was identified in an earlier version of the Met Office
Coupled Model, GC2, is “initialization shock” and a sudden ice melt at the first few time steps caused by rela-
tively warm under‐ice ocean temperatures that result from differences in physics between the analysis system and
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the coupled model (Barrell, 2023; Johns et al., 2021). Improvements have been made to minimize initialization
shock in more recent GC versions; however, the intrinsic problem remains and we think the strong thermody-
namic ice melt in early forecast timesteps seen here suggests this warrants further attention.

It is well documented that Arctic cyclones can play a role in rapid ice loss events, such as the “Great Arctic
Cyclone of August 2012” (Simmonds &Rudeva, 2012; Zhang et al., 2013) and in ice loss more generally (Cavallo
et al., 2025; Finocchio et al., 2020). Our findings suggest that compounding thermodynamic and dynamic model
biases affected ice loss during the simulated cyclone case, particularly in the ice export region of Fram Strait.
Despite the rapid sea‐ice melt, many aspects of the Arctic cyclone are qualitatively simulated well, for example,
the rate of simulated sea‐ice loss reached near zero during the rebound in satellite‐measured sea‐ice area in the lee
of the cyclone (Figure 3). This retreat in sea ice poleward followed by an advance southward, driven by the
cyclone's winds, is in line with the cyclone composite findings of Clancy et al. (2022). In addition, there is good
agreement between simulated and observed sea‐ice drift speeds (Figure 9) and surface windstress (Figure 11f).
That said, the wind was generally weak during the broader case study period, apart from a low‐level mesoscale jet
northeast of Greenland. The limited measurements we have of this jet suggest it was not strong enough in the
simulations and at an incorrect angle, which may compound the errors in the sea ice distribution due to melting,
again this is a subject for future investigations.

More generally, our case study investigation provides a comprehensive analysis of a typical late summer Arctic
cyclone as described by Finocchio et al. (2020, 2022). In common with some of their findings, we find an
accelerated ice loss from the initial poleward warm‐air intrusion, reduced surface albedo due to previous melting,
sea ice divergence, and clear skies in the lee of the cyclone with strong shortwave insolation.We illustrate that this
combination of forcings and their associated feedbacks remains a challenge for models. In keeping with our
findings, Stern et al. (2020) found that their coupled NWP system (Navy‐ESPC) also demonstrated strong basal
sea‐ice melt in a simulation of the strong Arctic cyclone in 2012 due to turbulent entrainment of relatively warm
water at 15–35 m depth. It is clear that further investigations, likely using several modeling systems, should
consider the role and accuracy of ocean temperature, stratification, mixed layer depth, sub‐grid‐scale mixing,
salinity and ice base roughness in coupled NWP in the summertime Arctic.

Thinking more broadly, the examination of summertime Arctic cyclone events via detailed case studies using
coupled models could help explain summertime biases in sea ice simulation within climate models. Systematic
model biases causing sea ice melt that is too fast in the summertime reduces confidence in the predicted timings of
an ice‐free Arctic that are frequently discussed by the climate community. However, understanding systematic
model biases also provides an avenue for reducing the large uncertainty in predictions of an ice‐free Arctic as
discussed by Jahn et al. (2024) and others. Further work is needed to understand these biases in more detail and the
root causes of overestimated ice loss in climate simulations.

8. Conclusions
We have evaluated coupled NWP simulations made using the Met Office's GC4 and GC5 model configurations
by comparing with case study observations from northeast of Greenland and Fram Strait during summertime sea‐
ice melt conditions and under the influence of an Arctic cyclone. Our focus has been on determining the causes of
excessive sea‐ice retreat during these forecasts, compared to satellite products and our in situ aircraft
observations.

We highlight the limitations of using sea‐ice extent for model evaluation. Although this metric is commonly used,
during these summertime conditions it disguises biases in the sea‐ice fraction field that are critical for the rep-
resentation of atmosphere‐ice‐ocean exchange. We demonstrate that using sea‐ice area (or fraction) can be more
informative for short‐range and regional sea ice verification, particularly in summertime.

Following a comprehensive evaluation of the simulated sea ice and surface energy budget, we find that the main
source of forecast error is a substantial low bias in the model's sea‐ice fraction on initialization that becomes
exacerbated over time. We find that the sea‐ice drift speed is simulated well, and the sea‐ice thickness agrees
reasonably well with observations away from the ice edge, but poorly near the ice edge due to the rapid ice melt.
The OSISAF‐401 sea‐ice product i.e. assimilated suffers from reduced accuracy during melting conditions (e.g.,
Kern et al., 2020; Zhao et al., 2021) and near the ice edge (Renfrew et al., 2021). Here, a low sea‐ice fraction
triggers the ice‐albedo feedback mechanism, leading to substantial heat uptake in the upper ocean and rapid ice

Journal of Advances in Modeling Earth Systems 10.1029/2025MS004945

BARRELL ET AL. 19 of 23

 19422466, 2025, 10, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2025M

S004945 by B
ritish A

ntarctic Survey, W
iley O

nline L
ibrary on [13/10/2025]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



loss even over 5‐day forecasts. This has direct consequences for the prediction of surface‐layer meteorology and
fluxes. Such conditions present a significant challenge for operational forecasting in the Arctic, particularly
around the marginal ice zone where shipping and economic activities are increasing in summer as the sea ice
retreats. Our results suggest that improving sea‐ice data assimilation is a must for improving summertime Arctic
environmental prediction.

A key aspect of this study is that we evaluate sea‐ice melt during peak melt season, when feedback processes are
very active. A critical factor in the ice‐albedo feedback process is the rate of change of surface albedo (e.g.,
Winton, 2008), which is mostly dependent on sea‐ice fraction in summer. Our results demonstrate nonlinear
amplification of sea‐ice melt, due to the combined effects of the initial sea‐ice fraction bias and over‐active model
processes, which compromise predictability over just a few days. It is possible that the issues we describe here in
5‐day forecasts are linked to the common issue of accelerated summertime sea‐ice melt in climate models due to
the dependence on the same physical equations. West and Blockley (2024) showed that CMIP6 models tend to
overestimate summertime sea‐ice melt. We show corroborating results using versions of the CICE and SI3 sea ice
models that are used in similar form in many CMIP6 climate models. Addressing this possible model weakness is
underway.

Despite the problems noted, the implementation of the SI3 model in GC5 is successful in that it provides some
improvement in the simulation of sea ice in the Arctic basin and Fram Strait; including providing a skilful
representation of atmosphere‐ice‐ocean exchange where sea‐ice fraction is accurate. Continued model devel-
opment is in progress, including improvements in ocean and sea‐ice data assimilation (Mignac et al., 2024).
However, further work should seek to integrate more accurate sea‐ice fraction observations into the data
assimilation process, assess the simulation of the upper ocean and ocean‐ice heat exchange and carry out a
thorough review of the veracity of the ice surface albedo and melt‐pond schemes. To note we have ongoing work
assessing the sensitivity of sea‐ice melt to specific thermodynamic and dynamic processes, with the aim of
highlighting potential model improvements that should hone the representation of key processes in the coupled
atmosphere‐ice‐ocean system.
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