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Abstract Geomagnetically Induced Currents (GICs) in grounded, conducting infrastructure (e.g., power
networks) represent an important space weather hazard. GICs are driven by the changing magnetic field at the
Earth's surface. Due to a sparsity of GIC measurements, the rate of change of the horizontal geomagnetic field
(Hʹ) is often used as a proxy. We focus on one cause of large GICs: Sudden Commencements (SCs) caused by
an increase in solar wind dynamic pressure. Despite appearing homogeneous in 1‐min cadence magnetic field
data, a systematic variation has been observed in the correlation with the resulting GIC, depending on the
magnetic local time.We investigate two questions: (a) do the data capture SCmorphology, and (b) are some SCs
intrinsically linked to larger GICs? We find that 1‐min magnetic field measurements underestimate the
maximum Hʹ , with systematic local time variation. We introduce an analytical model that describes the key
components of an SC, the use of which strengthens the correlation between maximum Hʹ and GIC during SCs
( r2 = 0.93). We conduct synthetic experiments with our analytical SC model and the GIC and geoelectric field
models of Southern New Zealand and the United Kingdom, respectively. We find that the modeled GIC and
geoelectric field linearly scale with the “size” of the SC, and non‐linearly with the “speed” of the magnetic
change. Rotating the magnetic signature shifts the geoelectric field and GICs across the network. Forecasting
the model parameters would enable robust forecasting of SC‐related GICs.

Plain Language Summary Adverse space weather can induce anomalous extra currents in power
infrastructure, posing a risk to its safe operation and the provision of electricity to customers. These extra
currents are rarely measured directly. Instead we often rely upon a proxy measurement for monitoring and
forecasting, namely the changing ground magnetic field that ultimately causes the currents. While the currents
have been shown to correlate strongly with the proxy measurement, there have been observations of systematic
differences in the connection. We investigate these differences, showing that magnetic field measurements of a
typical time resolution (1 min) do not capture the properties of the changing magnetic field during a key type of
event. We create a simple model, showing that it well characterizes the magnetic field changes and their
relationship with the induced currents. We then test how different “types” of magnetic event correspond to the
currents, finding that the “rise time” of the event can change how effectively the magnetic change corresponds to
the induced current.

1. Introduction
A key space weather hazard is the generation of large, anomalous “Geomagnetically Induced Currents” (GICs) in
conducting infrastructure. Low resistance, high‐voltage power systems are particularly vulnerable to GICs.
Within a transformer such currents offset the hysteresis curve of the voltage cycle, which may lead to “hot‐spots”
that can damage the transformer. Further, saturation of the transformer core can distort the waveform, creating
additional harmonics that can cause mis‐operation and potentially trip safety measures (e.g., Boteler, 2003).
Accurate prediction of large GICs would enable an infrastructure operator to take actions to mitigate GIC impact,
potentially preventing damage and reducing associated societal costs by more than a factor of 10 (e.g., Oughton
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et al., 2019). Such a mitigation plans have been developed for New Zealand (Mac Manus et al., 2023), and were
deployed during the large geomagnetic storm in May 2024 (the “Gannon storm”, e.g., Grandin et al., 2024;
Hayakawa et al., 2025).

GICs are driven by the changing magnetic field at the surface of the Earth, in itself often caused by large, transient
ionospheric current systems (approximately 100 km overhead). For example, at high latitudes the auroral current
systems are critical, while at lower latitudes the equatorial electrojet is important. The link between the time‐
varying geomagnetic field and resulting GIC is complex, depending on the 3D conductivity of the solid Earth
and the resulting induced geoelectric field (e.g., Beggan, 2015; Cordell et al., 2021; Dimmock et al., 2019), as well
as the relative orientation and properties of the power network (e.g., Blake et al., 2018; Mac Manus et al., 2022).
Precise translation requires computationally expensive modeling as well as detailed maps of the subsurface
electrical conductivity over large regions, necessitating large‐scale, expensive surveys. However, the 1 min rate of
change of the horizontal magnetic field, H (i.e., Hʹ) has long been used as a proxy for the GIC (Viljanen
et al., 2001)—utilizing the assumption that larger rates of change of the geomagnetic field will be linked to larger
GIC, for which (approximately linear) relationships have been demonstrated (Mac Manus et al., 2017; Rodger
et al., 2017; Smith, Rodger, et al., 2022, 2024). This in turn has led to a large number of methods that attempt to
forecast Hʹ (e.g., Florczak et al., 2023; Keesee et al., 2020; Madsen et al., 2022; Pinto et al., 2022; Upendran
et al., 2022; Wintoft et al., 2015), or when Hʹ will exceed specific, high thresholds (e.g., Camporeale et al., 2020;
Coughlan et al., 2023; Pulkkinen et al., 2013; Smith, Forsyth, Rae, Garton, et al., 2021). The rate of change of the
magnetic field has also been used to statistically examine and estimate the magnitude of extreme events (e.g.,
Fogg, Jackman, et al., 2023; Rogers et al., 2020; Thomson et al., 2011; Wang et al., 2025). As such it is important
to understand the uncertainties involved in the relationships between the peak Hʹ and GIC.

Typically, Hʹ is calculated using readily available 1 min time resolution magnetic field data. The use of 60 s data
to calculate Hʹ naturally smooths the data such that it reflects the nature of the induction process (Clilverd
et al., 2020), however this sampling rate will preclude the inclusion of phenomena such as ULF (Ultra‐Low
Frequency) waves with periods smaller than 120 s (Hartinger et al., 2023; Heyns et al., 2021), which may be a
problem at lower latitudes: the frequency of such ULF waves is latitude dependent. Further, impulsive phe-
nomena that manifest as rapid changes may not be well characterized by the “low” resolution 60 s data: Sudden
Commencements, e.g., (e.g., Smith, Rodger, et al., 2022).

Sudden Commencements (SCs) occur when the Earth's magnetic field is impacted by a rapid increase in solar
wind ram pressure (e.g., an interplanetary shock). This causes a sharp change in the magnetic field, as measured
on the ground (Curto et al., 2007; Fiori et al., 2014). These rapid changes in the geomagnetic field can be related to
large GICs in power networks. For example, in 2001 a damaged transformer in New Zealand was later linked to an
SC (Marshall et al., 2012; Oliveira et al., 2018; Rodger et al., 2017), while two power system failures in Sweden in
2003 were also later attributed to SCs (Pulkkinen et al., 2005). Understanding the link between SCs and GICs is
therefore an important topic of study.

Over the last decade New Zealand has emerged as a serendipitous location for studying the link between surface
geomagnetic field and GIC due to a relative abundance of GIC observations with contemporaneous magnetic field
observations. First, Mac Manus et al. (2017) showed a very good average correlation between Hʹ and the GIC
recorded at transformers across New Zealand during geomagnetically active intervals. Rodger et al. (2017) then
demonstrated that a high correlation between Hʹ and GIC was observed during ∼25 of the largest peak GICs in
the 2010s, many of which were notably highlighted as being related to SCs. Analyzing one of the more “sensitive”
transformers Smith, Rodger, et al. (2022) then showed that this was true more broadly, examining over 300 SCs,
observing excellent correlations between the maximum Hʹ and GIC ( r2 > 0.85). However, while the correlations
were high the authors noted a systematic dependence of the relationship on factors such as the magnetic local time
of New Zealand when the SC occurred: SC that occurred when New Zealand was on the dayside of the Earth were
linked to 30% larger GICs on average. This was hypothesized to be a result of the sub‐minute resolution structure
of the SC magnetic signature, and in addition to any day/night differences in SC disturbance magnitude (e.g.,
Tanaka et al., 2020). This raises two critical questions: (a) does the typical 60 s data sufficiently capture the SCs
on the day/nightside of the planet, and (b) are some types of SC morphology inherently linked to larger GICs?

SCs represent a complex magnetic field signature on the ground, and a given solar wind structure (i.e., inter-
planetary shock) will generate a geomagnetic response that varies with both latitude and local time (e.g., Fiori
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et al., 2014; Fogg, Lester, et al., 2023; Smith, Forsyth, Rae, Rodger, & Freeman, 2021). The magnetic signature of
an SC can be decomposed into two key components: the “DL” and “DP” components (e.g., Araki, 1994; Lam &
Rodger, 2001; Piersanti et al., 2025). The DL component, which dominates at low latitudes, is caused by the
compression of the magnetopause and enhancement of the magnetopause current system. The DL component
typically resembles a step‐like change in the horizontal magnetic field, maximizing at noon local time and
decreasing towards midnight (e.g., Kokubun, 1983; Russell et al., 1992). Meanwhile the DP component, whose
impact maximizes at higher latitudes, is better described as a two‐pulse magnetic field change, caused by the
coupling of the magnetopause compression to shear Alfvén waves, resulting in the formation of “traveling
convection vortices” in the higher latitude ionosphere (Friis‐Christensen et al., 1988). Piersanti and
Villante (2016) developed a method to separate the two contributing factors that combine to create an SC, using
the magnetic signature recorded by spacecraft in geosynchronous orbit—allowing the estimation of the isolated
compressional DL component. Once the estimated DL component is subtracted it allowed the estimation of the
ionospheric current flow patterns, with results found to be mostly consistent with theoretical expectations (i.e.,
Araki, 1994).

In this study, we examine how properties of the high resolution magnetic field signature of an SC impact the GIC
or geoelectric field that will be observed, investigating precisely what makes an SC generate a larger than ex-
pected GIC, given the “size” of the magnetic signature as recorded with 1‐min resolution data. We first introduce
a general analytical model for SCs, demonstrating that this permits a superior estimation of the GIC that will be
observed. We then statistically examine properties of the model SC and how they link to GIC, performing
synthetic tests using the analytical magnetic field model and detailed 3D models (Hübert et al., 2025; Pratscher
et al., 2024). We then discuss our results in the context of local time, geology and the implications for space
weather forecasting.

2. Data
In this study we primarily compare magnetic field and GIC data from New Zealand. We use magnetic field data
from the Eyrewell (EYR) magnetometer station, located near Christchurch, New Zealand. We compare and
contrast data recorded with 1 min and 1 s cadence (GNSScience, 2022). We principally work with the rate of

change of the horizontal magnetic field (Hʹ), where the horizontal field is defined as H =
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
X2 + Y2

√
(X and Y

being the North and East components of the horizontal magnetic field respectively). Further, we normalize the
data such that the units are nT min− 1 for both the 1 min and 1 s cadence data.

Between 2021 and 2022 a large‐scale magnetotelluric (MT) survey was performed in Southern New Zealand
(Ingham et al., 2023). In total, 62 sites across Otago and Southland were surveyed, separated by approximately
25 km (see Figure 1 of Pratscher et al. (2024)). Each survey sampled electric and magnetic field at a cadence of 1 s,
allowing the estimation of impedance tensors across a wide frequency range. These impedance tensors permit the
accurate estimation of geoelectric fields (and GIC), and have been shown to outperform more typical thin‐sheet
modeling particularly during SCs (Pratscher et al., 2024). For details of the modeling process (e.g., from time
varying magnetic field to GIC) and magnetotelluric measurements, the interested reader is directed to Pratscher
et al. (2024). Importantly for our study, we assume no spatial variation of the magnetic field across the model
domain, and where the model is driven by magnetometer data we use that available from the EYR observatory (at
a distance of several hundred km).

The magnetic field data are complemented by GIC observations from Transformer T2 at the South Dunedin
(SDN) substation. This transformer was selected for several reasons. First, it is located within the spatial region
covered by the recent high resolution magnetotelluric survey (Ingham et al., 2023). Second, it has been shown to
be sensitive to SC events in the past, that is, shows a relatively strong, clear GIC response to SCs (Mac Manus
et al., 2017; Smith, Rodger, et al., 2024). Third, it has been monitored for a sufficient length of time to permit this
study. We use the GIC data at SDN T2 both to explore relationships between Hʹ and GIC, and to validate our
modeling and synthetic experiments. A detailed description of the method by which the GIC data are derived can
be found inMacManus et al. (2017), while Clilverd et al. (2020) describe how the data are recorded: if the data are
dynamic (i.e., changing by more than 0.2A) then the data are recorded at a cadence of 4 s, with a slower cadence at
other intervals.
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We investigate 20 SCs from between 2011 and 2016, listed in the table within Appendix A. These 20 events were
selected from the much larger list employed by Smith, Rodger, et al. (2024), which comprised 232 SCs between
2001 and 2020. This list was originally derived through use of the ShockSpotter method using SOHO data from
L1 (https://space.umd.edu/pm/), before being limited to those for which a corresponding ground signature was
present at EYR in New Zealand. The limited subset of 20 SCs was then selected based on several considerations.
First, these events show clear, well defined magnetic field signatures at EYRwithin whichDL andDP components
could be estimated, whilst covering the full range of magnetic local times. Second, these events occurred during a
period within which high resolution (1 s) magnetic field data are available from the EYR observatory, and for
which GIC data were routinely recorded in South Dunedin.

The focus on New Zealand is complemented by a comparison to the United Kingdom, at a similar geomagnetic
latitude. In the UK 14MT sites were sampled between 1990 and 2020, predominantly in Southern Scotland, along
with the three permanent observatories. These were later extended by a campaign between 2020 and 2024 which
added an additional 53 locations to cover most of the UK (including Shetland) (Huebert et al., 2024).

Figure 1. Magnetic field and GIC observations for several minutes during six example SCs (a, b, c, d, e, f). The magnetic field
observations at 1 s cadence are taken from EYR (upper panels, i), while the GIC measurements are from SDN T2 (lower
panels, ii, in gray). We also show the predicted GIC obtained from using the magnetic field observations at EYR and the MT
modeling in red (e.g., Pratscher et al., 2024) for three test events (a, d and f). The center panel illustrates a polar view of the
Earth, with the magnetic local time of the observation given by the location of the corresponding red dot on the “Earth”, while
the distance from the center is the same for all points.
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3. Results
First, we examine whether the 60 s data is adequately capturing the magnetic signature of the SC, and whether this
could depend on magnetic local time—contributing to the previously reported results (Smith, Rodger, et al., 2022,
2024).

3.1. Example Sudden Commencements

Figure 1 shows six example SCs to illustrate the range of magnetic field observations made during an SC, along
with the corresponding GIC measurements made at SDN T2. For each event an arbitrary baseline (H0) has been
subtracted to make the magnitude of each event more comparable. The 6 SCs are arranged by magnetic local time
(MLT), with noon to the top of the figure, the red dots then connect and identify the MLT on a schematic of the
Earth in the center. From inspection of the 6 SCs we can see the complex interplay between the step‐like “DL”
component and twin pulse “DP”, and further that these vary event‐to‐event. The interested reader is also directed
to Piersanti et al. (2025), who detail how the morphology of a single SC changes with MLT and latitude, using
multiple magnetometer stations across the globe.

Broadly, we see that events Figures 1a–1c show strong, almost sinusoidal DP contributions, with a leading
negative impulse, as suggested by Araki (1994) in the afternoon sector. By eye, Figure 1d has a less clear DP
contribution, but this could be an example where the DL contribution dominates. On the nightside, we see that the
SCs in Figures 1e and 1f show little to no evidence of significant DP components, as expected (Moretto
et al., 2002).

Regarding the step‐like DL component we see that on the dayside (e.g., Figures 1a and 1b) the step occurs
relatively rapidly, taking around 1 min at most. In contrast on the nightside (e.g., Figures 1e and 1f) the change is
more gradual, taking two or 3 min to reach its peak. Some of this apparent behavior may be due to the considerable
DP component on the dayside, but without disentangling these contributions it is not possible to definitively
ascribe the behavior, e.g., Figure 1c. Such disentanglement can typically be achieved through the use of empirical
magnetic field models and geosynchronous magnetic field observations (e.g., Piersanti & Villante, 2016), or
global numerical models that can distinguish the magnetospheric and assorted ionospheric contributions (e.g.,
Fujita & Tanaka, 2022; Kikuchi et al., 2022; Tanaka et al., 2020).

The observed GIC at SDN T2 (dark gray in lower panels of Figure 1) can be seen to effectively mirror the
magnetic field changes observed at EYR, with both the DL and DP components contributing to the GIC (e.g.,
Figure 1c). More detailed comparisons will be performed below. In Figure 1 we also show the results of modeling
the GIC at SDN T2 during three test SCs, using the magnetic field at EYR as input and the MT impedances from
Pratscher et al. (2024) in red. As reported by Pratscher et al. (2024), we find an excellent correspondence between
the modeled and observed GIC. Small differences in this comparison could be a result of the spatial offset between
the magnetometer observations at EYR (midway up the South Island) and region of interest (lower South Island).

3.2. Correlation Between Maximum H′ and GIC

In New Zealand the rate of change of the horizontal magnetic field (Hʹ) has been found to correlate well with the
observed GIC during active periods (Mac Manus et al., 2017), during the largest GIC peaks (Rodger et al., 2017),
and specifically during SCs (Smith, Rodger, et al., 2022, 2024). Figure 2 shows the correlation between the peak
GIC recorded at SDN T2 and the contemporaneous peak Hʹ at EYR recorded in (a) 1 min and (b) 1 s resolution
data. Though with only 30% of the events of the wider statistical study performed by Smith, Rodger, et al. (2024),
both the gradient of the correlation and r2 values are consistent with the previous analysis at 1 min resolution
(Figure 2a).

If we move from 1 min to 1 s resolution data (i.e., from Figures 2a and 2b), attempting to capture the sub‐minute
features displayed in Figure 1, we find that the correlation ( r2) weakens, dropping from 0.85 to 0.65. The gradient
of the correlation also reduces: the 1 min data underestimates the maximum Hʹ during the SC (from the
perspective of the 1 s data). Rodger et al. (2017) showed a similar but more dramatic deterioration in correlation
moving from 1 min to 1 s data, albeit with a sample selected through large Hʹ , only some of which were related to
SCs. This was inferred to be due to the impact of high frequency noise in the 1 s cadence data and the fact that 1 s
variation will not induce a geomagnetic field at depth.
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To explore the impact of moving to a higher time resolution, Figure 3 shows two example SCs at both data
resolutions. Both events show SCs with a clear DP (“twin‐impulse”) component, while the step‐like DL
component is clearly stronger in the SC that occurred in March 2015 (Figure 3a, left panels). The contempora-
neous GICs recorded at SDN T2 clearly show evidence of the higher time resolution features, that is, those
missing from the 60 s data. Nonetheless, it is broadly true that a larger maximum rate of change is recorded for the
March SC (left) than the June SC (right), and the corresponding maximum GICs follow the same pattern.

In Figure 3ai we see that while the 60 s data appears to capture the broad step of the SC, it underestimates the rate
of change by a factor of four (Figure 3aii). Hʹ is certainly highly variable in Figure 3aii, but the largest change
during the SC is consistent, and not an artifact. Meanwhile in the June SC (Figure 3bii), we see that the strong DP
signature, and resulting “double hump” in Hʹ , is not captured at all with the lower time resolution (60 s) data—
leading to an underestimate of Hʹ of around a factor of five. The 60 s data is clearly not capturing key structures of
the SC magnetic signature. The underestimation of Hʹ in the 60 s data by factors of four or five is consistent with
the statistical results shown in Figure 2.

While the maximum Hʹ may be a good proxy for the maximum GIC during SCs (r2 = 0.85, with our 1 min
sample), the rate of change (Hʹ) implicitly applies a bandpass filter on the data which limits the frequency content
it can capture (and depends on the resolution of the data). Alternative proxies do exist, e.g., proxies of the
geoelectric field (e.g., Marshall et al., 2010; Piersanti et al., 2019), such proxies often involve filtering and
processing in the Fourier domain, and some require knowledge of the electrical conductivity of the subsurface
(i.e., Piersanti et al., 2019). The focus in this study is on Hʹ as it represents the most common proxy for GICs,
however in Appendix B we compare the application of the GIC Indices tested by Marshall et al. (2011). This
method is chosen as these indices do not require additional information as to the subsurface conductivity and as
such are universally applicable, however we note that this will be a source of uncertainty in the proxy. These GIC
indices are shown to provide good proxies for the GIC at SDN T2, comparable to Hʹ in this case (r2 = 0.87).

3.3. Analytical SC Model

While the 1 s data captures the essential, sub‐minute features of the magnetic signature of the SCs it is likely that
the inherent noise in the data precludes its reduction to a simplistic metric (i.e., maximum Hʹ). A simple choice to
overcome this would be to low‐pass filter the time series data to a lower effective resolution, 10 s for example,

Figure 2. The correlation between the maximum Hʹ at EYR and the peak GIC recorded at SDN T2. We show this for the
(a) 60 s cadence and (b) 1 s cadence magnetic field measurements. The black dashed best fit lines are linear fits obtained from
orthogonal distance regression, constrained to have an intercept of zero.
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(c.f., Bower et al., 2024). However, we can instead turn to the physics of the magnetic signature and create a
simple analytical model, enabling us to then probe the coupling of the magnetic signature to the solid Earth and
resulting GIC. This model replicates the two key contributors to the magnetic signature of the SC, namely the DL
and DP components:

DL(t) = ADL tanh(ω(t − t0)) + ADL (1)

DP(t) = ADP cos(
2π(t − t1)

τ
+ ϕ) exp (

− (t − t1)2

σ2 ) (2)

where ADL, ω, t0, ADP, t1, τ, and ϕ represent free parameters to be determined. We set σ to τ/π to preserve a two‐
impulse structure. Equations 1 and 2 give the SC perturbation of the horizontal magnetic field. However, these
functional forms are fit to the BX (North) and BY (East) components of the magnetic field, and so we introduce two
additional parameters θDL and θDP to deconvolve the horizontal magnetic field into its components.

Figure 3. Five minute intervals around two example SCs (a and b, left and right respectively). The top two panels show
magnetic field data recorded at EYR at 1 min resolution (blue) and 1 s resolution (red). The top panel (i) shows the
background subtracted horizontal component of the magnetic field, while the middle panel (ii) shows the absolute rate of
change of the horizontal magnetic field (first difference) derived from panel (i). The third panel (iii) shows the GIC measured
at SDN T2 for the same interval.
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For the DL component, the critical parameters are ADL and ω, which correspond to the “size” and “speed” of the
step‐like magnetic field change. The DL signature is largely a result of the increasing Chapman‐Ferraro
magnetopause current system. Meanwhile, for the DP component which describes the impact of transient
ionospheric current systems, the ADP, τ and ϕ parameters are key. These represent the “size” of the DP signature,
the temporal width of the two‐pulse signature, and the relative size of each pulse (the preliminary and main
impulses: Araki (1994)).

This model has a total of nine free parameters, representing a challenge to converge to a global, physics‐informed
minimum. In this study we use the emcee Python fitting package (Foreman‐Mackey et al., 2012), which has
heritage in the field (e.g., Fogg, Jackman, et al., 2023; Smith et al., 2018). We also note that the fit must be
manually initiated at a good starting point, or the high dimensional model can converge to an unlikely or
nonphysical fits. This is a downside of this method when compared to those such as that employed by Piersanti
and Villante (2016), which use observations in geosynchronous orbit to estimate the DL component directly.
However, the benefit is that no other models (e.g., empirical magnetic field models) or data (e.g., from
geosynchronous satellites) are required.

Figure 4 shows two examples of analytical model fits, to the same SCs shown in Figure 3. The top panels show the
fit to the H component of the magnetic field, while the middle shows the resulting fits to the rate of change of the
horizontal field (Hʹ). The bottom panels show the resulting GIC recorded at SDN T2 for context and ensuring the
format is familiar from Figure 3. The DL and DP components from Equations 1 and 2 are shown in orange and
green respectively, while the total model fit is in blue. For both of the events in Figure 4 we can see that the model
captures the key morphological features in both H and Hʹ , despite not being directly fit to either time series.

3.4. Reanalysis of Maximum H′ and GIC

The first result enabled by the model fitting above is the reanalysis of the correlation between maximum Hʹ and
GIC during the events. Figures 5a and 5b repeat the previous results of Figure 2, this time with a color bar
indicating the magnetic local time (MLT) of New Zealand during the SC. The color of the points in Figure 5a
shows no clear ordering (i.e., above and below the line of best fit), suggesting that the correlation between the
maximum observed Hʹ (evaluated at 60 s time resolution) and GIC measured at SDN T2 shows little or no
dependence onMLT, in contrast to other locations in New Zealand (e.g., Smith, Rodger, et al., 2024). This may be
a result of the local geology or geometry of the power network.

As above, when moving to 1 s data we see a weakening of the correlation between the maximum observed Hʹ and
measured GIC (Figure 5b). On further inspection of Figure 5b we can start to see a pattern, where those SCs that
occurred when New Zealand was closer to local noon (i.e., colored blue) seem to more often have a larger estimate
for the maximum Hʹ , that is, are often located below the line of best fit. This may indicate a greater contribution
from high frequency, sub minute noise at “daytime” local times, though with a very small sample size.

When wemove to the correlation from the model‐derived maximumHʹ (Figure 5c, e.g., the maximumHʹ derived
from Figures 4a and 4bii) we see that the correlation ( r2) has increased markedly, compared to both the 1 s and
60 s cadence derived quantities (Figures 5a and 5b). However, we still see a remnant pattern where dayside (blue)
SCs require larger Hʹ for a given GIC to be observed, that is, the dayside SCs are located below the line of best fit.

Investigating the impact of MLT on the changing correlation, Figure 5d shows the difference in maximum Hʹ
between that obtained using the analytical model and the 1 s and 60 s data (dots and crosses, respectively). In this
figure, the data derived maximum Hʹ are divided by that produced with the model, therefore the horizontal dashed
line indicates equality: deviations from this show where the high (e.g., 1 s) and low (e.g., 1 min) resolution data
estimations differ from that obtained with the analytical model. While for some SCs the estimates only differ by
∼10%, for some the estimates of Hʹ are different by a factor of 10. Albeit with a small sample size, the 1 s data‐
derived maximum Hʹ seem to be most different at local noon, while the estimates derived from the 60 s data are
most likely to underestimate the rate of change of the magnetic field moving from noon around to dusk.
Importantly for previous studies, it seems consistent that the 60 s data may give lower estimates for the maximum
Hʹ , and this effect is most pronounced on the dayside. Assuming an idealized perfect correlation between the
maximum Hʹ and GIC, this effect may explain the apparent ability for dayside SCs to generate disproportionately
large GICs for their given Hʹ (c.f. Smith, Forsyth, et al., 2022; Smith, Rodger, et al., 2024).
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3.5. Testing Model Parameters

As highlighted above in Figure 5c, after “controlling” for data resolution at SDN T2 there is a tendency for SCs
that occur when New Zealand is on the dayside to be linked to smaller GICs, for a given Hʹ (i.e., the blue points
are mostly below the line of best fit). Each parameter of the SC model will be driven by some combination of the
properties of the incident interplanetary shock (e.g., Oliveira, 2023), the location of the observation both in MLT
andMLat, and the local geological properties (Tanskanen et al., 2001). In this case, we assume that a fundamental
component of the SC magnetic signature depends on MLT, and that is leading to the difference observed. The
analytical model allows us to examine the properties of each SC, with the parameters described in Section 3.3.
Figure 6 shows the relationship between the maximum Hʹ (inferred from the analytical model fit) and the
maximum GIC recorded at SDN T2, as in Figure 5c, with the color in each panel indicating one of the key model
parameters.

We would expect that the size of the maximum Hʹ will scale with several of the parameters tested in Figure 6, e.g.
the amplitude of the DL component (ADL), given the form of Equation 1. For this reason, we are most interested in

Figure 4. The two example SCs from Figures 3a and 3b, in panels a and b. The top panel (i) shows the background subtracted
horizontal magnetic field (H), while the middle panel (ii) shows the rate of change of the horizontal magnetic field (Hʹ). The
red and gray represent the two different resolutions of magnetic field data (1 s and 60 s, respectively) while the orange and green
represent the two components of the analytical model (DL and DP, respectively). The blue shows the final total analytical model
fit. The lower panel (ii) shows the GIC recorded at SDN T2.
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parameters that appear to vary from top left to bottom right (i.e., give a larger/smaller GIC for a fixed maximum
Hʹ), rather than parameters that vary from bottom left to top right (e.g., where both maximum Hʹ and GIC are
increasing). We also highlight that within Figure 6 the four largest events (by maximum Hʹ) that lie beneath the
line of best fit (black dashed line) occurred on the dayside (e.g., Figure 5). With these two considerations, we note
that ω (Figure 6c) and ADP (along with AMax

DP ) (Figure 6e) perhaps show larger values in events below the line of
best fit. Therefore it is possible that SCs linked to faster rise times (larger ω) or with stronger contributions from
the DP component (i.e., larger ADP) are preferentially linked to smaller GIC for a given Hʹ , though with a small
sample size. The trends in other parameters are less clear, though τ (i.e., pseudo‐period of the DL perturbation)
may also show an interesting trend with shorter effective periods leading to smaller relative GICs.

4. Synthetic Model Tests
Figure 6 may suggest why some SCs may show preferential “coupling” to the GIC recorded at some locations:
namely, several parameters of the analytical model appear to be systematically linked to smaller relative GIC at a
fixed maximum Hʹ . We now exploit the power of the analytical model to run a series of synthetic experiments. As
our baseline SC we use an event that occurred on 22 June 2015, at around 18:30 UT (around 12 hr after the event
on the right of Figures 3 and 4). This event was selected as it showed clear DL and DP contributions and was very
well described by the analytical model ( r2 = 0.97).

Figure 5. A detailed reanalysis of the correlation between the maximum Hʹ and GIC during the 20 SCs. The correlation is
shown for Hʹ derived from 60 s cadence magnetic field data (a), 1 s cadence data (b), and the maximum Hʹ extracted from
the fitted analytical model (c). The final panel (d) shows the ratio of maximumHʹ extracted from the 60 s (crosses) and 1 s (dots)
data compared to the analytical model. The color here indicates the longitudinal distance from local noon, measured in hours.
Blue indicates the event occurred when New Zealand was on the “dayside” while red indicates that New Zealand was on the
“nightside.”
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4.1. Synthetic Model Results at SDN T2

To start, we begin by considering solely the SDN T2 transformer, as above. Figure 7 shows three tests, targeting
three different parameters of the analytical model. First, we select ADL (Figure 7a) as it is of interest to see what
would happen if the size of the magnetic signature is increased, and in particular how this corresponds to the
observed GIC. Further, the size of the step‐change in DL has been suggested to be directly related the square root
of the change in dynamic pressure observed during the interplanetary shock (e.g., Araki et al., 1993; Russell
et al., 1994; Shinbori et al., 2009; Siscoe et al., 1968; Su & Konradi, 1975). Second, ω (Figure 7b) was selected as
it was highlighted above as a parameter that may vary with MLT and could explain the tendency in Figure 5 for
dayside SCs to generate smaller relative GICs (for a given maximum Hʹ). Third, we test θDL (Figure 7c),
effectively rotating the DL component of the SC from BX through to BY as this strongly changes the magnetic field
signature in two‐dimensions but retains a similar H perturbation. This would alter the way in which the magnetic

Figure 6. Examining the variation of several analytical model parameters with MLT. Each panel displays the relationship between the maximum Hʹ (derived from the
analytical model fit) and the maximum GIC observed at SDN T2. The color scale for each panel then illustrates the value of several key parameters of the analytical
model: (a) ADL, (b) ω, (c) θDL, (d) ADP, (e) AMax

DP , (f) AMin
DP , (g) τ, and (h) θDP. The black dashed line indicates the line of best fit (determined through Orthogonal Distance

Regression, ODR).
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change interacts with the geology and power network. We note that we focus on parameters of the DL component
of the SC signature as it is found to be clear for all events, in contrast to the DP component which is mostly present
in limited MLT sectors.

The GIC reported in Figure 7 was modeled using the magnetotelluric survey of Ingham et al. (2023), consisting of
62 sites covering the South of the South Island of New Zealand, and a detailed model of the power network, as in
Pratscher et al. (2024). The magnetic input to this model are shown in the top two rows of Figure 7 (BX and BY ),
and we note that we assume no spatial variation in the magnetic signature across the model domain. Within
Figure 1 we showed that we can accurately replicate the GIC within this region, solely relying on the magnetic
field data recorded at EYR, several hundred kilometers North of the model domain, therefore this is not an
unreasonable assumption.

Figure 7. Three synthetic model tests for the parameters ADL (left, a),ω (center, b), and θDL (right, c). Each row shows a different, linked facet of the model test: BX (i), BY
(ii), H (iii), Hʹ (iv), and the modeled GIC at SDN T2 (v). The orange indicates the original analytical model fit to an SC on 22 June 2015 (∼18:30 UT). The green
indicates a synthetic test where the respective parameter (given by the column) is increased in value, while the blue indicates a test where the parameter has been reduced.
The GIC in SDN T2 has been calculated using the MT impedances, similar to Pratscher et al. (2024).
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For the ADL test (Figure 7a), we see the three (semi‐arbitrarily chosen) values of ADL: 10, 34.5 and 55 in blue,
orange and green respectively. In the top two panels we see a significant magnetic signature in both BX and BY ,
though the DP signature appears more strongly in BX . This is due to the orientation of the DL and DP components
in the original “template” SC on 22 June 2015. In H and Hʹ (Figures 7aiii and 7aiv) we see that both scale with
increasing ADL, with approximately linear increases in both H and Hʹ . In the resulting GIC (Figure 7av) we also
see an increasing GIC observed with increasing ADL, with what appears to be an approximately proportional
increase in GIC.

Regarding the speed of the rise of the DL component (ω) we again test three possible values, increasing from
0.015 to 0.055 to 0.1 (Figure 7b). These values were selected based on the range of possibilities observed in the 20
SCs within the study. This changing “slope” of the DL component is most clear in BY , where the lower contri-
bution of DP shows that the 0.015 (blue) test SC clearly has a slower rise than the other two synthetic test SCs. The
differences between the three tests are also relatively clear in H (Figure 7biii), though the difference between the
0.055 and 0.1 tests (green and orange) look to be less major. However, that is only until we consider Hʹ
(Figure 7biv), where the largest ω clearly results in a short, sharp peak. When assessing the resulting GIC
(Figure 7bv) there is still a clear progression with increasing maximumGIC with increasing ω (i.e., blue to orange
to green), but it appears less pronounced than the previous ADL test.

The final test was rotating the DL component using θDL (Figure 7c). The test begins with the DL component solely
in the X (North) direction (blue), rotating through 45° (orange), before being an East–West perturbation (green).
We can clearly see this progression in Figures 7ci and 7cii, where the “step” rotates from the BX to BY components
of the field change. However, when regarding H and Hʹ (Figures 7ciii and 7civ), as expected we do not see very
large differences at all. The resulting GIC for this test (Figure 7cv) shows almost no difference between the tests
where DL is Northward or at 45° (blue and orange), but shows a large relative decrease when θDL is oriented in the
East–West orientation. This must be due to the influences of the local geology and the relative geometry of the
power network around SDN T2.

We now extract the maximum Hʹ and GIC from the synthetic tests in Figure 7, effectively replicating the cor-
relation analysis in the previous section, but this time from the synthetic tests rather than the observed data.
Figure 8 shows the results for the three different model parameter tests, with arbitrary linear relationships marked
with dashed lines to guide the eye.

For the first amplitude test (Figure 8a) we see that increasing ADL increases the Hʹ and calculated GIC pro-
portionally: the tests would lie approximately along the same line (i.e., with the same gradient). In this case the
relationship between Hʹ and GIC appears to be approximately preserved by changing ADL. With the second test
(Figure 8b), we see that increasing ω does increase Hʹ , as above in Figure 7, however the GIC associated appears

Figure 8. The correlation between the maximum Hʹ and maximum GIC calculated during the synthetic test SCs in Figure 7. The three columns indicate the tests
regarding the three different model variables: ADL (a), ω (b) and θDL (c). The dashed blue, purple and orange lines indicate three arbitrary linear relationships to guide
the eye.

SpaceWeather 10.1029/2025SW004533

SMITH ET AL. 13 of 27

 15427390, 2025, 10, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2025SW

004533 by B
ritish A

ntarctic Survey, W
iley O

nline L
ibrary on [29/09/2025]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



to diminish: a given increase in Hʹ will result in a smaller increase in GIC. Finally, rotating the DL signature via
changing θDL (Figure 8c), can be seen to give a very small change in this correlation plot (i.e., blue to orange,
θDL = 0 to π/4) until the change is to a purely East–West orientation (i.e., θDL = π/2, green) at which point the
resulting GIC diminishes dramatically.

To show the relationships more clearly, Figure 9 shows the gradients (i.e., GIC/Hʹ) as a function of model
parameters (i.e., ADL, ω, θDL). Figure 9a shows the previous inference that as ADL increases the associated
maximum Hʹ also increases. Further, when the maximum Hʹ is compared to the maximum resulting GIC
(Figure 9d), we see that the relationship between the two is approximately constant: with approximately 0.18A
recorded for every additional Hʹ (nTmin− 1).

The ω relationship starts similarly, with an increase in ω being linked to an increase in the recorded Hʹ
(Figure 9b). However, in this case when we consult the resulting GIC (Figure 9e) we see that the “effectiveness”
of the additional Hʹ is reduced as ω increases. In other words there is a larger Hʹ as ω increases (i.e., as the DL
component increases more rapidly), but the resulting current does not increase as quickly as the Hʹ: it is not a
linear or proportionate increase.

We also see that varying θDL has little impact on the recorded Hʹ , small changes are likely due to the interaction
between the changing two‐dimensional DL, and fixed DP components of the SC. However, as in Figure 8, we see
that the proportionality of the relationship between the maximum Hʹ and modeled GIC changes dramatically. As
the DL component rotates into the East–West orientation the “coupling” between Hʹ and GIC becomes less
effective at SDN T2: the same observed maximum Hʹ will be linked to a smaller maximum GIC.

5. Expanding the Synthetic Tests
5.1. Synthetic Model Results Across the South Island of New Zealand

Wenowexpandour consideration froma single transformer (SDNT2) to the southerly portionof theSouth Islandof
New Zealand, that is, that covered by the high resolutionMT survey (Ingham et al., 2023).Within this region there
are 24 transformers forwhichwe canmodel theGIC. Figure 10 shows the peak absoluteGICmodeled in this part of
the network for the base SC event, observed on the 22 June 2015 (i.e., that shown in orange in Figures 8 and 9).

Figure 9. The relationships between the SC model parameters (ADL, ω, and θDL) and Hʹ (a, b, c), and the gradient of the correlation GIC/Hʹ (d, e, f).
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Around 65% of these transformers show small peak GIC, less than 5A, while SDN T2 can be seen on the right at
∼19A. It is clear that SDN T2 is the most impacted transformer in this region, as highlighted by previous studies
(Mac Manus et al., 2017; Smith, Rodger, et al., 2024).

The distribution in Figure 10 provides us with context, as we now move to discuss the changes in GIC across the
network, as a result of changing the fundamental parameters of the SC signature, as in Section 4.1. Figure 11
shows the impact of performing the same three synthetic experiments as above. Each panel shows the distribution

Figure 10. Distribution of peak absolute GIC measured across the South of the South Island of New Zealand for the
“baseline” synthetic SC (based on the 22 June 2015 event), for the 24 locations across the region for which the conductivity
model can be used.

Figure 11. The impact of changing the three key synthetic SC model parameters on the GIC modeled in the Southern South Island of New Zealand. The top row (a, b, c)
shows the impact of reducing ADL, ω, and θDL respectively. The bottom row (d, e, f) shows the impact of increasing ADL, ω, and θDL respectively. All values are quoted
relative to the “base” synthetic test (in turn based on the model fit to the SC on 22 June 2015).
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of relative GIC observed as a result of increasing (upper panels) or decreasing (lower panels) each parameter,
compared to the baseline test. We can see that at almost all locations, reducing the value of ADL reduces the GIC
observed (Figure 11a). There is one location for which this is not true (INV T1), but the absolute increase is not
huge: 1.3A to 1.5A. Increasing ADL increases the peak GIC observed at all locations, by approximately 50%
(Figure 11d).

Meanwhile, regarding the tests on the rise time of DL (ω), we see that—with the values selected—there is a
reduced impact on maximum GIC compared to the ADL tests. Reducing ω, that is, making the step‐like change
take place over a longer time period, reduces the maximum GIC by up to 50%, while increasing ω increases it
correspondingly by up to 50%. It is interesting to note that there is a spectrum of relative change here, where for
some locations the change is minimal.

Finally, considering θDL, in the tests above we showed that these changes largely do not impact H orHʹ , but rather
move the DL change between BX and BY . In this case, largely as expected, we can see both increases and re-
ductions in peak GIC across the network. The magnitude in difference at a single location can be very significant,
at some locations the GIC can nearly double with a rotation of DL of only 45°.

5.2. Synthetic Model Results on the Induced Geoelectric Field in the United Kingdom

The United Kingdom provides another opportunity to assess the impact of the synthetic SC model tests in a
distinct environment, at a comparable geomagnetic latitude to New Zealand, but with very different geology.
Enabling this investigation, a recent magnetotelluric survey expanded the coverage within the UK to 70 sites.
Beggan et al. (2021) recently showed that such magnetotelluric measurements enable a much better estimation of
the induced electric field within the UK, compared to simpler (e.g., thin‐sheet) methods due to the UK's
complicated geological history and highly variable lithology. For this we rely upon the modelled geoelectric field,
as opposed to GICs (c.f. New Zealand, above).

Figure 12 shows the distribution of peak modeled geoelectric field recorded during the “baseline” SC, with the
same magnetic signature as was used for the New Zealand tests above. Given the comparable geomagnetic
latitude, the use of the same magnetic field signature is assumed to be valid for the purposes of this test. As with
the New Zealand tests, we assume no spatial variation of the magnetic signature across the model domain (the
United Kingdom). This will not be valid for a real SC (c.f. Smith et al., 2019; Smith, Forsyth, Rae, Rodger, &
Freeman, 2021), but nonetheless enables a test where we isolate single changes of SCmodel parameters across the
variable geology of the UK.

Figure 12. Distribution of peak geoelectric modeled across the United Kingdom for the “baseline” SC (as observed on the 22
June 2015 at EYR in New Zealand), calculated at 70 sites for which high quality magnetotelluric surveys have been
performed. |EX | and |EY | are shown in blue and orange respectively, while the overlap appears brown.
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The magnetic signature for the “baseline” event (e.g., Figure 7, shown in orange) shows comparable changes in
both BX and BY , it is therefore not a surprise that we see considerable (several hundred mV km− 1) geoelectric
fields in both the North and East (blue and orange in Figure 12). However, around half of the 70 locations report
modeled EX and EY of less than 100mVkm− 1.

With the context from Figure 12, we now investigate the impact of changing each of the three selected SC model
parameters in turn. Figure 13 shows these tests in a similar format to Figure 11. The top row of Figure 13 shows
the impact of reducing the three selected parameters, while the bottom row shows the impact of increasing the
parameters. We can see that reducing the amplitude of the DL component (ADL) reduces the modeled geoelectric
fields at almost all locations, in both the North and the East directions. This is readily understandable as DL is
equally weighted in both directions. Correspondingly, increasing ADL increases the geoelectric field in both
cardinal directions. Interestingly, it seems that for both tests (reducing and increasing ADL) the North–South
component of the electric field shows slightly more relative impact, compared to the East–West component,
however the distributions do overlap considerably. The median increase/decrease in geoelectric field is
approximately 50% for both tests.

Meanwhile, when ω is reduced—the rise time of the DL component is increased—the corresponding geoelectric
field in both cardinal directions is reduced (by a median∼30 − 40%), though EY shows very little impact in around
a third of locations. Increasing ω, that is, the DL component has a faster rise, mostly increases the geoelectric field
observed at all locations: there is a median increase of around 20%.

Finally, as expected rotating the DL component differentially impacts the modeled EX and EY . When θDL is
reduced to zero (Figure 13c), EX is mostly strongly reduced, while EY is mostly increased. The reverse is then true
when θDL is increased to π/2 (rotated to the East–West direction): EY is reduced, while EX increases, both by up to
a factor of two. Comparing the two tests (Figures 11c and 11f) it is very interesting to note that the East–West
geoelectric field (EY) is more persistent than the North–South geoelectric field (EX). In this case EY only

Figure 13. The impact of changing the three key synthetic SC model parameters on the geoelectric field modeled in the United Kingdom. The top row (a, b, c) shows the
impact of reducing ADL, ω, and θDL respectively. The bottom row (d, e, f) shows the impact of increasing ADL, ω, and θDL respectively. All values are quoted relative to
the “base” synthetic test (in turn based on the model fit to the SC on 22 June 2015 in EYR). As above, |EX | and |EY | are shown in blue and orange respectively, while the
overlap appears brown.
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reduces by around a factor of two, while EX can in some locations reduce by over 90%. This is due to the complex
three‐dimensional geology of the UK.

6. Discussion
We now discuss our results in the context of the original question: what factors cause an SC to be related to
disproportionate GIC? Previous works found that SCs that occurred when New Zealand was on the dayside of the
Earth were linked to 30% greater GICs on average (e.g., Smith, Forsyth, et al., 2022), for a fixed Hʹ . This could
not be explained purely by the changes in the dominant orientation of the SC magnetic signature (e.g., East–West
or North–South), and was postulated to be caused by sub‐minute resolution details of the sudden commencement
geomagnetic signature. Here, we investigate two necessary, but distinct questions: for space weather prediction
(a) does 60 s cadence data fully characterize the geomagnetic signature of an SC? (b) Is there intrinsic variability
in the SC signature that can materially impact the GIC observed?

6.1. Data Resolution: Is 60 s Cadence Data Sufficient for Characterizing SCs?

From our study, it is strongly suggested that 60 s cadence is not sufficient for capturing SC. The magnetic
signature of an SC is generally considered to be composed of two main contributions: the DL and DP components
(Araki, 1994). While both are ultimately driven by the same physical phenomena, namely the impact of a rapid
increase in solar wind dynamic pressure, they are physically distinct and independently vary with magnetic local
time, latitude, and season (e.g., Piersanti & Villante, 2016; Shinbori et al., 2012). Both the DL and DP pertur-
bations show sub‐minute structure, and their observable sum is therefore complex and can only be fully resolved
with higher resolution data (e.g., 1 s resolution), as shown in Figures 3 and 4.

However, simply considering higher resolution data introduces problems with an increased noise contribution, a
simple metric such as maximum Hʹ is particularly susceptible to this issue. It is also the case that 1 s data are only
provided to a resolution of 0.1 nT, this needs to be higher (e.g., 0.01 nT). Even were this noise “real”, it is unlikely
that it would impact the geoelectric field due to the effective bandpass filtering associated with the induction
process of the geoelectric field (e.g., Clilverd et al., 2020). If we assume a perfect theoretical correlation, one not
necessarily expected a priori, an increased noise contribution would act to weaken the correlation. We may see
this in Figure 2, where the quality of the correlation between the maximum Hʹ and maximum GIC observed
during an SC is reduced upon considering the higher resolution data (e.g., Rodger et al., 2017).

There are several possible solutions to this problem, that would remove the impact of noise while preserving any
underlying correlation, e.g., selecting an intermediate resolution and smoothing the data (e.g., Bower et al., 2024).
However, in this study we have chosen to fit an analytical model, based on the physics of the signature (e.g.,
Araki, 1994), that allows us to gain further valuable insights into the relationship betweenSCs andGICs. Themodel
also allows us another determination of the maximum Hʹ , once the analytical model is fitted to the SCs within this
study. We showed that this permitted our maximum Hʹ to better represent the observed magnetic field signature
(Figure 4), which in turn increased the correlation between themaximumGIC andHʹ (Figure 5). This may suggest
that the original assumption, that the maximumGIC and a “representative” maximum Hʹ are very well correlated,
is a good assumption during SCs (c.f., Rodger et al., 2017; Smith, Forsyth, et al., 2022). Thiswill be dependent upon
the local geology, we note that New Zealand's South Island is largely volcanic with a high resistivity.

When we examine the difference between the “naive” maximum Hʹ calculated from 60 s cadence data, we see
that it always underestimates the maximum Hʹ calculated using the analytical model. This underestimation is
reflected in the different statistical relationships between the maximum GIC and Hʹ (e.g., Figure 5). With 60 s
data a given maximum Hʹ is inferred to be related to approximately three times larger GICs, solely due to the
underestimation of Hʹ by the low resolution data. Similarly, due to the presence of high frequency noise we find
that the 1 s leads to an overestimation of the maximum Hʹ . Statistically in our data set, this overestimation is a
factor of ∼25%: a given maximum Hʹ is linked to a maximum GIC that is 25% lower.

6.1.1. Variation With Local Time

The figures above were derived from the full statistical data set, however between different SCs we see that these
factors vary within a huge range, ∼10 − 80% (Figure 5d). In particular, we note that the 60 s data tends to under-
estimate themaximumHʹ by the greatest factors around dawn and dusk. This may be a result of theDP component
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of the SC magnetic signature, linked to the “traveling convection vortices” in the ionosphere (e.g., Clilverd
et al., 2021; Friis‐Christensen et al., 1988; Madelaire et al., 2022; Oliveira et al., 2024), which form in the morning
and afternoon sectors. As shown in Figure 3, the implicit band‐pass filtering of the 60 s resolution data does not
capture the DP component of the signature. If the DL component is small then this will lead to a very large un-
derestimation (e.g., Figure 3b). In particular, we note that the discrepancy appears to be most severe around local
dusk (e.g., 18MLT, Figure 5d), thoughwith such a small number of eventswe do not consider this to be conclusive.

When comparing the results obtained from the raw 1 s data, it seems that there is a greater tendency to over-
estimate the maximumHʹ around local noon (Figure 5d). This could be a result of our small sample size, though it
does seem compelling that the two events closest to noon local time both exhibit the largest discrepancy. These
events would coincide with the greatest solar illumination, and therefore greatest ionospheric conductivity.
However, we do not appear to see a gradual pattern with the remaining 18 events, a tapering off of the effect with
local time, for example, perhaps lending credence to the small sample size interpretation.

6.2. Intrinsic Variability: Do Some Types of SC Drive Larger GICs?

Having examined the limitations of conclusions drawn from the 60 s above (in particular with respect to local
time), we turn to the second important question: are there intrinsic parameters of an SC that change how
effectively it translates to GIC? Figure 5c appeared to show a remnant local time dependence, where SCs that
occurred when New Zealand was on the dayside were linked to smaller relative maximum GICs, in contrast to
previous studies (c.f., Smith, Forsyth, et al., 2022), when the limitations of the 60 s resolution data are removed.
While not definitive, Figure 6 suggested that parameters such as a large ω (i.e., a faster risingDL component) were
linked to smaller GICs for a given maximum Hʹ .
With a small sample size, we did not dwell on a direct examination of the variation of different parameters of the
analytical SC model with local time. Instead we turned to synthetic experiments where we test the impact of
changing several key parameters in isolation.We focused on three key parameters of the analytical SCmodel:ADL,
ω, and θDL. We note that increasing ADL andω naturally increases the maximumHʹ during the SC, while changing
θDL primarily rotates the magnetic signature between BX and BY , leaving the maximum Hʹ effectively unchanged.
We tested the analytical model, changing each parameter in turn, examining how this impacted the modeled GIC
in a transformer in Southern New Zealand. Changing the amplitude of the DL component (ADL) was found to
approximately linearly increase both the maximum Hʹ and maximum GIC in the transformer, such that the
relationship between the two was approximately conserved. In contrast, increasing the speed of the rise of the DL
component (ω) increased the maximum Hʹ , but the modeled GIC increased at a slower rate. Meanwhile, as
expected, changing θDL changes the link between the maximum Hʹ and maximum GIC as the changing magnetic
field will differentially couple to the geology and power network geometry. This test was also performed in the
United Kingdom, where we evaluated the geoelectric field at each available MT survey location. We find similar
patterns to those observed with the GIC in New Zealand, suggesting the inferences regarding SC properties may
be more widely applicable.

6.2.1. Variation With Local Time

Given the discussion above, if ω and θDL change with local time then that would effectively change the link
between maximum Hʹ and resulting GIC. We speculate that ω may vary with local time, for example, from the
examples in Figure 1, it appears that the SCs on the dayside may “rise” faster, while those on the nightside take
longer to reach their peak, that is, ω may be larger on the dayside. If this were true more generally then this would
result in larger Hʹ on the dayside, but a lower effective GIC per unit Hʹ (Figure 9). We note that this will depend
on the local geology.

The ionospheric twin‐vortices that relate to the DP component would clearly enforce a local time dependence
upon DP parameters (e.g., Madelaire et al., 2022; Piersanti et al., 2025; Shinbori et al., 2012). The interplay
between the combined DP and DL components is complex, particularly when a simple parameter such as the
maximum Hʹ is extracted, as illustrated by the Hʹ signatures in Figure 7. A detailed and thorough investigation is
therefore required, one i.e. beyond the scope of the current study. We note that we have exclusively studied the
impact of SCs at mid‐latitudes, where the DL and DP components are both significant, and any potential impact of
the equatorial electrojets (e.g., Pulkkinen et al., 2012) is minimal (Curto et al., 2007).
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6.3. Impact of Geology

This investigation has been enabled by high spatial resolution magnetotelluric surveys (e.g., Huebert et al., 2024;
Ingham et al., 2023). These surveys have enabled the estimation of the impact of short‐timescale changes in the
magnetic field, beyond that possible with more typical thin‐sheet models (e.g., as shown by Pratscher et al., 2024).
The correspondence between the model results in the three examples modeled for Figure 1 is excellent, despite a
large spatial separation between the magnetic field observations and the monitored transformer (several
hundred km).

One of our key findings here is the impact of three‐dimensional geology on the translation between magnetic field
changes, geoelectric field and ultimately GIC. In Figures 12 and 13 we showed that the induced EY in the UK is
often larger than EX , despite the synthetic (input) magnetic field changes being approximately evenly split be-
tween the two (Figure 7). Further, a significant induced EY appears to be present even when the vast majority of
the magnetic field change would suggest that it should be negligible (e.g., comparing Figures 13c and 13f). This
highlights the importance of the three‐dimensional geology on the induced geoelectric field.

6.4. Space Weather Forecasting Implications

The link between large Hʹ and large GIC has been well established for decades (e.g., Viljanen et al., 2001), with a
high correlation observed between the two parameters (Mac Manus et al., 2017; Rodger et al., 2017), particularly
during SCs (Smith, Rodger, et al., 2022, 2024). For this reason, recent space weather forecasting models that aim
to highlight intervals during which large GICs may be observed have used Hʹ (e.g., Coughlan et al., 2023; Pinto
et al., 2022; Pulkkinen et al., 2013), or similar constructs (e.g., R: Smith, Forsyth, Rae, Garton, et al., 2021), as a
proxy target due to the relative abundance of magnetometer data. However, this introduces an additional, intrinsic
source of forecast uncertainty, one that is difficult to quantify. Therefore, this study investigates the limitations of
relying upon this proxy measurement, when the correspondence may be weaker, and explores potential future
avenues for forecasting GICs.

In this study we introduced an analytical model of SCs, with nine free parameters, that describes the initial few
minutes of an SC. If these parameters could be determined in advance, e.g., from properties of the incoming solar
wind transient (e.g., Oliveira, 2023), then this would provide a powerful forecasting tool. There is good reason to
believe that several of the model parameters should be forecast‐able, e.g., the total change in the DL component
(e.g., ADL) has been related to the square root of the dynamic pressure change for decades (e.g., Russell
et al., 1994; Siscoe et al., 1968; Su & Konradi, 1975), as well as the latitude and local time of the location (e.g.,
Shinbori et al., 2009; Villante & Piersanti, 2009, 2011). Similarly, the value of ADP will depend on the location of
the ground magnetometer with respect to the ionospheric current vortices. The changing ionospheric conductivity
corresponding to the sunlit/non‐sunlit hemispheres of the Earth has also been suggested to determine the ground
magnetic field signature of an SC (e.g., Tanaka et al., 2020). Meanwhile, properties such as the impact angle of an
interplanetary shock have been noted to be important in determining the GIC that will result, for example, through
parameters such as θDL (Oliveira et al., 2018; Piersanti et al., 2025; Villante & Piersanti, 2008). If predicted
accurately then the analytical model presented here would provide a powerful, accurate method of assessing the
GIC risk to a given location (e.g., Figure 5).

From this study it is also interesting to note that while larger DL perturbations (e.g., larger ADL) are linked to larger
GICs, the rise time of the DL component (e.g., larger ω) is also linked to larger GIC. Though a full statistical
analysis is beyond the scope of this study, we also consider it likely that largerω events may be observed when the
location is on the dayside of the planet (e.g., Figure 1).

We note that most studies examining the correspondence between Hʹ and GIC have used 1 min resolution
magnetic field data (e.g., in New Zealand Rodger et al. (2017); Mac Manus et al. (2017)), the same cadence of
data that space weather forecasting models often target (e.g., Coughlan et al., 2023; Keesee et al., 2020; Pinto
et al., 2022; Smith, Forsyth, Rae, Garton, et al., 2021). While the method discussed here will give a more accurate
estimate of maximum GIC, during SCs the Hʹ from 1 min resolution data still provides a good proxy for GIC
during Sudden Commencements, as shown for New Zealand (e.g.., Figure 2; Smith, Rodger, et al., 2022; Smith,
Rodger, et al., 2024), so long as the model can sufficiently well forecast such impulsive activity (c.f., Smith, Rae,
et al., 2024).
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7. Summary and Conclusion
In this study we have investigated why some Sudden Commencements (SCs) appear to be associated with
disproportionate GICs, larger or smaller than would be suggested through a relationship with a simple proxy. For
example, previous studies have highlighted that SCs that occur when New Zealand is on the dayside of the Earth
are linked to 30% greater GICs, even after controlling for several factors (Smith, Rodger, et al., 2022).

First, we tested whether the typical 60 s cadence magnetic field data is capable of capturing the key facets of the
geomagnetic signature of an SC at mid‐latitudes. We found that 60 s resolution magnetic field data does not
include the contributing components of an SC, and that this is particularly a problem at dawn and dusk (e.g.,
Madelaire et al., 2022; Piersanti et al., 2025). However, simply moving to 1 s data introduces an additional noise
contribution, one that may vary with magnetic local time. We then introduced an analytical model that can
accurately describe the key physical components of an SC, namely the DL and DP contributions. The use of the
well‐parameterized SC model revealed a very strong correlation ( r2 = 0.93) between the maximum rate of
change of the magnetic field (Hʹ) and GIC observed during an SC at one location in New Zealand's South Island.
Dayside events, particularly those near dusk local times, were most likely to have their magnetic field changes
underestimated by 60 s data, partially explaining their tendency to be associated with larger than expected GICs.

Second, we tested whether there is intrinsic variability within SCs that can lead to differential coupling with the
induced geoelectric field, and consequently GICs. We used a series of synthetic tests within which we changed a
single parameter of the analytical model SC and evaluated its impact on the resulting GIC. We tested the synthetic
SC in New Zealand and the United Kingdom through the use of detailed, high spatial resolution magnetotelluric
surveys. The first test changed the “size” of the SC, finding that the resulting GIC (and geoelectric fields) scale
with this parameter approximately linearly. The second test changed the “rise time” of the SC, how quickly the
magnetic field changes during the SC. Within this test we found that a “faster” SC is related to a larger GIC, but
this increase is non‐linear: the maximum GIC for a given maximum Hʹ reduces. The final test changed the angle
of the dominant magnetic field change, with respect to the cardinal directions. The impact of this change varied
across a given network/geology, effectively redirecting GIC. However, we found that the three‐dimensional
geology plays an significant role in moderating this change. Though New Zealand and the United Kingdom
represent very different geologies, they both show the same tendencies, suggesting that these results may be more
widely applicable.

These results are of key interest for space weather forecasting. Though Hʹ and GIC do indeed correlate well at a
60 s resolution in New Zealand's South Island (e.g., Mac Manus et al., 2017; Rodger et al., 2017; Smith, Rodger,
et al., 2024), we can strengthen this relationship during SCs by modeling the physical components of the SC.
Future work should investigate the link between the parameters of the driving solar wind structures (e.g.,
properties of the interplanetary shock, Oliveira (2023)) and our analytical model. Accurately forecasting the
model parameters would enable a robust, accurate estimation of the GIC that may be experienced.

Appendix A: SC Event List
This appendix contains a list of the 20 SC events included within this study. The start and end times were
empirically determined during the fitting process described above.

SC start SC end

0 2012‐10‐31 15:38:15 2012‐10‐31 15:42:45

1 2014‐02‐07 17:05:00 2014‐02‐07 17:09:00

2 2014‐02‐19 03:47:00 2014‐02‐19 03:51:00

3 2014‐02‐27 16:49:45 2014‐02‐27 16:55:30

4 2014‐07‐14 14:31:30 2014‐07‐14 14:38:00

5 2014‐09‐12 15:54:00 2014‐09‐12 15:57:00

6 2014‐11‐01 07:05:00 2014‐11‐01 07:08:00

7 2014‐11‐10 02:20:00 2014‐11‐10 02:22:00
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Appendix B: Testing an Alternative GIC Proxy
For decades the 60 s rate of change of the horizontal geomagnetic field (Hʹ) has been the most commonly used
proxy for GIC (e.g., Boteler et al., 1998; Pulkkinen et al., 2005; Viljanen et al., 1999), however it is fundamentally
limited, as explored in this study. One of the key limitations is that it represents a single, bandpass filtered
measurement of the geomagnetic field—a time‐series whose frequency content ultimately determines the
coupling to the induced geoelectric fields through the geology. Here we demonstrate a test of an alternative GIC
proxy (of the geoelectric field) in our study framework: a GIC Index (Marshall et al., 2010, 2011). The benefits of
the GIC index are that, as with the magnetic field proxies, no knowledge of the subsurface conductivity is
required. This is in contrast to other more complex, but likely more accurate methods (e.g., Piersanti et al., 2019).

Two days (SC ± 1 day), of 1 min data from EYR (BX(t) and BY(t)) is used to calculate the GIC index. First, the
background (mean magnetic field) is subtracted and a Hamming window is applied. The Fourier transform of the
two components of the field are then taken, providing BX( f ) and BY( f ). The GIC indices are then calculated as
follows:

GICX(t) = |FFT{BY( f )Z( f )}− 1| (B1)

GICY(t) = |FFT{BX( f )Z( f )}− 1| (B2)

where FFT{}− 1 is the inverse Fourier transform and Z( f ) is a chosen frequency domain filter, in our case:

Z( f ) =

̅̅̅̅̅
f
fN

√

eiπ4 (B3)

as in Marshall et al. (2011), where fN is the Nyquist frequency. We also calculate a “GICH” index as
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

GIC2
X + GIC2

Y

√

. The GIC indices are a proxy for the geoelectric field, and implicitly assume a plane (horizontal)
magnetic wave is incident upon a uniformly conducting Earth. We then extract the maximum GIC index at the
time of the Sudden Commencements. For context, Marshall et al. (2011) found that GIC indices of the order 50
and 100 correspond to approximate “low” and ”moderate” risk levels in terms of documented GIC impact (in
Australia). As none of our SCs are associated with known power network impacts in New Zealand we do not
expect the values to exceed these benchmarks.

Table
Continued

SC start SC end

8 2015‐03‐17 04:45:30 2015‐03‐17 04:48:15

9 2015‐03‐31 08:32:00 2015‐03‐31 08:37:00

10 2015‐06‐21 16:45:00 2015‐06‐21 16:50:30

11 2015‐06‐22 05:44:45 2015‐06‐22 05:48:00

12 2015‐06‐22 18:33:30 2015‐06‐22 18:36:00

13 2015‐06‐24 13:27:00 2015‐06‐24 13:31:30

14 2015‐08‐15 08:28:45 2015‐08‐15 08:33:30

15 2015‐09‐20 06:03:30 2015‐09‐20 06:07:30

16 2015‐12‐19 16:16:30 2015‐12‐19 16:20:00

17 2015‐12‐31 00:49:45 2015‐12‐31 00:57:00

18 2016‐03‐11 05:32:00 2016‐03‐11 05:39:00

19 2016‐10‐12 22:11:00 2016‐10‐12 22:20:00
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Figure B1 shows the results of correlating the maximum GIC Indices with other derived quantities (proxies and
GIC) from our study. The top two rows show the correlation between the maximum GIC Indices and the
maximum rate of change of the magnetic field, derived from the two different resolutions considered in this work
(top row: 60s, middle row: 1s). The bottom row then shows the correlation between the GIC Indices and the GIC
observed at SDN T2, as in Figures 2 and 5.

In the top row, we see that the GICY and GICH correlate best with the 60s derived Hʹ . This is interesting, as while
both GIC indices and Hʹ (60s) have been used as proxies, and suggests that during impulsive events like SCs both
capture the same features. In the second row we find that none of the indices correlate as well ( r2 < 0.7) with the
1s derived Hʹ . This could be the result of the greater noise contribution within the 1s Hʹ which was inferred to
reduce the correlation in Figure 2. In the final row we see that the maximum GICY index correlates best with the
observed maximum GIC at SDN T2 ( r2 = 0.865). It is insightful to compare this to the correlations shown in
Figure 5, for example, we note that this is better than the Hʹ derived from 60s data ( r2 = 0.845) and 1s data
( r2 = 0.65), but not as good as that derived through the use of our analytical “smoothing” model ( r2 = 0.928).

Figure B1. The correlations between the GIC Indices derived through the method outlined above (i.e., Marshall et al., 2011) and several parameters used within this

study. The GIC Index is calculated in the X, Y and Horizontal (
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

GIC2
X + GIC2

Y

√

) directions (left, center and right columns, respectively). The parameters of

comparison are the maximum Hʹ from the 1 min data (top row: a, b, c), 1 s data (centre row: d, e, f) and the GIC observed at SDN T2 (bottom row: g, h, i).
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Data Availability Statement
The results presented in this paper rely on the data collected at the Eyrewell magnetometer station. These data can
be found on INTERMAGNET or at GNSScience (2022).

The New Zealand electrical transmission network DC measurements were provided to us by Transpower New
Zealand with caveats and restrictions. This includes requirements of permission before all publications and
presentations and no ability to provide the observations themselves. Requests for access to these characteristics
and the DC measurements need to be made to Transpower New Zealand. At this time, the contact point is M.
Dalzell (Michael.Dalzell@transpower.co.nz).

The analysis in this paper was performed using python, including the pandas (McKinney, 2010), NumPy
(Van Der Walt et al., 2011), SciPy (Virtanen et al., 2020), emcee (Foreman‐Mackey et al., 2012), and
Matplotlib (Hunter, 2007) libraries.
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