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Abstract This study examines the interplay between water column structure, tidal currents, and basal
melting at a site beneath Ronne Ice Shelf, using a 3-year data set of oceanographic measurements, and a
collocated year-long time series of radar-derived melt rate estimates. Currents at the site are characterized by
mixed semidiurnal tides with strong spring-neap variability, superimposed on a nontidal flow. The product of
current speed and thermal driving, both measured approximately 19 m from the ice base, explains 88% of the
melt rate variability. Although current speed is the dominant driver of this variability, thermal driving also
contributes non-negligibly on spring-neap and longer timescales. The semidiurnal tidal ellipses feature marked
vertical variations, transitioning from nearly rectilinear in the mid-water column to more circular and clockwise
(CW)-rotating near the ice. This depth-dependence of the semidiurnal tide is attributed to the differential
influence of boundary friction on the CW and anticlockwise (ACW) rotary components near the critical latitude
(where the tidal frequency equals the Coriolis frequency). A theoretical model, which assumes depth-
independent eddy viscosity, successfully reproduces the observed 3-year mean vertical structure of the tidal
ellipses. Considering the total tidal current rather than individual constituents, ice base friction damps both the
time-mean flow speed and the tidal fluctuations, with attenuation varying over the spring-neap cycle, peaking
during spring tides. The observed latitude- and time-dependent effects of ice base friction on the barotropic tide
are not captured in parameterizations that estimate tide-induced friction velocity by scaling the time-averaged
barotropic tidal speed with a constant drag coefficient.

Plain Language Summary Ice shelves are floating extensions of the Antarctic Ice Sheet that help
slow the flow of grounded ice into the ocean. When these ice shelves thin due to melting at their base, known as
basal melting, they become less effective at holding back grounded ice. This can lead to faster flow of grounded
ice into the ocean, contributing to sea level rise. Understanding the processes that control basal melting is
therefore essential for improving sea level rise projections. In this study, we use measurements of ocean
properties and basal melting collected beneath one of Antarctica's largest ice shelves, to examine how melting
varies over time, and how tides influence this variability. We find that variations in melt rates due to tides are
predominantly caused by fluctuations in the current speed near the ice. Our data set also shows that tidal currents
change with depth due to friction at the ice base and the effect of Earth's rotation, and that the extent of this
frictional effect varies over time. Our study challenges assumptions underlying a formula that is applied in
ocean models to represent the effect of tides on basal melt rates.

1. Introduction

Enhanced basal melting of Antarctic ice shelves reduces their buttressing ability, leading to an accelerated flux of
upstream grounded ice into the ocean (Reese et al., 2018). This is considered the primary mechanism by which the
Antarctic Ice Sheet is currently losing mass and contributing to sea level rise (Depoorter et al., 2013; Pritchard
et al., 2012). To reduce uncertainty in projections of Antarctica's contribution to sea level rise, it is therefore
critical to improve further our understanding of the complex interplay between ocean conditions and basal
melting. A major challenge in studying ice shelf-ocean interactions is the broad range of timescale over which
ocean conditions and basal melt rates vary, with the dominant drivers of temporal variability differing across
timescales and between ice shelves (e.g., Davis et al., 2018; Hattermann et al., 2021; Varikova & Nicholls, 2022).
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As highlighted in a recent review by Rosevear, Gayen, and Galton-Fenzi (2022), the melt response to flow
variability on short timescales, driven by processes such as tides, eddies, and internal waves, remains poorly
understood. Here, we focus on the role of tides as a key driver of this variability. The strength of tidal currents
varies around Antarctica, with some of the strongest tides present in the Weddell Sea, as shown by both modeling
studies (e.g., Makinson & Nicholls, 1999; Richter et al., 2022) and in situ observations (e.g., Jenkins et al., 2010;
Nicholls et al., 1997). In this region, tidal forcing comes predominantly from the semidiurnal tidal band, resulting
in a fortnightly spring-neap cycle in the tidal currents at many locations beneath Ronne Ice Shelf (Vartikova &
Nicholls, 2022).

Tidal currents are known to impact basal melting through numerous mechanisms, which may be broadly cate-
gorized into far-field and local processes (Padman et al., 2018). The far-field processes take place offshore and on
the continental shelf (e.g., tide-induced sea ice motion, tidal rectification, and tidal contribution to ocean mixing)
and they impact basal melt rates indirectly by modifying the thermohaline properties of the water masses entering
the cavity. The local processes occur within the ice shelf cavity and they influence melt rates more directly by
modulating the supply of heat to the ice base through tide-driven turbulent mixing within and below the ice shelf-
ocean boundary layer.

Several numerical modeling studies have investigated the combined effect of far-field and local tidal processes on
basal melt rates using idealized cavity geometries (Gwyther et al., 2016), single ice shelf simulations (Huot
etal., 2021; Kim et al., 2023; Mueller et al., 2012), regional models (Arzeno et al., 2014; Hausmann et al., 2020;
Jourdain et al., 2019; Makinson et al., 2011; Mueller et al., 2018; Robertson, 2013), and circum-Antarctic models
(Richter et al., 2022). Most of these studies focused on quantifying the net effect of tides by comparing melt rates
from simulations with and without tidal forcing. Jourdain et al. (2019) and Richter et al. (2022) went a step further
by applying a dynamical-thermodynamical decomposition technique to distinguish between tide-induced basal
melting due to tidal processes within and outside the ice shelf-ocean boundary layer. Both of these studies found
that tides primarily impact basal melt rates by increasing current shear at the ice base, thus enhancing turbulent
mixing within the ice shelf-ocean boundary layer. Although the above modeling studies have helped build a
detailed picture of the spatial variability of tide-induced basal melting around Antarctica, their analyses were
based on monthly to multi-year averaged simulation outputs, meaning that melt rate variability on shorter
timescales was not resolved. As a result, the melt response to temporal variations in ocean conditions over the
tidal and spring-neap cycle, as seen in large-eddy simulations of a tidally forced ice shelf-ocean boundary layer
beneath Larsen C Ice Shelf (Vreugdenhil et al., 2022), were not captured in these studies.

Although high-temporal-resolution simulations, such as those presented by Vreugdenhil et al. (2022), provide
valuable insights into the influence of high-frequency flow variability on ice shelf-ocean interactions, their
idealized set up may neglect certain processes that could be important, and the results may be sensitive to the melt
rate parameterization. An alternative and complementary approach is to combine in situ oceanographic obser-
vations with collocated basal melt rate measurements at sufficiently high temporal resolution. High-resolution
basal melt rate time series can be obtained from upward-looking sensors deployed through boreholes (Nixdorf
et al., 1994) or via surface-based radar techniques (Corr et al., 2002; Nicholls et al., 2015). Although such local
basal melt rate measurements remain scarce, they have been successfully combined with oceanographic obser-
vations at sites where tides are present, including beneath Amery Ice Shelf (Rosevear, Galton-Fenzi, & Ste-
vens, 2022), west of Korff Ice Rise beneath Ronne Ice Shelf (Jenkins et al., 2010), and multiple locations beneath
Filchner-Ronne Ice Shelf (Vaikova & Nicholls, 2022). However, these studies primarily examined the time-
averaged effects of tides, typically based on monthly or yearly means. As a result, the melt response to ocean
variability on timescales shorter than one month remains poorly constrained by observations.

Robertson (2013) proposed that the spatial variations in tide-induced basal melting observed in their regional
model simulations may be linked to enhanced tidal vertical mixing near the critical latitude (the latitude at which
the tidal frequency equals the Coriolis frequency). This hypothesis aligns with results from Makinson (2002), who
used a one-dimensional turbulence closure model thermodynamically coupled to an ice shelf to simulate tidal
currents and mixing beneath Ronne Ice Shelf, demonstrating that boundary friction has a stronger influence near
the critical latitude, leading to thicker bottom and under-ice boundary layers. Consistent with this, observations by
Foldvik et al. (2001) and Makinson et al. (2006) seaward of Ronne Ice Front (see Figure 1) revealed tidal currents
exhibiting marked variation with depth near the seabed. There is also a large body of literature reporting on
observations of strongly depth-dependent tidal currents in mid-latitude shelf seas (e.g., Kopte et al., 2022; Maas &
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To complement existing studies of tidal effects and address the observational
gaps described above, the present study examines basal melt rate variability
and tidal currents using in situ oceanographic and melt rate measurements
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on tidal to spring-neap variations, and (b) investigate the influence of ice base
friction on the vertical structure of tidal currents. The analyses are based on a
unique 3-year long observational record of ocean properties from Site 5c (see
red marker in Figure 1), obtained from instruments deployed through a hot-
water drilled borehole. We combine these data with an overlapping and
g collocated, previously published year-long basal melt rate time series derived
from surface-based radar measurements (Vailkova & Nicholls, 2022). Pre-
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vious surveys at Site Sc have identified a tidal signal dominated by the
semidiurnal constituents M, and S, (Nicholls et al., 2001), and the site is

Figure 1. Map of the southern Weddell Sea including Filchner Ice Shelf and located near their respective critical latitudes. Combined with the availability
Ronne Ice Shelf. The color shading shows water column thickness, with the of in situ melt rate and Oceanographic measurements, this makes Site 5c¢

colormap saturated at 800 m (data from BedMachine, Morlighem

et al., 2017). Site Sc borehole location is indicated by the red star marker.
The yellow circle markers indicate Site 3 borehole location (Jenkins

et al., 2010), and FR6, FRS, R2, and FR3 ocean mooring locations (Foldvik
et al., 2001; Makinson et al., 2006). The geographic labels KIR and HIR
indicate Korff Ice Rise and Henry Ice Rise, respectively. The orange and
green arrows show schematic representation of the flow of Ronne and

particularly well suited for examining tidal processes, and their impact on
melt rates, in the vicinity of a critical latitude.

The remainder of this paper is structured as follows. Section 2 describes the
study site, the sub-ice shelf mooring configuration, and the methods used to
obtain the basal melt rate time series. In Section 3, we provide an overview of

Berkner High-Salinity Shelf Water toward Site 5c. The M, critical latitude is the hydrographic and melt rate observations, including an assessment of the

marked by the black dashed line.

dominant timescales of variability. Section 4 examines the local drivers of
basal melting variability, followed by an investigation of the tidal current
vertical structure in Section 5. Finally, Section 6 summarizes the key findings
and discusses their implications.

2. Data and Methods
2.1. Study Site

This study makes use of long-term oceanographic and glaciological observations made at Ronne Ice Shelf Site 5¢
(S 80°15.53, W 54°38.73). The cavity circulation beneath Ronne Ice Shelf is predominantly driven by High-
Salinity Shelf Water (HSSW), a cold and dense water mass generated from brine rejection during sea ice for-
mation seaward of the ice front (Nicholls et al., 2001). The study site is located 18 km west of the southwest coast
of Berkner Island and approximately 300 km from the nearest ice front (see map in Figure 1). It is positioned ~6°
south of the critical latitude of the M, tidal constituent (S 74°28.31) and ~6°north of the S, critical latitude (S 85°
45.91), with critical latitude defined as the latitude at which the tidal frequency equals the Coriolis frequency. The
oceanographic data set was obtained from instruments deployed through a hot-water drilled access hole. At the
time of drilling (January 2015), the ice thickness at the location was 740 m, the snow surface elevation was 80 m
above sea level, and the sea floor depth was 1,038 m below sea level, implying a 370 m water column thickness.

2.2. Field Observations
2.2.1. Oceanographic Observations via a Hot-Water Drilled Borehole

To deploy oceanographic instruments beneath the ice shelf, an access hole was drilled with hot water. Within
24 hr of drilling the access hole, a set of ten conductivity-temperature (CT)-depth (CTD) profiles were collected
through the sub-ice shelf water column using an SBE 49 FastCAT CTD profiler. After post-calibration of the
instrument, the raw data were quality controlled to remove obviously erroneous spikes, corrected for thermal
inertia of the conductivity cell, and averaged into 1 m vertical bins using the Seabird processing software.
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Table 1
Overview of the Sub-Ice Shelf Mooring Measurements and ApRES-Derived Basal Melt Rate Measurements Used for This
Study

Instrument Depth (m) Dist. from ice (m) Duration (days)

ApRES ~ ~ 375
CT1 SBE 37 MicroCAT 679 19 1,096
CM1 Nortek Aquadopp 3,000 m 679 19 1,096
CT2 RBR duo CT 698 38 1,096
CT3 RBR duo CT 745 85 1,096
CT4 RBR duo CT 815 155 1,096
CM4 Nortek Aquadopp 3,000 m 815 155 1,096
CT5 RBR duo CT 916 256 1,096
CT6 SBE 37 MicroCAT 1,029 369 1,096

Note. The depths values (column 3) correspond to the depth below sea level; the distance from the ice base (column 4) is given
with respect to the ice base depth at the time of deployment (January 2015).

Following the CTD casts, a mooring was permanently deployed through the access hole. A ballast weight was
attached to the bottom of the mooring line to minimize swinging due to ocean currents. The results presented in
this paper are based on data collected by six CT sensors (CT1—CT6) and two current meters (CM1 and CM4),
including two CT/CM instrument clusters positioned at approximately 19 and 155 m from the ice base (CT1/CM1
and CT4/CM4, respectively). The instrument model types and deployment depths are listed in Table 1. The
instruments sampled at 2-hourly intervals. The data were communicated via the mooring cable to a solar-powered
data logger located at the surface of the ice shelf, and transferred in near real-time using an Iridium satellite data
link. The mooring data presented in this paper are based on measurements taken over the 3-year period spanning
from the 15" January 2015 to the 15" January 2018.

The temperature and conductivity sensors were manufacturer-calibrated before deployment and the stated ac-
curacy of the sensors is £0.002°C and +£0.003 mS/m, respectively. To align with modern practice and facilitate
comparison with recent observational studies (e.g., Hattermann et al., 2021), temperature and salinity data pre-
sented in figures are shown in terms of conservative temperature (unit: °C, notation: ®) and absolute salinity (unit:
g kg™!, notation: S,). To convert in situ temperature, T, and practical salinity, S, to ® and S, respectively, we use
the TEOS-10 Gibbs Seawater MATLAB package (McDougall & Barker, 2011). The velocity components
measured by CM1 and CM4 have been transformed into a geographically aligned horizontal reference frame with
u defined positive east and v positive north. Note that the coast of Berkner Island is oriented approximately 10°
east of true North. All the time series have been interpolated onto common hourly sample times to match the
sampling frequency of the basal melt rate observations (see next section). Filtered data presented in this paper are
obtained by applying a 4th-order low-pass digital Chebyshev Type I filter.

2.2.2. Basal Melt Observations From an ApRES

In addition to the oceanographic mooring data, we make use of a year-long time series of basal melt rates inferred
from autonomous phase-sensitive radio echosounder (ApRES) measurements (Brennan et al., 2014). The ApRES
instrument used to derive this time series was deployed at Site 5S¢ in January 2015. The unit was placed on the ice
shelf surface approximately 15 m from the access hole through which the mooring had been deployed. The
ApRES captured a full year of data at an hourly sampling rate before being recovered in January 2016.

A detailed description of the approach used to infer the melt rate time series from the Site 5c 2015 ApRES
measurements can be found in Vankova et al. (2020), with key steps outlined here. Following the methodology
developed by Nicholls et al. (2015), a time series of total ice shelf thinning rate was derived by taking the time-
derivative of the distance between the radar antennas and the ice shelf base detected by the radar. The nonmelt-
related effects (ice column vertical strain and firn compaction), determined by tracking vertical motion of internal
reflection horizons, were subtracted from the total thinning rates to give the ApRES-derived basal melt rate time
series. At diurnal and higher frequencies, the amplitude of the tidal signal in the total thinning rate is very well
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determined because of the high signal to noise ratio of that reflection. However, the uncertainty in the vertical
strain rate signal at tidal frequencies is relatively large (Vaikova et al., 2020), making it difficult to extract
nonmelt-induced thickness variations caused by the ice shelf compressing and extending at tidal frequencies. To
overcome this difficulty, the total thinning rate signal was low-pass filtered using a 36-hr cutoff and the vertical
strain rate was averaged over the year under the assumption that there is insignificant variability in the strain rate
contribution at timescales longer than tidal, which would otherwise contaminate the inferred melt rate time series
(in particular, it was confirmed that the strain rates contained no measurable fortnightly signal). Note that this
processing removes diurnal and semidiurnal variability in the inferred basal melt rates. The estimated uncertainty
in the mean inferred melt rate is =0.1 m yr~!, with most of the uncertainty resulting from uncertainty in the
derived strain rate (Varkova et al., 2020).

2.3. Basal Melt Rate Parameterization

In order to obtain a record of concurrent ocean properties and melt rate over the 3-year mooring record, we extend
the basal melt rate time series derived from 2015 ApRES measurements using a basal melt rate parameterization.
We achieve this by first tuning the parameterization to replicate the observed ApRES-derived melt rates over the
year 2015. We then apply the calibrated parameterization to the ocean measurements from the uppermost mooring
sensors to estimate melt rates beyond 2015. The remainder of this section describes the basal melt rate param-
eterization calibration steps in more detail.

The melt rate at the base of an ice shelf, m, can be diagnosed by solving a system of three equations that describe
the conservation of heat, the conservation of salt, and the freezing point of seawater at the ice-ocean interface
(McPhee et al., 1987). Various forms of this three-equation model, which mostly differ in their approaches to
parameterizing the turbulent heat and salt fluxes through the ice shelf-ocean boundary layer, have been proposed
(Rosevear et al., 2024). Here we employ the shear-dependent formulation recommended by Jenkins et al. (2010),
in which the oceanic heat and salt fluxes are calculated as a function of the friction velocity, the bulk temperature
and salinity changes across the boundary layer, and constant, observationally derived transfer coefficients for heat
and salt (I'; and I'g). Assuming that a relatively homogeneous mixed layer develops below the millimeter-scale
viscous sublayer, and that the friction velocity is related to the free-stream current speed outside of the logarithmic
layer, Uy, through the quadratic drag expression as follows:

u*z\/C_dUM7 (1)

with C, a constant drag coefficient, then the three-equation formulation takes the following form:

pimLi=p;cim(T;—Ty)—p, ¢y NVCa T Uy (T — Tyy) @)
pim (S, —S8;)=—p, VCq Ts Uy (Sp — Sup) > 3)
Ty=4LS+Ah+hp, 4)

where p is density, L is latent heat of fusion, ¢ is specific heat capacity, 7T is in situ temperature, S is practical
salinity, and p is pressure; with the subscripts i, b, and M referring to ice, ice shelf base, and mixed layer,
respectively. 1;, 4,, A3 are empirical constants chosen to optimize the assumed linear fit between the seawater
freezing point and both salinity and pressure. The values of the constants are listed in Table 2. The conductive heat
flux through the ice shelf (first term on the right-hand side of Equation 2) is parameterized here following Ngst
and Foldvik (1994). Assuming constant thermal and haline Stanton numbers (\/E’;FT and \/C—dl"s, respectively)
and a heat to salt transfer coefficient ratio of I';/I's = 35 (Jenkins et al., 2010), Equations 2—4 can be solved for
either \/_C_dFT or m (assuming the other is known), without prior knowledge of 7, and S, quantities that are very
difficult to observe. Note that Equations 2—4 are applied using 7 and S (as opposed to ® and S, ) as the empirical
coefficients embedded in the formulation were originally derived with those variables. Although converting the
formulation to TEOS-10 would have negligible impact on the estimated melt rates, it would alter the inferred
Stanton numbers, complicating comparison with previous studies that almost exclusively use 7 and S in the three-
equation formulation (e.g., Davis & Nicholls, 2019; Jenkins et al., 2010; Malyarenko et al., 2020).
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Table 2 We first solve for 4/C,I'y to calibrate the parameterization to Site 5¢ condi-
Constant Parameter Values Applied in the Three-Equation Formulation tions observed in 2015. Applying the ApRES melt rate record from 2015 and
(Equations 2—4) the concurrent 36-hr low-pass filtered temperature, salinity and current speed
Parameter Symbol Value time series measured by CT1 and CM1 over the same period, yields a median
Freezing point salinity coefficient W 573 % 102 °C thermal Stanton nl.lmber of 0.0906. This value corresponds to approximately
Freesi o . 832 % 10-2 °C half the value derived by Jenkins et al. (2010) based on data collected at a
t offset g 9 . . . . . .
feeZing potnt otise 2 X . 1 different site under Ronne Ice Shelf (Site 3, see Figure 1). Similarly to the Site
Freezing point depth coefficient 43 —7.53x 107 °C Pa 5¢ mooring design, the uppermost CM at Site 3 was located approximately
Specific heat capacity of seawater Cy 39741 kg™ °C ! 20 m from the ice base. However, the uppermost CT sensor at Site 3 was
Reference seawater density P 1,030 kgm™ located much closer to the ice base than CT1 in the Site 5¢ mooring design
Specific heat capacity of ice ¢ 2,009 J kg °C ! (~2 m vs. ~19 m from the ice base). Based on the mean temperature profile
Latent heat of fusion of ice L 334 x 10° Jke! from the pre-deplolelent CTD casts, which rﬁ:veals a thermal mixed lalyer that
i is not fully homogenized (Figure 2a), evaluating T}, at ~2 m from the ice base
Temperature of ice T; —25°C . . ..
versus ~19 m from the ice base, with all other parameters remaining un-
Salinity of ice Si 0 psu changed, would approximately double the derived thermal Stanton number.
This suggests that the difference in derived thermal Stanton number between
the two Ronne sites largely reflect the differences in placement of the uppermost temperature sensor relative to the
ice base, rather than differences in boundary layer properties. Nonetheless, we note that the upper water column
structure at Site Sc is atypical (as will be described in Section 3.1), which complicates the comparison.
650 (2)
CM1+CT1
CT2
700 po====-aeE === =mmm o)
CT3
FG1 .
)
—~ 800 .
E CM4+CT4
L e R (MEECERE
e
[0}
‘; 850 - -
<
[}
Qo
< 900+ .
= CTSs
xR NSO U N (S tid
<
950 - .
1000 - .
SR IS IR .2 Y ORI AU AR S
1050 seafloor
-2.35 -23  -2.25 22 -2.15 34.65 34.7 34.75 34.8 34.85 0 1 2
0 (°C) Sa (gkg™h) N2 (s72) x107°
Figure 2. (a) Vertical profiles of conservative temperature (®), (b) absolute salinity (S, ), and (c) buoyancy frequency squared
(N?) from data collected during the CTD casts taken just before the January 2015 mooring deployment at Site 5c (red star
marker in Figure 1). Thin gray lines indicate depth-binned profiles from the individual casts and thick black lines correspond to
the ten-profile mean. The dashed horizontal lines show the position of the moored current meters and conductivity-temperature
sensors. The ice shelf base is indicated by the shaded gray box with the depth of the ice base corresponding to the January 2015
depth and the seabed is indicated by the shaded brown box.
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After obtaining the median \/@FT for the year 2015, we use this value to compute a time series of m for the 3-year
record by applying the calibrated parameterization to the 36-hr low-pass filtered hydrographic measurements
from CT1 and CM1. Note that this implicitly assumes that the mean scalar and velocity boundary layer structure
between the uppermost instrument cluster and the ice base is representative of the time-varying boundary layer
structure throughout the 3-year period. Figure A1 shows the distribution of the resulting melt rate estimate as a
function of the ApRES-derived melt rates for the year 2015. The correlation coefficient squared is equal to 0.88
indicating an acceptable reproduction of the measured variability by the tuned parameterization. Considering
monthly timescales further improves the match, with an ? of 0.98 between the 30-day low-pass filtered
parameterized and ApRES-derived melt rate time series.

3. Observed Hydrography and Melting

Building on previous investigations of the hydrography and basal melt rates beneath Ronne Ice Shelf (e.g.,
Hattermann et al., 2021; Nicholls et al., 2001; Vaiikova et al., 2020; Varikova & Nicholls, 2022), we present a
detailed characterization of Site Sc based on the 3-year ocean properties and basal melt rate time series introduced
in the previous section. This includes a description of the water column structure, a characterization of the current
forcing, an overview of the basal melt rate record, and an assessment of the variability of the measured properties
on timescales shorter than one month, all aimed at providing important context for interpreting the results pre-
sented in Sections 4 and 5.

3.1. Water Column Structure

We start by describing the water column structure based on the sequence of CTD casts performed prior to the
mooring deployment, before examining how some of the characteristics identified from the CTD profiles may
vary over the 3-year long mooring record.

Figure 2 shows the mean 1 dbar-binned vertical profiles (thick black lines) from the pre-mooring deployment
CTD casts. The profiles from the individual CTD casts are also shown (thin gray lines) to give an indication of the
water column structure variability over the 5.5 hr-long sampling period. Salinity being the dominant determinant
of density in polar oceans, the mean S, profile reveals a ~20-m-thick layer of relatively uniform density beneath
the ice base, which we henceforth refer to as mixed layer. The top mooring sensor was positioned just inside the
mixed layer at the time of deployment. Within the mixed layer, the mean temperature is ~—2.32°C. This cor-
responds to ~0.08°C thermal driving, with thermal driving defined here as the temperature above the local
freezing point calculated using pressure at the ice base.

The mean temperature profile indicates a warm feature just beneath the ice base, extending to approximately
725 m below sea level (~65 m from the ice base). This warm feature was identified in CTD profiles collected at
the same site in January 1999 (Nicholls et al., 2001), and it was interpreted as a warm water mass intruding at the
top of the water column by Ekman transport along the ice shelf base, with the near-ice layer cooled by basal
melting. This warm feature appears to be site-specific, having not been observed at other locations beneath Ronne
Ice Shelf (Jenkins et al., 2010; Nicholls et al., 2001). Aside from the depth interval featuring the warm feature,
there is an overall increase in temperature with depth with a maximum ® of ~—2.19°C near the seafloor. Salinity
increases with depth over the entire vertical profile indicating stable stratification. As expected based on the
relatively uniform water column density (total range in S, not exceeding 0.14 g kg™!), the stratification at Site 5S¢
is relatively weak with depth-mean stratification N> ~ 5.8 X 107 s=2 between CT1 and CT4, where

N = [(—g/ pw)(ﬁp/az)] 2 is the buoyancy frequency. The two pronounced peaks in N? visible in the upper water
column (at around 683 and 705 m below sea level) reflect the increased salinity gradient at the base of the mixed
layer and at the bottom of the warm feature, respectively. The individual profiles highlight a greater level of
variability in the upper water column compared with deeper in the water column, with the base of the warm
feature moving up and down by ~20 m during the CTD profiling session.

The water masses present in the water column can be inferred by plotting the mean CTD data in ® — S, space
(dark red markers in Figure 3). In line with the description of the water column presented by Nicholls et al. (2001),
all the measurements are below the surface freezing temperature ® (p = 0), indicating that the entire water
column is Ice Shelf Water (ISW), that is, HSSW that has been modified either through direct interaction with the
ice shelf base or through mixing with water masses that have had such interaction (Foldvik et al., 1985).
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Figure 3. Oceanographic data from the mean CTD profiles plotted in ® — S, space (dark red markers). The white markers
indicate the depths of the conductivity-temperature (CT) sensors on the CTD profile trace. Also shown are the first year of
measurements collected by the mooring CT sensors at 679 and 1,029 m depth below sea level (CT1 and CT®6, respectively)
colored by time (light blue to dark blue as time progresses). The gray dashed contours show potential density. The black solid
line indicates the freezing temperature of seawater at surface (p = 0 dbar). The black dashed lines indicate the meltwater
mixing lines with gradient d®/dS, = 2.63 °C/gkg™" calculated following McDougall et al. (2014). The green and orange
patches indicate the high-salinity shelf water source salinity ranges as per Hattermann et al. (2021).

When freshwater ice melts and mixes into seawater, the properties of the resulting meltwater fall on a straight line in
temperature-salinity space (Gade, 1979). Furthermore, HSSW is formed from brine rejection during sea ice pro-
duction and its temperature can therefore be assumed to be at the surface freezing point. The salinity of the parent
HSSW of a parcel of ISW with given ® — S, properties can therefore be estimated by extrapolating the meltwater
mixing line (dashed lines in Figure 3) to its intersection with the surface freezing line (solid line in Figure 3). Ship-
based observations have shown that the salinity of HSSW varies along Ronne Ice Front (e.g., Akhoudas et al., 2020;
Gammelsrgd et al., 1994; Janout et al., 2021). The estimated salinity of the source HSSW can hence be used to
identify its likely origin along the ice front. Using the same HSSW source salinity ranges as applied by Hattermann
et al. (2021), this analysis suggests that the water mass associated with the warm feature identified in the upper
water column in Figure 2a corresponds to ISW derived from HSSW formed at Berkner Bank (Berkner HSSW;
Figure 1), and that the upper part of this feature (adjacent to the ice base) has been cooled and freshened by
interaction with the ice. Below CT2, there is a sharp transition to the deeper part of the water column likely
originated from denser HSSW formed further away from Site 5c in the Ronne Depression (Ronne HSSW;
Figure 1). This is consistent with the parent water masses inferred by Nicholls et al. (2001) based on Site 5 ob-
servations from the year 1999. In the mid-water column, between CT2 and CT5,® — S, properties do not follow a
meltwater mixing line, suggesting mixing between the meltwater-modified Berkner HSSW and Ronne HSSW.

The seasonal variability of the water column structure is illustrated in Hovmoller plots generated from the 30-day
low-pass filtered mooring measurements at the six CT sensors (Figure 4), where the red dashed contours corre-
spond to the temperature and salinity at the base of the mixed layer at the time of the CTD survey in January 2015.
Figure 4a shows that the mid-water column, between CT2 and CTS5, alternates between periods of relatively weak
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Figure 4. Evolution of the vertical profiles of (a) conservative temperature and (b) absolute salinity constructed from the moored conductivity-temperature sensor
measurements over the 3-year observational period spanning January 2015-January 2018. The data were smoothed using a 30-day low-pass filter. The white markers
indicate the mooring instrument depths. The red dashed contours indicate the (a) temperature and (b) salinity at the base of the mixed layer, as identified in the pre-
mooring deployment mean CTD profiles (—2.27°C and 34.69 g kg~! respectively). The orange and blue horizontal lines indicate the periods January—May 2015 and
May 2015-April 2016 mentioned in the text.

thermal gradient (e.g., January—May 2015, as indicated by the orange horizontal line) and periods of stronger
thermal gradient (e.g., May 2015—April 2016, as indicated by the blue horizontal line). This low-frequency vari-
ability is further highlighted in the temperature profiles constructed from the mooring measurements (Figure 5a),
where the orange and blue profiles have been constructed based on the mean temperature recorded by CT1-CT6
during the periods of weak and strong thermal gradient, respectively. In comparison with temperature, the
salinity, and hence the density structure, exhibits very weak variations in the middle portion of the water column
(Figures 4b and 5b). This suggests that the observed low-frequency variations of the mid-water column structure
are linked with changes in water mass spiciness rather than being caused by heaving of the water column.

Although the mooring profiles might miss features occurring between sensors, comparing the mean mooring
profiles January—May 2015 and May 2015—April 2016 with the mean CTD profile from January 2015 in Figure 5a
reveals differences in the upper water column between the two periods. It is worth noting that the warm feature
below the ice base, evident in the CTD profile, appears to be either absent, or at least too thin to be detected by
CT1 when the thermal gradient is stronger in the mid-water column. Conversely, this warm feature appears to be
more pronounced during periods of weaker mid-water column thermal gradient. Assuming that the ice shelf base
remains at the freezing point, this suggests that the thermal gradient in the upper water column is increased during
periods of weaker mid-water column thermal gradient.

To investigate the source of the upper water column variability visible in the Hovmdéller diagram, we plot the
temperature and salinity measurements from the first year of data collected by CT1 in ® — S, space (Figure 3),
with the markers colored by time (light blue to dark blue as time progresses from January 2015 to January 2016).
This suggests that the variations in the upper part of the water column may be due to changes in the salinity of the
Berkner HSSW (the darker markers can be traced back to the upper end of the Berkner HSSW salinity range). An
alternative interpretation for the source of the cold water that appears to replace the warm feature during certain
periods of the time series, could be that when HSSW ceases to be produced over Berkner Bank around the end of
October (Renfrew et al., 2002), recirculated ISW flows along the coast of Berkner Island and is transported to the
mooring site in the upper portion of the water column, similarly to the ISW recirculation inferred by Nicholls
et al. (2001). Although both mechanisms are plausible, the Hovmoller plot in Figure 4a appears to support the
latter more strongly. However, further investigation into the exact mechanisms causing the observed seasonal
variability of the upper water column would require additional data sets and is outside the scope of this paper.
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Figure 5. Average profiles of (a) conservative temperature and (b) absolute salinity, computed from the six conductivity-
temperature mooring sensor records (position of sensors indicated by the markers). Black profiles indicate the mean over the

3-year record with gray shading showing one standard deviation either side of the mean. Orange and blue profiles correspond

to the mean over the periods January 2015-May 2015, and May 2015-April 2016, respectively (as indicated by the same-

colored horizontal lines in Figure 4). Also shown in (a) is the mean profile from the pre-deployment CTD casts performed in

January 2015 (black dashed profile).

Figure 4a also shows that low-frequency temperature variability is more pronounced in the upper water column
(at CT1 and CT2) compared with deeper down (at CT5 and CT6). This is further highlighted by comparing the
mooring data from CT1 and CT6 plotted in ® — S, space (Figure 3). As suggested by Vaikova and Nich-
olls (2022), the upper intensification of the seasonal temperature signal at Site 5S¢ may be traced back to the greater
proximity of the upper HSSW to its source near Berkner Island (Figure 3). The small ® — S, variations in the
deep water are likely to be a result of changes in Ronne HSSW production (given that the data points move up and
down the same mixing line).

3.2. Currents

We now characterize the local dynamics based on data collected at the two CMs, CM1 and CM4, located at the
same depth as the CT sensors CT1 (positioned near the outer edge of the mixed layer) and CT4 (positioned just
above the Ronne-sourced portion of the water column). We also include here a description of the local tidal signal,
with a more in-depth analysis of the tidal current vertical structure provided in Section 5.

As shown by the light gray curves in Figures 6a and 6b, the currents have absolute speeds U = yu? + v? ranging
between ~5 cm s~ and ~30 cm s~!. Similarly to the temperature variations noted in the previous section, the
30-day low-pass filtered velocity signals display a certain level of seasonal variability at both the upper and lower
CMs (black curves in Figures 6a and 6b), with reduced current magnitude during the austral spring/summer
months. Consistent with the low-frequency variability in mid-water column thermal structure described in
Section 3.1, there is a strong correlation between the 30-day low-pass filtered current magnitude and temperature
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Figure 6. Overview of the records of current speeds and basal melt rates spanning the period January 2015-January 2018. (a, b) Total current speed U and tidal current
velocity U,;4, from CM1 (a) and CM4 (b), with low-pass filter cutoff values indicated in the legend labels. (¢) ApRES-derived and parameterized basal melt rates, with
low-pass filter cutoff values indicated in the legend labels.

at CM4/CT4 (r = 0.79), with periods of weak thermal gradient coinciding with stronger flow, and more strongly
stratified periods coinciding with when the flow is weaker.

Figures 6a and 6b also shows that the current magnitudes at CM1 and CM4 exhibit similar variability, particularly
at low frequencies, as seen when comparing the 30-day low-pass filtered time series. This qualitative observation
is confirmed by the complex correlation between the complex velocity time series, which has a magnitude of 0.79
for the unfiltered data and 0.96 for the 30-day low-pass filtered time series. The phase of the complex correlation
is equal to 3° for the unfiltered data, indicating that the flow variability is vertically coherent not only in
magnitude but also in direction. Assuming that CM1 is positioned within the mixed layer, the strong vertical
coherence in flow variability suggests that the near-ice current at this site is primarily driven by external forcing
rather than by buoyant meltwater.

In order to identify the dominant tidal constituents, evaluate their mean tidal ellipse properties, and estimate the
tidal current velocity, we perform a harmonic analysis of the currents measured by CM1 and CM4 over the 3-year
observational period using the MATLAB package T_TIDE (Pawlowicz et al., 2002). We include all the tidal
constituents accounted for in the package except for the solar semi-annual (Ssa) and solar annual (Sa) constit-
uents, as these introduced a spurious seasonal signal into the derived tidal velocity time series. The harmonic
analysis indicates that the tidal signal is dominated by the semidiurnal constituents M, and S, and by the diurnal
constituents K; and Oy, as expected following previous tide related observational studies beneath and near Ronne
Ice Shelf (Foldvik et al., 2001; Makinson et al., 2006; Vaiilkova et al., 2020). The rotary nature of each con-
stituent's tidal ellipse is quantified in terms of its elliptic properties, namely the semi-major and semi-minor axes a
and b, inclination P, and phase ® (Foldvik et al., 2001; Makinson et al., 2006). The polarization, P = b/a, can be
used to define the shape of the tidal ellipse, with the sense of rotation set by the sign of b (given that a is always
positive). Definitions of each of these properties are given in Supporting Information S1.

The tidal ellipses of the four dominant constituents are shown in Figure 7. The semidiurnal tides have larger
maximum speeds than the diurnal tides, as indicated by the values of the respective semi-major axes (see Table 3).
The ellipses of the four dominant constituents are oriented broadly north-south, which is nearly parallel to the
coastline of Berkner Island. The diurnal tides are relatively depth-independent and nearly rectilinear, as indicated
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Figure 7. Tidal ellipses for the four dominant tidal constituents (M,, S,, K;, O;) obtained from harmonic analysis spanning the full 3-year time series at the upper current
meter (CM) (CM1, top row) and at the lower CM (CM4, bottom row), with the arrow heads indicating the sense of direction of the nondegenerate ellipses. The ellipse
parameters are listed in Table 3. The vertical arrow labeled “N” indicates True North.

by a near zero polarization at both CM1 and CM4. The semidiurnal tides at CM4 are also close to rectilinear.
However, for those two constituents, the tidal current vector at CM1 traces a more distinct elliptical shape
compared with deeper in the water column, and the semi-major axes of the ellipse is reduced near the ice base.
These depth-dependent features, as well as their potential variability throughout the observational period, will be
examined in detail in Section 5.

In addition to providing insights into the dominant tidal constituents, the harmonic analysis also indicates that
tides account for nearly 50% of the variance at CM4 (compared with 90% at Site 3, as reported by Jenkins
et al. (2010)). The time series of the 36-hr low-pass filtered tidal current magnitude at CM1 and CM4 (blue curves
in Figures 6a and 6b) reveal a clear fortnightly signal, which will be explored further in Section 3.4.

3.3. Basal Melt Rates

Building on the characterization of the water column structure and local dynamics presented above, we now
describe the key features of the melt rate record.

The ApRES-derived melt rate time series (purple curve in Figure 6¢) displays strong high-frequency variability
with values ranging between ~0.1 m yr~! and ~3.0 m yr™!, and a mean of 1.1 m yr~! over the 1-year observation
period. As detailed in Section 2.3, the year-long ApRES record was extended using the basal melt rate param-
eterization of Jenkins et al. (2010) with optimized parameters. The resulting 36-hr low-pass filtered parameterized
melt rate time series (gray curve in Figure 6¢) shows a similar level of variability and yields a mean melt rate of
1.2 m yr‘1 over the 3-year period, with yearly means of 1.1, 1.0, and 1.5 m yr‘1 in 2015, 2016, and 2017,

respectively.

The ApRES-derived melt rates correlate strongly with the 36-hr low-pass filtered current magnitude at CM1
during 2015 (r = 0.82). A similarly strong relationship is found with the current magnitude at the deeper CM
located approximately 155 m below the ice base (r = 0.76), consistent with the vertically coherent flow described
in Section 3.2. When considering lower frequency variability, the correlation strengthens further: the 30-day low-
pass filtered melt rates correlate with the current magnitude at CM1 and CM4 at r = 0.94 and r = 0.92,
respectively.
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Table 3
Ellipse Parameters (Semi-Major Axis a, Semi-Minor Axis b, Inclination ¥, Phase ®) Associated With the Tidal Constituent
Ellipses Shown in Figure 7

Mooring sensor ~ Tidal constituent Frequency (cpd) Critical latitude ~ a(cm s™')  b(cm s71) ¥(°) D(°)

CM1 (at 679 m) M, 1.93 ~T74°S 336 £0.13 —154+0.11 85+3 316+4
S, 2.00 ~85°S 241 £0.14 -0.76 £0.12 103+4 39+4
K, 1.01 ~30°S 1.96 £ 0.08 —0.02+0.11 87+3 251 +2
0, 0.93 ~27°S 1.75 £ 0.07 —0.06 £0.08 863 192+3

CM4 (at 815 m) M, 1.93 ~74°S 5.12+£0.14 035006 931 311=x1
S, 2.00 ~85°S 348 +£0.15 039+£005 90x1 58x2
K, 1.01 ~30°S 2.00£0.08 0.05+£0.07 95+2 2482
0O, 0.93 ~27°S 1.74 £0.09 001008 94+2 190+3

Note. Inclination angles are defined positive anticlockwise from due east (Foreman, 1978). Parameter values are presented as
the mean +95% confidence intervals.

The ApRES-derived basal melt rate signal also correlates strongly with temperatures at the upper two CT sensors
(r=0.93 at CT1 and r = 0.89 at CT2 when considering 30-day low-pass filtered time series), both located within
the Berkner-sourced HSSW part of the water column (Figure 3). In contrast, there is no correlation between the
ApRES melt rate and the temperature at the two deepest sensors, CTS and CT6, which sample the Ronne-sourced
portion of the water column (Figure 3). This supports the conclusion by Varikova and Nicholls (2022) that
seasonal basal melt rate variability at Site Sc is primarily driven by variability in the Berkner-sourced layer of the
water column rather than being influenced by variations in the inflow of Ronne-sourced HSSW. The potential link
between seasonal variations in upper water column temperatures and melt rates can also be observed by
comparing the 30-day low-pass filtered melt rate with the —2.27°C contour in Figure 4a: when the upper water
column cools, as indicated by a deepening of the isopycnal (e.g., between June 2015 and January 2016) the melt
rate decreases, and conversely, when the isopycnal shoals (e.g., between January 2016 and April 2016) melt rate
increases.

3.4. Spring-Neap and Tidal Variability

Sections 3.1-3.3 have mostly focused on characterizing the mean state and seasonal variability over the 3-year
observational period. To investigate temporal variability on timescales shorter than 30 days, we compute the
power spectral density (PSD) of the ApRES-derived basal melt rate time series and of the ocean properties time
series measured at the upper and lower CM/CT instrument clusters (CM1/CT1 and CM4/CT4, respectively),
shown in Figure 8.

The PSD of the two current magnitude time series (red curves in Figures 8a and 8b) reveal a mixed tidal signal
with strong diurnal and semidiurnal tides. Within the diurnal and semidiurnal bands, the dominant peaks appear at
the Oy, K, M,, and S, tidal frequencies (in line with the results from the harmonic analysis presented in Sec-
tion 3.2). As expected from the orientation of the velocity components with respect to the coast of Berkner Island
(north-south component v nearly coast-parallel), the amplitude of the dominant peaks is larger in the v than in the
u component spectra. This is particularly apparent at O; and K;, and consistent with the previously described
degenerate diurnal tidal ellipses (Figure 7). Around the M, and S, spectral peaks at CM1, some of the energy
appears smeared to lower and higher frequencies, forming a “tidal cusp” (Munk et al., 1965). The presence of a
semidiurnal tidal cusp suggests that the M, and S, tides are losing energy through nonlinear interaction with the
slowly varying background flow or via quadratic boundary friction at the ice shelf-ocean interface (Munk &
Cartwright, 1966), as explored further in Section 5.1.

In Section 3.2, we noted that the estimated tidal current magnitude features strong fortnightly variability (blue
curves in Figures 6a and 6b), suggesting the presence of a spring-neap tidal cycle. Spring-neap tidal variability in
current magnitude arises from nonlinear interactions between the semidiurnal constituents M, and S,, or between
the diurnal constituents O; and K. The difference between the S, and M, tidal frequencies produces a compound
tide with the same frequency as the lunar synodic fortnightly tidal constituent M (0.068 cpd; equivalent to a
period of 14.77 days). Similarly, the difference between the O; and K tidal frequencies generates a signal with
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Figure 8. Power spectral density of the ApRES-derived basal melt rates, velocity components v and u, current speed U, temperature ©, and salinity S,. The U spectra (red
curves) have been offset by a factor of 10* to improve readability. The ocean property spectra are computed using data from the upper mooring sensors CM1 and CT1
located at 679 m below sea level (a), and from data from CM4 and CT4 located at 815 m below sea level (b). All spectra were computed using Welch's method, 50%
overlapping. The vertical dashed gray lines indicate, from left to right, the fortnightly tidal frequencies Mg; (0.068 cpd) and M; (0.073 cpd), the diurnal tidal frequencies O,
(0.93 cpd) and K, (1.01 cpd), and the semidiurnal tidal frequencies M, (1.93 cpd), and S, (2.00 cpd). The vertical red line indicates the Coriolis frequency f at the Site S5c
latitude (1.97 cpd). The solid gray line indicates the low-pass filter cutoff frequency (36 hr; 0.67 cpd) applied when processing the ApRES data to derive basal melt rates

(see Section 2.2.2).

the same frequency as the lunar fortnightly tidal constituent M; (0.073 cpd; equivalent to a period of 13.66 days).
The current magnitude spectra feature a peak at M, (and no peak at M), indicating that the observed fortnightly
signal at Site 5c is caused by interaction between the two dominant semidiurnal constituents.

In contrast to the velocity spectra, which feature a dominant level of variability at tidal (>1 cpd) frequencies, the
PSD of the temperature and salinity time series (gray and green curves, respectively) feature a dominant level of
variability at lower frequencies. In the scalar spectra of the CT1 records, this is emphasized by the presence of a
dominant peak at M; and less pronounced, lower amplitude peaks at M, and S,. The semidiurnal spectral peaks
do not appear in the PSD calculated from the CT4 time series, and they are also absent in the diurnal frequency
range at both depths. A possible explanation for the observed semidiurnal variability in temperature and salinity at
the upper instrument is vertical strain due to internal tidal waves. This would imply water column heave, which is
consistent with the more pronounced variability in the individual temperature profiles at CT1 compared with CT4
(gray curves in Figure 2). However, water column heave would be expected to induce cross-isopycnal density
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changes in ® — S, space, which can not be clearly detected at CT1. Another potential explanation is tide-induced
turbulent mixing in the sub-ice shelf boundary layer, with the absence of diurnal variability explained by critical
latitude effects. This mechanism will be discussed further in Section 5.1.

For reasons explained in Section 2.2.2, the ApRES-derived basal melt rate time series was low-pass filtered with a
36-hr cutoff, restricting the power spectrum analysis to frequencies lower than 0.67 cpd (indicated by the solid
vertical gray line in Figure 8) for this signal. The fortnightly spring-neap signal observed in the velocity and scalar
time series also appears in the ApRES-derived basal melt rate PSD (purple curve in 8a). The presence of M
spectral peaks in current speed, temperature, and salinity indicates that basal melting spring-neap variability could
be driven by spring-neap variations in flow and/or thermal driving. The drivers of basal melt rate variability
across multiple time scales, including spring-neap, are explored in more detail in the next section.

To visualize the spring-neap variability associated with the M; peak identified in the power spectra of the near-ice
current magnitude, temperature, and melt rate, we construct spring-neap composites of U at CM1, ® at CM1, and
m derived from the ApRES measurements (Figure 9). The first year of the record is divided into 14.76-day
segments (yielding 24 segments), and the composites are calculated by averaging each hourly time point across all
segments. Consistent with Figure 8, the near-ice current magnitude, near-ice temperature, and melt rate all display
visible fortnightly variability, with neap-to-spring ranges of 3.6 cm s~!, 0.02°C, and 0.6 m yr~!, respectively.
When expressed relative to the composite mean, these ranges correspond to variations of approximately +17%,
+0.5%, and £26% around the mean for the current magnitude, temperature, and melt rate, respectively. Although
not shown here, the percentage variation in thermal driving relative to its spring-neap composite mean is
approximately +13%. Although this is smaller than the +17% variation observed in current speed, it is still
substantial, suggesting that the observed melt rate spring-neap variability is driven by variations in both current
magnitude and thermal driving. We examine the drivers of basal melt rate variability in more detail in the next
section.

4. Drivers of Basal Melt Rate Variability

To identify the dominant drivers of basal melt rate variability, we perform a dynamical-thermodynamical
decomposition based on near-ice base oceanographic measurements. This approach is analogous to that used
by Jourdain et al. (2019) and Richter et al. (2022) to identify the dominant drivers of tide-driven basal melting
from numerical simulation outputs.

The strong agreement between ApRES-derived melt rates and melt rates predicted using the three-equation
formulation with constant coefficients (Figure A1) suggests that the ice shelf-ocean boundary layer at Site 5c
is predominantly shear-driven and weakly stratified. Under such conditions, basal melt rate is expected to scale
linearly with the product of friction velocity and thermal driving (Vreugdenhil & Taylor, 2019). Consistent with
this, we find that the product of current magnitude at CM1 and thermal driving at CT1 explains 1> = 88% of the
variability in the ApRES-derived melt rate record. This implies that the following relationship holds at Site Sc:

m«UT,, Q)

where U corresponds to the current magnitude measured at CM1, and T, is the thermal driving calculated as
T — (/11 S+ A+ 4 p,,) using temperature and salinity measured at CT1. To evaluate the portion of the melt
rate induced by temporal variations above a given frequency, we can decompose U and T, into a slowly varying
component and a rapidly varying component, that is, U = U” + U’ and T, = T + T, with the superscript
Ip designating the slow variations and primes denoting the fast variations. The slowly varying components (U
and T'P) are obtained by applying a low-pass filter to the observed time series and the rapidly varying components
(U and T") are then calculated by subtracting the derived slowly varying component from the observed time
series. The right-hand side of Equation 5 can then be expressed as the linear sum of four terms:

me UPTP +UP T, + U TP +U' T, , (6)

with the first term on the right-hand side corresponding to the mean term and the last three terms corresponding to
the fluctuating terms. Following Jourdain et al. (2019) and Richter et al. (2022), we refer to these last three terms
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Figure 9. Spring-neap cycle composites of 36-hr low-pass filtered (a) current speed at CM1; (b) temperature at CM1;
(c) ApRES-derived melt rate. The composites are constructed from 24 spring-neap cycles. Shading shows one standard
deviation around the composites.

as the thermodynamical (U by, dynamical ' T,ﬁ”), and covariational (U’ T%,) terms, respectively. The drivers
of basal melt rate variability on a given time scale can then be quantified based on the relative contribution of the
fluctuating terms to the variance of their sum for a given low-pass cutoff frequency.

Figure 10 presents the standard deviation of the dynamical, thermodynamical and covariational terms (colored
curves), as well as the standard deviation of their sum (black solid curve) for low-pass filter cutoff values
capturing tidal to seasonal timescales. The sum of the standard deviations of each term is also shown (black
dashed curve) to highlight that the three terms are correlated, which explains why their variances do not add up to
the variance of their sum (if the terms were independent the black solid and dashed lines would coincide). Note
that the full 3-year records of U and T, were used for this analysis.

To evaluate tide-induced basal melt rate drivers, we consider a cutoff frequency of 36 hr (0.67 cpd), which, based
on the spectral analysis presented earlier (Figure 8a), should effectively separate the high-frequency variability
associated with mixed diurnal/semidiurnal tides at Site 5c. Although there may be other sources of high frequency
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Figure 10. Evaluation of drivers of melt rate variability based on ocean data collected at the upper instrument cluster (CM1/
CT1). The curves correspond to the standard deviation of each of the last three terms on the right-hand side of Equation 6
(color-coded), to the standard deviation of their sum (black solid) and to the sum of their standard deviations (black dashed).
The black and white markers indicate low-pass filter cutoff values of 36 hr (0.67 cpd) and 17 days (0.06 cpd), respectively.

variability in addition to tides, we assume for the purpose of this analysis that the variability on timescales shorter
than 36 hr is dominated by tides, as suggested by the peaks of energy to the right of the vertical gray line in
Figure 8a. As indicated by the black markers in Figure 10, when considering a 36 hr cutoff frequency, the
dynamical term (U" © Py dominates, with a smaller, but not insignificant, contribution from the thermodynamical
term (U ©/). This suggests that enhanced near-ice base current speed and associated enhanced shear-driven
turbulent mixing is the dominant mechanism driving basal melt rate variations on tidal timescales, with a
smaller contribution from tide-induced changes in thermal driving.

As the timescales of variability increases, the relative contribution of the terms including 77, also increases. As
shown by the white markers in Figure 10, when considering variability on spring-neap time scales and longer, the
thermodynamical term becomes nearly as important as the dynamical term, indicating a greater effect of tem-
perature variance on melt rate variability. In Section 3.4, we hypothesized that the tidal and spring-neap signals
observed in the temperature power spectrum arise from tide-induced turbulent mixing entraining warmer water
into the mixed layer. The growing contribution of the thermodynamical term at longer timescales may therefore
reflect an increased role of this process in modulating the heat available for melting. Nevertheless, even at these
longer timescales, the dynamical term remains the largest contributor, indicating that variability in current speed
continues to be the dominant driver of melt rate variability.

5. Tidal Current Vertical Structure

Having established that tidal variability, particularly in near-ice base current speed, is a primary driver of high-
frequency basal melt rate variability at Site 5c, we now investigate vertical structure of these tidal currents.
Understanding how friction at the ice base influences the tides is essential for accurately parameterizing basal
melt rates in tidal environments. Within the constraints of a mooring design equipped with only two CMs, we
utilize the velocity measurements at CM1 and CM4 to assess changes in tidal current characteristics between the
middle of the water column and the near-ice base region at Site 5c. A modeling study by Makinson (2002) showed
that tidal vertical mixing and associated basal melting depend not only on the mean magnitude of the tidal current
but also on tidal ellipse polarization. We therefore examine both the magnitude and the rotational properties of the
tidal current.

5.1. Depth-Dependence of the Tidal Ellipse Properties

5.1.1. Mean State

In Section 3.2 we noted that the tidal ellipses of the diurnal constituents O; and K, remain relatively unchanged
between CM1 and CM4, whereas the M, and S, tidal ellipses are more circular with a clockwise (CW) rotation at
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Figure 11. (a, b) Power spectra of the anti-clockwise (ACW) (pink dashed) and clockwise (CW) (green solid) rotary components time series at CM1 (a) and CM4 (b),
computed using Welch's method, 50% overlapping. (c, d) Decomposition of the M, tidal ellipse at CM1 (c) and CM4 (d) into its ACW (pink dashed) and CW (green
solid) rotary components. Note that the tidal ellipses in (c, d) correspond to the M, ellipses shown in Figure 7.

CM1, located close to the ice shelf base (Figure 7). In order to interpret these observed changes of the tidal ellipses
with depth, and following the approach taken by previous studies of tides underneath and near Ronne Ice Shelf
(Foldvik et al., 2001; Makinson, 2002; Makinson et al., 2006), we decompose the velocity vector of each of the
dominant tidal constituents into their respective CW and anti-clockwise (ACW) rotary components. As described
in Text S1 in Supplemental Information S1, the semi-major and semi-minor axes of the tidal ellipse of any tidal
constituent can be expressed in terms of the ACW and CW rotary component magnitudes R, ,_ (Gonella, 1972;
Prandle, 1982):

a=R,+R_, @)

b=R,—R_. ®

It follows that the tidal ellipse polarization can be described as follows:

P

_b ©)
a

_ R, —R_

TR, 4R
implying that any changes in shape of the tidal ellipse with depth corresponds to a change in the relative size of the
two rotary components with depth. Moreover, Equation 9 highlights that when the rotary components have equal
magnitude (R, = R_), the tidal velocity vector traces out a flat ellipse (P = 0), indicating rectilinear tidal flow.

Conversely, when the magnitude of either of the two rotary components is equal to zero, the corresponding tidal
ellipse is circular with either an ACW (R_ =0; P = +1)oraCW (R, =0; P = 1) sense of rotation.

Figures 11a and 11b shows the PSD of the rotary component time series at CM1 and CM4. Within the range of
frequencies shown in this plot (0—4.5 cpd), we are particularly interested in the frequency bands of the dominant
diurnal and semidiurnal tidal constituents. Consistent with the earlier description of the tidal ellipses, this figure
shows that in the diurnal frequency band, the ACW and CW components have spectral peaks of very similar
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amplitude, translating into rectilinear tides, at both depths (Figures 11a and 11b). In the semidiurnal frequency
band, however, the ACW and CW component peaks have a similar amplitude at CM4, but different amplitudes at
CM1, where the ACW component is reduced (Figures 11a and 11b). This shows that the change in the shape of the
semidiurnal tidal ellipses, from near-rectilinear at CM4 (as shown in Figure 11d for M,) to more circular at CM1
(as shown in Figure 11c for M,), is caused by a reduction of the energy in the ACW component at CM1 compared
with CM4. Moreover, the tidal cusp noted in the velocity components PSD (Figure 8) appears only in the ACW
PSD at CM1, suggesting that the nonlinear mechanism causing the loss of energy is associated only with the ACW
component, and only takes place near the ice base.

5.1.2. Inferred Mean Vertical Profiles of the Rotary Components

The vertical variations of the mean rotary properties of the tidal current described above can be explained in terms
of the varying distances from the ice shelf base over which the ACW and CW rotary components are influenced
by boundary friction (Prandle, 1982; Soulsby, 1983). We first provide a derivation of these length scales, before
showing that the observed 3-year mean vertical structure of the dominant tides at Site Sc are consistent with this
model.

In order to describe a tidal oscillation on the rotating Earth, two independent equations of motion, one for the
ACW (+) and one for the CW (—) component of the flow can be derived for a given tidal constituent of angular
frequency w (see Text S2 in Supplemental Information S1 for the derivation):

—~ _ 0 0 ~
i(w+f)R, =—p; +a—z<ya—Z R+) , (10)
. —~ _ 0 ~
—i (a)—f)R_=—p_+—<v—R_>, (11)
0z

where i = \/:I , f is the Coriolis frequency, v is the eddy viscosity, 1~€+ ,— are the two counter-rotating velocity
phasors, and p,,_ are the two counter-rotating pressure gradient phasors. Based on dimensional analysis of the
terms on the left-hand side of Equations 10 and 11, we can formulate the following characteristic time scales for
the ACW and CW components, respectively:

1
RaNTEY S o
By definition, the viscous timescale, that is, the timescale required by viscosity v to diffuse momentum a distance
o0 from the boundary, is defined as:

52
Ty N;. (13)

The length scales 6, ,_ over which the effects of viscosity influence the ACW and CW components can hence be
derived from 7,,_ ~ 7,, yielding:

v 1/2
o= 5n) o

It is worth noting that §, and d_, which are defined for individual tidal constituents, are often referred to in the
literature as “tidal boundary layers.” This reflects the view that the boundary layer can be defined as the maximum
depth at which the presence of the boundary is felt at any timescale. In this paper, however, we define the
frictional boundary layer as that which is relevant to the three-equation melt rate formulation, namely, the region
beyond which the total flow (resulting from the combined influence of all tidal constituents and any nontidal
accelerations) can be assumed to have reached free-stream. Therefore, rather than referring to 6, and o_ as tidal
boundary layer thicknesses, we instead refer to them here as viscous length scales associated with the ACW and
CW rotary components, respectively. According to Equation 14, in the Southern Hemisphere (where f is
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negative), 6, > &_, implying that the ACW component feels the effect of boundary friction up to a larger distance
from the ice base than the CW component. The difference between 6, and J_ increases with proximity to the
critical latitude, as quantified by the ratio:

5y _ (lo=f\"
E‘(|w+f|) ’ (13

At Site Sc, located near the semidiurnal critical latitudes and further away from the diurnal critical latitudes
(Table 3), 6,./6_ ~ 11 for the semidiurnal tides and ~2 for the diurnal tides. Assuming a water column with
vertically uniform eddy viscosity, and setting the boundary condition R,,_ = 0 at the ice base, Equations 10 and
11 are satisfied by the solution:

Ry, () =Ry_(1—e %), (16)

o0
+/—

free-stream flow), and C a constant used to define J,,_ based on the number of e-folding scales it corresponds to.
In this paper, we follow Soulsby (1983) in choosing C = 2, which gives R(§) = 0.9 R®. It is worth noting that
while the chosen value of C influences the values of 6, and J_, it does not influence the inferred profiles.

with z the distance from the ice base, RY,_ the free-stream magnitude (with RY® = R 2 in the case of a rectilinear

We now show that the mean rotary properties of the dominant tidal constituents, observed at CM1 and CM4, are
relatively consistent with the R,,_ vertical profiles predicted by Equation 16, despite the approximation of a
depth-independent eddy viscosity. To do so, we need estimates for 6, and RY,_. We start by using the observed
values of R, at CM1 and CM4 to solve for 6, from:

Ry (zan) _ 1 — e 7o/

Ry (zems) 1 —e72 2w’

an

with z¢q and zgyy4 the distance of CM1 and CM4 from the ice base (Table 1). Using the inferred value of d,, we
calculate 6_ from Equation 15. We then use the estimated values of 6, and 6_ in combination with the observed
values of R, and R_ at CM1 to obtain R ® and R> from Equation 16. This procedure constrains the R, and R_
profiles to pass through zero at the ice base, through the observed values of R, and R_ at CM1, and through the
observed value of R, at CM4. The procedure does not use the observed value of R_ at CM4. Hence, the level to
which the observations agree with the theoretical model can be assessed based on the difference between the
observed and predicted values of R_ at CM4.

The resulting profiles, shown in Figure 12, are consistent with the observed rotary component magnitudes. Note
that the profiles only account for boundary effects at the ice base, neglecting any frictional effects at the seafloor.
Comparing the pink and green shading in Figures 12a and 12b highlights that, in the case of M, and S,,
O0_ <zcwm < 64. This implies that for the two dominant semidiurnal constituents, the ACW rotary component
magnitude (R, ) is influenced by boundary friction at CM1, whereas the CW rotary component is unaffected by
boundary friction at the same depth (as observed in Figure 11 for M,). As a result, there is a pronounced reduction
in R, and nearly no difference in R_ at CM1 relative to the free-stream. Given that the free-stream flow is close to
rectilinear (expected from the proximity of the site to the coast of Berkner Island), this results in an ACW sense of
rotation (R_ >R, ) at CM1.

Furthermore, comparing the profiles predicted for the semidiurnal constituents (Figures 12a and 12b) with those
predicted for the diurnal constituents (Figures 12c and 12d) highlights the effect of proximity to the critical
latitude on the distance from the ice base over which R, is affected by viscosity: because of the much smaller &,
for diurnal compared with semidiurnal tides at Site Sc (Equation 14), R, reaches its free-stream value much closer
to the ice base at K; and O frequencies compared with M, and S,. Based on the assumed value of C, the
calculated &, for the diurnal constituents is smaller than the distance between the ice base and CM1. This is in line
with the observed rectilinear diurnal tidal ellipses at both CM1 and CM4 (Figure 7). Furthermore, the difference
between the R, and R_ profiles is much smaller in the case of the diurnal constituents compared with the
semidiurnal constituents, as expected from the much smaller ratio §,/6_ for diurnal compared with semidiurnal
tides at Site Sc (Equation 15).

ANSELIN ET AL.

20 of 31

85UB017 SUOWWOD A1) 8|eo!(dde 8y Aq pausianob aJe 8ol YO ‘88N J0 S8 1o Al 8UIUO AB|IM UO (SUORIPUOD-PUe-SWB}WI00" &3] 1M Aleid 1 BUIIUO//SNY) SUORIPUOD PUe SLiB | 83885 *[5202/80/80] UO AiqiT8ul|UO ABIIM ‘8L Ad 125220005202/620T OT/10p/wod" A3 | imArelqeutjuo'sandnfe//sdny wouj papeojumoq ‘g ‘5202 ‘T62669T2



V od |
AGU

ADVANCING EARTH
AND SPACE SCIENCES

Journal of Geophysical Research: Oceans 10.1029/2025JC022524

3 4 0 1
Ry, (ems™) Ry (cms™) R./_ (ecms™)

3 4 0 d 2 3 4 0 il 2 3 4

Figure 12. Vertical profiles of the anti-clockwise (ACW) rotary component (R, (z); pink dashed) and clockwise (CW) rotary component (R_(z); green solid) predicted
from Equation 16 for the dominant semidiurnal (a, b) and diurnal (c, d) tidal constituents. The markers correspond to the values of R, and R_ derived from the current
measurements at CM1 and CM4. The shading indicates the estimated viscous length scales of the ACW component (5, ; pink shading) and of the CW component (J_; green

shading).

The quantitative interpretation of the vertical variations of R, and R_ agrees with the qualitative features of the
power spectra in Figure 11. Thus, the theoretical considerations described above are able to explain all of the tidal
constituent ellipse vertical variations shown in Figures 7 and 11.

5.1.3. Temporal Variability

The tidal ellipse characteristics presented in Figures 11 and 12 represent a mean state over the 3-year mooring
record. Over this same period, however, the viscosity profile, and subsequently the tidal current profiles, may
change. To examine the possible temporal variability of the tidal ellipse characteristics, and assess if the depth-
independent viscosity assumption holds throughout the record, we perform a harmonic analysis over 27.6-day-
long sections rather than over the full CM records. The minimum window length applied for this analysis is
limited by the period of data required to differentiate tidal constituents of close frequencies, as determined from
the Rayleigh criterion (Godin, 1972). In order to maximize the window length while maintaining accuracy, we
only include the six dominant tidal constituents (M,, S,, N, K;, Oy, Q;) in this analysis. Limiting the harmonic
analysis to these six constituents only reduces the variance explained by tides from 49% to 46% at CM4. Starting
with the initial 27.6-day section of the CM1 and CM4 records and then moving the 27.6-day window forward in 1-
day increments until the end of the records is reached, yields time series of tidal ellipse properties at CM1
and CM4.

Figure 13a presents the resulting time series of low-frequency variations of the M, tidal ellipse polarization at
CM1 and CM4. At CM4, the polarization is near zero throughout the 3-year period, indicating that the tidal flow
remains nearly rectilinear throughout the record, as noted in the mean state analysis. At CM1 however, the
polarization deviates from the 3-year mean polarization of P = —0.46, with variations between P = —1 (CW
circular ellipse) and P = O (rectilinear flow). As shown in Figure 13b, the low-frequency variations in P at CM1
are driven by changes in the ACW rotary component magnitude R, (solid pink curve).

Similar low-frequency changes in tidal ellipse polarization in the bottom boundary layer have been described by
Makinson et al. (2006) based on observations from open ocean moorings near Ronne Ice Front, and attributed to
seasonal changes in stratification caused by HSSW production during sea ice formation periods. Given the
minimal density structure variability at Site 5c (Figure 5) compared with the pronounced seasonal variations
closer to the sea ice production sites, changes in stratification are not likely to induce the changes in polarization
observed here. Instead, at Site Sc, the variations in the near-ice base tidal ellipse polarization appear to correlate
with nontidal background flow variations at the same depth (red curve in Figure 13a), with a more circular tidal
ellipse (P — —1) at CM1 during periods of higher flow. Changes in flow speed are expected to change the eddy
viscosity, in turn modifying the distance over which boundary friction influences the rotary components
(Equation 14).
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Figure 13. Temporal variation of the M, tidal current characteristics and inferred viscous length scales and viscosity: (a) tidal ellipse polarization P at CM1 (black solid
curve; with the 3-year mean indicated by the horizontal dashed line) and at CM4 (black dashed curve), and observed 30-day low-pass filtered current magnitude at CM 1
(red curve); (b) magnitude of the clockwise (CW) rotary component (R_, green) and of the anti-clockwise (ACW) rotary component (R, , pink) at CM1; (c) estimated

viscous length scales associated with the CW rotary component (6_, green) and the ACW rotary component (8, , pink), and Ekman depth calculated as 4/2v/| f| (cyan), with
the horizontal dashed lines indicating the position of CM1 and CM4 in the water column; (d) eddy viscosity estimated from Equation 14 using the &, time series shown in
(c). The vertical gray lines indicate the times at which the snapshots shown in Figure 14 are sampled.

To assess whether the depth-independent viscosity assumed in the mean state analysis is valid throughout the
record, we infer vertical profiles of R, and R_ at discrete times, following the same procedure as described in
Section 5.1.2. The sampling times, chosen to capture the range of observed ellipse polarizations at CM1, are
indicated by the vertical gray lines in Figure 13. We then compare the inferred and observed R_ values at CM4,
which provides an indication of the validity of the depth-independent viscosity assumption.

We begin by computing time series of d,,, and subsequently 6_, over the entire record (Figure 13c). As expected
given the observed temporal variations in R, at CM1 and the way in which §, and é_ are calculated, both time
series exhibit temporal variability, and during some periods (e.g., between June and February 2016), they
correlate clearly with variations in R, at CM1. However, there are also intervals when J, deviates from the
expected trend and increases sharply beyond the water column thickness, resulting in 6_ >z, . Since only
minimal differences in R_ are observed between CM1 and CM4 (see solid and dashed green curves in Figure 13b),
this points to a breakdown of the idealized constant viscosity solution described by Equation 16 during those
periods. These events tend to coincide with above-average background flow (see red curve in Figure 13a) and
close to circular tidal ellipses at CM1 (see black curve in Figure 13a). In fact, during periods of high flow, the ratio
Ry (zcu1)/ Ry (zems) approaches zero (Figure 13b) and hence 6, tends to infinity when estimated from Equa-
tion 17 due to a division by In(1 — R, (zcp1)/ Ry (Zemas)))- In summary, the time series of inferred viscous length
scales suggest that the depth-independent viscosity assumption may be valid under low flow conditions, but fails
when flow speeds are high.

This interpretation is supported by the inferred vertical profiles shown in Figures 14a—14c, sampled at times of
low flow, average flow, and high flow, respectively. The shadings show the extent of the inferred &, (pink) and §_
(green). During low and average flow conditions (Figures 14a and 14b), the CW and ACW rotary components are
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Figure 14. Schematic representation of vertical profiles of the anti-clockwise (ACW) rotary component amplitude R, (pink
dashed) and clockwise (CW) rotary component amplitude R_ (green solid) and observed tidal ellipses for the M, tidal
constituents sampled at three different times within the observational record. The left-hand, middle, and right-hand column
correspond to sampling times (1), (2), and (3) labeled in Figure 13. The markers in (a—c), as well as the ellipses and rotary
components shown in (d—i) correspond to the values predicted by the moving-window harmonic analysis at CM1 and CM4 (see
corresponding markers in Figure 13b). The shading indicates the estimated viscous length scales of the ACW component (3, ;
pink shading) and of the CW component (6_; green shading).

no longer influenced by boundary friction at CM4. The CW rotary component (R_) reaches its free-stream value
above CM1, whereas the ACW component (R,) remains influenced by boundary friction at CM1. This is
consistent with the observed CW tidal ellipses at CM1 (Figures 14d and 14e) and the nearly rectilinear ellipses at
CM4 (Figures 14g and 14h), indicating that the inferred R, ,_ profiles, estimated based on an assumed depth-
independent viscosity, are able to reproduce the observations at CM4 very well. Moreover, comparing the R,
profiles in Figures 14a and 14b shows that the vertical extent over which boundary friction influences the rotary
components increases with flow speed. Given that 6_ <zcy; and zey <04 <zZems in both cases, the relative
reduction in R, at CM1 compared with CM4 increases with flow, consistent with the slightly more circular ellipse
at CM1 observed in the average flow snapshot (Figure 14e) compared with the low flow case (Figure 14d).
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In contrast, during the high flow snapshot (right-hand column in Figure 14), the inferred §,,_ values fail to
produce profiles that satisfy both the boundary condition at the ice base (R, (0) = 0) and the observed values at
CM4 (Figure 14c). Consequently, the inferred profiles cannot simultaneously reproduce the observed nearly
rectilinear ellipse at CM4 (Figure 14i) and the nearly circular ellipse at CM1 (Figure 14f). This discrepancy
suggests that, during periods of high flow, the assumption of depth-independent viscosity breaks down, and
viscosity likely varies with depth, as seen in one-dimensional model simulations beneath Filchner-Ronne Ice
Shelf (Makinson, 2002).

Figure 13d shows the eddy viscosity, calculated from Equation 14 using the §, time series in Figure 13c. These
inferred eddy viscosity values can be interpreted as representing the effective eddy viscosity associated with an
under-ice Ekman boundary layer, that is, they capture the influence of boundary friction on the total flow
(including both tidal and nontidal flow components). As such, the inferred viscosity can be used to estimate the
Ekman depth from \/W as shown by the cyan line in Figure 13c. Excluding the periods of high flow during
which the depth-independent viscosity model breaks down and the inferred viscosity becomes unrealistically
large, the estimated eddy viscosity is approximately 0.01 m? s~!, yielding an Ekman depth of ~12 m.

Although few observationally derived estimates of eddy viscosity exist for comparison, Davis et al. (2023)
recently reported an estimate of 0.0009 % 0.0005 m? s~! from beneath Thwaites Glacier, obtained by fitting an
analytical Ekman layer model to velocity profiles measured through the ice shelf-ocean boundary layer. This
value is one order of magnitude smaller than the value estimated here. However, the Thwaites cavity environment,
characterized by strong thermal driving (>1.5°C), weak current forcing (~2 cm s~!), and strong near-ice strat-
ification, significantly differs from conditions at Site 5S¢, making direct comparison uncertain. Under Ronne Ice
Shelf, no observational eddy viscosity estimates are available. However, Makinson (2002) reported modeled
values beneath Ronne Ice Shelf up to ~0.07 m? s~! based on a turbulence closure model that accounts for critical
latitude effects on tidal vertical mixing. Our inferred values during low flow periods fall within this modeled
range, supporting that our estimates are plausible, though further observations would be needed to confirm this.

During periods of low to near-average flow (when the depth-independent viscosity assumption appears valid), the
Ekman depth remains relatively steady and shallower than CM1. We will return to this point in Section 6, where
we consider how the enhanced influence of boundary friction on semidiurnal tides affects the choice of depth at
which to sample ocean conditions applied in the three-equation melt rate formulation.

5.2. Depth-Dependence of the Tidal Current Magnitude

The analysis presented in the previous section suggests that, for a given tidal constituent, the observed changes in
tidal ellipse properties between CM1 and CM4 largely depend on the distance of CM1 from the ice base relative to
the distance over which viscosity influences the ACW rotary component. This distance, which we termed viscous
length scale ., in turn appears to be influenced by the background current strength. We now evaluate how this
constituent-specific frictional effect, may be reflected in the vertical structure of the total tidal current magnitude,
which represents the combined influence of all tidal constituents rather than each in isolation. Note that for the
purpose of the discussion presented here, we interpret conditions at CM4 as being representative of the free-
stream tidal current magnitude (justified by the nearly rectilinear dominant M, tidal ellipse at CM4 throughout
the record).

Figure 15 presents the tidal current magnitude at CM1 and CM4 (top row), and the two orthogonal tidal current
components at CM1 (middle row) and at CM4 (bottom row), with each column showing one fortnightly spring-
neap cycle sampled at a different time within the observational record. The vertical gray lines, labeled (1), (2), and
(3), in Figure 15 coincide with the vertical gray lines in Figure 13 and with the timings of the snapshots shown in
Figure 14. As such, the left-hand column in Figure 15 corresponds to low flow conditions, the middle column
reflects near average flow conditions, and the right-hand column shows high flow conditions. Moreover, based on
the analysis presented in Figure 14, the left-hand and middle columns show periods during which the depth-
independent viscosity assumption appears to hold, whereas the right-hand column shows a case in which this
assumption fails.

Starting with a description of the free-stream conditions, as expected based on the mixed diurnal and semidiurnal
tides, the north-south component (v,;;,) features two northward and southward flows per day, with relatively
pronounced differences between consecutive tidal peaks and troughs (yellow curves in Figures 15g—15i). In line

ANSELIN ET AL.

24 of 31

85UB017 SUOWWOD A1) 8|eo!(dde 8y Aq pausianob aJe 8ol YO ‘88N J0 S8 1o Al 8UIUO AB|IM UO (SUORIPUOD-PUe-SWB}WI00" &3] 1M Aleid 1 BUIIUO//SNY) SUORIPUOD PUe SLiB | 83885 *[5202/80/80] UO AiqiT8ul|UO ABIIM ‘8L Ad 125220005202/620T OT/10p/wod" A3 | imArelqeutjuo'sandnfe//sdny wouj papeojumoq ‘g ‘5202 ‘T62669T2



V od |
AGU

ADVANCING EARTH
AND SPACE SCIENCES

Journal of Geophysical Research: Oceans 10.1029/2025JC022524

(1)
1)

|—CM4 — CM1 —CM4 (Ip) - - CM (Ip) \Ka)

Vtide

20 i -

101

Vtide —— Utide

0 e e A NN N NSNS e N ANV VNV VNV VY VNV VVANANAN e A NA NN N NNV NI A

© T Wl BEBERBE

01 2 3 4

6 7 8 91011121314 0 1 2 3 4 5 6 7 8 91011121314 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14
spring-neap cycle days spring-neap cycle days spring-neap cycle days

Figure 15. Tidal current speed Uyq, = /u%,, + v, at CM1 and CM4 with orange and blue curves showing unfiltered data and black dashed and solid curves showing

36-hr low-pass filtered data (a—c), and tidal current components u,;4, and v,;;, at CM1 (d—f) and CM4 (g—i), sampled over one 14.76-day spring-neap cycle at three
different times within the observational record. The vertical gray lines labeled (1), (2), and (3) correspond to the sample times indicated by the vertical gray lines in

Figure 13.

with the nearly rectilinear diurnal and semidiurnal tidal ellipses at CM4, the east-west component of the tide (i)
is negligible at this depth (black curves in Figures 15g—151). Given that speed peaks twice during an oscillating
current, the tidal current speed Uy, (blue curves in Figures 15a—15c¢) features a 4 cpd signal. Furthermore, the
three cases display a clear spring-neap cycle at CM4 with the largest peak-to-through variations in Uy, occurring
during spring tides (around day 7 of the cycle). The minimal differences between the tidal signal at CM4 in the
three instances shown in Figure 15 supports the previous assumption that CM4 is positioned beyond the region of
boundary friction influence.

Comparing the orange and blue curves in Figures 15a—15c shows that friction at the ice base causes a reduction in
the peak-to-trough variations of U, . This is consistent with the smaller differences between u,;,, and v;;,, at CM1
compared with CM4 (particularly apparent in Figures 15e and 15f), as well as with the transition of the semi-
diurnal tidal ellipse from near-rectilinear at CM4 to more circular at CM1. This suppression of tidal current
sub-daily variability near the ice base suggests that melt rate variability at tidal frequencies (which cannot be
observed directly in the ApRES-derived time series) is likely not as pronounced as the sub-daily variability in
free-stream tidal current magnitude.

In addition to this friction-induced reduction in tidal current sub-daily variability, the 36-hr low-pass filtered tidal
current magnitudes at CM1 and CM4 (black dashed and solid lines in Figures 15a—15c¢) show that the tidal current
strength is also reduced relative to free-stream conditions, although the reduction is relatively small. This
attenuation appears to be driven primarily by a reduction in v,;,,, whereas u,;;, at CM1 is slightly enhanced relative
to CM4. This relative enhancement in u,;,, is consistent with the larger peaks of energy at CM1 compared with
CM4 visible in the u-component PSD plots (Figure 8).

The spring-neap modulation in both sub-daily variability and strength of the tidal current is most pronounced
during spring tides. Moreover, although U, is generally lower at CM1 than at CM4, as expected from friction-
induced attenuation, Figures 15a—15c reveals instances around neap tides when CM1 values exceeds those at
CM4. This apparent amplification of the near-ice tidal current magnitude relative to the free-stream may reflect
friction-induced shifts in the frequency and/or phase of the tidal current between CM1 and CM4. Further evidence
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Figure 16. Ratio between the tidal current speed at CM 1 and CM4 over the 3-year record, calculated based on 36-hr low-pass filtered (black curve) and 30-day low-pass
filtered (green curve) time series. The 36-hr low-pass filtered tidal current magnitude at CM4 (blue curve) is also included. The vertical gray lines labeled (1), (2), and (3)
correspond to the times indicated by the vertical gray lines in Figures 13 and 15.

of this spring-neap modulation is provided in Figure 16, which shows the ratio of 36-hr low-pass filtered U,
between CM1 and CM4 (black curve), as well as the tidal current magnitude at CM4 (blue curve). The pattern of
stronger attenuation during spring tides and relative enhancement during neap tides, evident in the three spring-
neap cycles shown in Figure 15, emerges consistently throughout the 3-year record.

Comparing the cases where eddy viscosity can be assumed to be constant (Figures 15a and 15b) suggests that the
friction-induced attenuation increases with background flow strength. This is consistent with the larger reduction
in R, at CM1 relative to the free-stream under near-average versus low flow conditions (Figures 14a and 14b).
However, comparing Figures 15b and 15¢ shows that when the viscosity profiles differ, stronger background flow
does not necessarily lead to enhanced attenuation, suggesting that the viscosity profile influences the frictional
effect. These qualitative observations are supported by the ratio of mean U,;;, at CM1 to that at CM4 over the
spring-neap cycle, which is 93%, 79%, and 85% in Figure 15a—15c, respectively. This variability in the degree of
attenuation is evident throughout the record, particularly during spring tides when attenuation is strongest (see
changes in the minima of the black curve in Figure 16). Nevertheless, both the variability and the overall level of
attenuation are relatively small, as indicated by the 30-day low-pass filtered U,;,, ratio averaging 84% and
remaining within a range of 74%-94% over the 3-year record (green curve in Figure 16).

In summary, ice base friction acts to dampen both high frequency tidal fluctuations and the mean tidal current
magnitude. Although the attenuation of the time-averaged tidal current magnitude varies over the spring-neap
cycle and on longer timescales, it remains relatively weak. This reflects friction-induced changes in the near-
ice semidiurnal tidal ellipses, which primarily involve changes in polarization rather than changes in ellipse size.

6. Summary and Discussion

This study utilizes a multi-year data set of oceanographic and glaciological observations from Site Sc beneath
Ronne Ice Shelf to characterize the local water column structure and dynamics, to examine basal melt rate
variability across a range of timescales, and to investigate the influence of ice base friction on the vertical structure
of tidal currents. The data set includes three years of temperature, salinity, and current measurements from a sub-
ice shelf mooring, along with one year of basal melt rate estimates derived from ApRES radar measurements. By
applying a calibrated velocity-dependent melt rate parameterization (Jenkins et al., 2010), the ApRES-derived
melt rates time series is extended, resulting in a 3-year contemporaneous record of ocean conditions and basal
melt rates.

Building on prior surveys of the study site, we provide a detailed description of the water column, identifying two
distinct water masses: Berkner-sourced ISW near the ice base and Ronne-sourced ISW near the seafloor. A
notable feature of the water column at Site 5c is a warm layer near the ice base, evident in the CTD profile. The
temperature time series from the upper two CT mooring sensors suggest that the strength of this warm feature
varies over time, likely with a seasonal cycle. Future mooring designs at this site could prioritize placing CMs and
CT sensors through this layer to further examine the processes controlling its variability. Unlike sites near Ronne
Ice Front, which exhibit stronger stratification with pronounced seasonal variability (Makinson et al., 2006), Site
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Sc features a weakly stratified water column with minimal changes in density structure throughout the 3-year
observational period. Harmonic analysis of the current measurements indicates mixed semidiurnal tides with
strong spring-neap variability, superimposed onto a dominant nontidal background flow. The ApRES-derived
basal melt rate measurements also exhibit strong spring-neap variability, consistent with the spring-neap mod-
ulation of the near-ice current speed and the strong correlation between melt rates and current speed at this site.

Using the velocity measurements from the two CMs installed on the mooring, we assess ice base friction-induced
changes in the rotational properties and magnitude of the tidal current. Unlike the diurnal tidal ellipses, which
feature minimal changes between the two sensors, the semidiurnal ellipses exhibit marked changes with depth,
transitioning from nearly rectilinear in the free-stream portion of the water column to more circular and CW-
rotating near the ice base. These observed depth variations are linked to the enhanced differential effects of
boundary friction on the CW and ACW rotary components of the semidiurnal tides due to proximity of the study
site to the semidiurnal critical latitudes. A theoretical model, which accounts for these effects, and assumes depth-
independent eddy viscosity, is able to reproduce the observed depth variations of the 3-year mean tidal ellipse
characteristics.

In addition to the depth-dependence of the mean state, we observe temporal variability in the semidiurnal tidal
ellipse properties at the upper CM (CM1). In particular, the polarization of the dominant semidiurnal tide varies
over seasonal timescales, suggesting changes in the vertical extent over which viscosity affects the ACW
component. We hypothesize that this variability is linked to low-frequency changes in the nontidal background
flow, which would be expected to modulate the eddy viscosity.

Although the analysis of tidal ellipse variability is limited to timescales longer than ~30 days, variations in the
total tidal current magnitude reveal that frictional effects also vary on shorter timescales. Specifically, ice base
friction attenuates both the time-averaged tidal current and the magnitude of tidal fluctuations, with stronger
attenuation observed during spring tides. However, the overall reduction in tidal current strength remains rela-
tively small, with the 30-day low-pass filtered near-ice tidal current magnitude averaging 84% of the free-stream
value over the 3-year record. This relatively weak attenuation in the mean tidal flow is consistent with the friction-
induced changes in the near-ice semidiurnal tidal ellipses, which primarily involve changes in polarization rather
than substantial changes in ellipse size.

We show that the theoretical framework used to interpret tidal ellipse properties also enables, in principle, the
estimation of eddy viscosity from current measurements at only two depths. During periods of low to moderate
background flow, the model yields plausible viscosity estimates. However, under strong background flow, it
yields unrealistically large values, indicating a breakdown of the depth-independent viscosity assumption in more
energetic conditions. Further work is needed to validate the proposed approach for inferring eddy viscosity from
current measurements at only two depths, particularly by clarifying the conditions under which the depth-
independent viscosity assumption holds or fails. Validation could be achieved through direct comparison with
viscosity estimates derived from near-ice current profiles (e.g., as in Davis et al. (2023)) or via controlled nu-
merical experiments spanning a range of flow regimes. If validated, this method could offer a practical means of
estimating eddy viscosity from moored CM records collected near critical latitudes.

Our analysis of the vertical structure of the tidal ellipses shows that the influence of boundary friction on the
semidiurnal tidal constituents extends beyond the uppermost CM, as indicated by &, values that exceed the depth
of CM1 throughout the 3-year record. This raises questions about how the enhanced frictional influence on the
anticlockwise component of the semidiurnal tide affects the overall boundary layer thickness quantified by the
Ekman depth, and the implications this may have for the choice of instrument at which to sample the velocity
driving the three-equation melt rate formulation. The friction velocity parameterization in Equation 1 requires the
flow speed outside the logarithmic layer, which occupies the top ~10% of the boundary layer (McPhee, 2008). If
the large 6, values lead to a thicker overall boundary layer such that CM1 lies within the logarithmic layer, then
using velocity measurements from CM1 would not satisfy the underlying assumptions of the parameterization,
and deeper measurements from CM4 might be more appropriate. However, estimating the Ekman depth from
m using an eddy viscosity value inferred from the theoretical framework described above suggests an
Ekman depth of approximately 12 m. This places CM1 below the base of the Ekman layer, indicating that
measurements at the upper CM are likely taken outside the logarithmic layer, and are therefore suitable for use in
the three-equation melt rate formulation. Moreover, it is worth noting that using velocities from CM4 would likely
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lead to inaccuracies in the melt rate time series, as the friction velocity parameterization in Equation 1 does not
account for the depth-dependent changes in tidal ellipse polarization observed between CM4 and CM1.

More broadly, this discussion highlights knowledge gaps in how constituent-specific viscous length scales (5,
and ¢o_) relate to the total boundary layer thickness. In particular, it remains unknown whether enhanced ice base
friction associated with proximity to critical latitudes may lead to thicker Ekman layers in certain environments,
especially where tides dominate the flow. Soulsby (1983) proposed an effective boundary layer thickness based
on a weighted average of the frictional effects on the anticlockwise and CW components,
6 = (R 6, +R5) / (R, + R_)). However, this formulation applies only to individual tidal constituents, and
how these § values combine to define the overall boundary layer structure remains unclear. Addressing these
uncertainties through a combination of targeted observations and numerical simulations across a range of tidal
regimes would help ensure that critical latitude effects are accounted for when choosing the depth of the
oceanographic measurements applied to the three-equation melt formulation.

Having examined the implications of our results on the application of the three-equation melt rate formulation to
observational data, we now consider the implications for the parameterization of tides in numerical models. Tidal
currents are often omitted from regional and circum-Antarctic ocean model simulations to reduce computational
cost. In such cases, a common approach to account for their effect on basal melt rates is to modify the param-
eterization of ocean heat and salt fluxes in the three-equation melt rate formulation by adding a tidal factor into the
friction velocity expression, as originally proposed by Jenkins et al. (2010):

w, =/ Cy(U2, + U2, (18)

where U, is the simulated current (which excludes tides) and U, corresponds to a time-averaged, spatially
varying estimate of the barotropic tidal current speed. Parameterizing tidal effects on basal melt rates via
Equation 18 assumes that tidal currents enhance basal melting primarily by increasing shear at the ice shelf base,
rather than by modifying thermal driving. At Site 5c, this assumption is largely supported by the decomposition
analysis presented in Figure 10, which identifies variations in near-ice flow speed as the dominant driver of tide-
induced basal melt rate variability. Nonetheless, tide-induced variations in thermal driving, particularly over the
spring-neap cycle, also contribute non-negligibly to the melt rate variability. Equation 18 is typically imple-
mented with a drag coefficient C, that is constant in both space and time. A spatially uniform drag coefficient does
not account for enhanced frictional effects near critical latitudes, as observed at Site 5Sc, potentially leading to
underestimated area-averaged tide-induced basal melt rates. Similarly, assuming a temporally constant drag
coefficient neglects the time-varying influence of friction on tidal currents driven by temporal changes in near-ice
tidal ellipse polarization, as observed at Site Sc. That said, for studies focused on estimating time-averaged melt
rates, the use of a temporally constant drag coefficient in combination with a time-averaged barotropic tidal
current speed is probably justified, despite limiting the representation of near-ice tidal current variability and its
influence on basal melt rates.

The preceding discussion has highlighted that the three-equation melt rate formulation, implemented with a
modified friction velocity formulation to parameterize tidal effects, lacks the physics required to fully capture the
latitude-dependent influence of boundary friction on the vertical structure of the tidal current ellipse. Since tidal
vertical mixing, and therefore tide-induced basal melt rates, depend not only on the mean tidal current magnitude
but also on tidal ellipse polarization (Makinson, 2002), developing a new parameterization that accounts for this
effect would improve the representation of both spatial and temporal variability in tide-driven basal melt rates.
Specifically, such a parameterization would relate the barotropic tidal ellipse to the tidal ellipse just beyond the
logarithmic layer, providing a more accurate velocity input to the three-equation melt rate formulation. The
constant viscosity model applied in Section 5 provides a useful starting point for the derivation of such a
parameterization, as it was shown to capture the time-averaged influence of ice base friction on the vertical
structure of the tidal ellipses at Site 5c. However, because it treats each tidal constituent independently, the model
would need to be extended to account for the combined effects of multiple constituents on the total tidal current. In
addition, further work is needed to clarify conditions under which the depth-independent viscosity assumption
holds, as previously discussed.
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To conclude, the study presented in this paper, based on a single sub-ice shelf mooring site located near the critical
latitudes of the semidiurnal tides, enhances our understanding of how tides modulate basal melt rate variability,
and highlights how boundary friction beneath an ice shelf base impacts the barotropic tidal ellipse. Our results
highlight limitations of a friction velocity-based tidal melt rate parameterization, which estimates the friction-
induced departure from the barotropic tidal current via a constant drag coefficient. Extending the analyses pre-
sented here with observations from additional sites spanning a range of tidal regimes would provide a stronger
basis for generalizing our findings and improving the representation of tidal vertical mixing, and hence tide-
induced basal melting, in models that do not explicitly resolve tides.

Appendix A: Parameterized Melt Rate

Section 2.3 describes the approach taken to estimate basal melt rates from 36-hr low-pass filtered observed ocean
conditions at CM1 and CT1. Figure A1 shows the distribution of the resulting melt rate estimates as a function of
the ApRES-derived melt rates for the year 2015.
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Figure Al. Parameterized and observed basal melt rate distributions over the year 2015.

Data Availability Statement

The ApRES basal melt rate time series presented in this study is available at https://doi.org/10.6084/m9.figshare.
28350665. The processed mooring data presented in the paper are available at https://doi.org/10.6084/m9.fig-
share.28350683. The map in Figure 1 was created using the Antarctic Mapping Tools toolbox (Greene
et al., 2017) available on GitHub at https://github.com/chadagreene/Antarctic-Mapping-Tools with water column
thickness data obtained from the MEaSUREs BedMachine Antarctic Version 3 data set (Morlighem et al., 2017)
available at doi:10.1002/2017g1074954.
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