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A B S T R A C T

The widespread use of hydrogen as an energy source relies on efficient large-scale storage techniques. Under-
ground Hydrogen Storage (UHS) is a promising solution to balance the gap between renewable energy pro-
duction and constant energy demand. UHS employs geological structures like salt caverns, depleted reservoirs, or 
aquifers for hydrogen storage, enabling long-term and scalable storage capacity. Therefore, robust and reliable 
predictive tools are essential to assess the risks associated with geological hydrogen storage. This paper presents 
a novel reactive transport model called “Underground Gas Flow simulAtions with Coupled bio-geochemical 
reacTions” or “UGFACT”, designed for various gas injection processes, accounting for geochemical and micro-
bial reactions. The flow module and geochemical reactions in the UGFACT model were verified against two 
commercial reservoir simulators, E300 and CMG-GEM, showing excellent agreement in fluid flow variables and 
geochemical behaviour. A major step forward of this model is to integrate flow dynamics, geochemical reactions 
and microbial activity. UGFACT was used to conduct a simple storage cycle in a 1D geometry across three 
different reservoirs, each with different mineralogies and water compositions: Bentheimer sandstone, Berea 
sandstone, and Grey Berea sandstone, under three microbial conditions (“No Reaction”, “Moderate Rate”, “High 
Rate”). The findings suggest that Bentheimer sandstone and Berea sandstone sites may experience severe effects 
from ongoing microbial and geochemical reactions, whereas Grey Berea sandstone shows no significant H2 loss. 
Additionally, the model predicts that under the high-rate microbial conditions, the hydrogen consumption rate 
can reach to as much as 11 mmol of H2 per kilogram of water per day (mmol / kg⋅day) driven by methanogenesis 
and acetogenesis.

1. Introduction

A key bottleneck in energy transition is the mismatch between the 
intermittent nature of renewable energy sources like solar and wind, and 
the demand for energy. Hydrogen (H2), as a clean and efficient energy 
carrier, holds immense promise in enabling a sustainable energy future. 
[1,2]. The widespread adoption of H2 as an energy source depends on 
efficient methods of large-scale storage. Underground Hydrogen Storage 
(UHS) utilizes geological formations including salt caverns, depleted 
reservoirs, and aquifers to store H2, offering long-duration and scalable 
storage capabilities. This enables the storage of excess renewable energy 
during periods of high generation for later use during low generation 
times, effectively balancing supply, and demand [3,4].

UHS faces several challenges that must be addressed for its successful 

implementation, particularly when considering microbial and 
geochemical risks [5–7]. One key challenge is identifying suitable 
geological formations capable of safely storing H2 without significant 
leakage or environmental impact, while also mitigating the potential for 
microbial consumption of the stored H2 and subsequently the formation 
of corrosive byproducts like hydrogen sulphide (H2S) [8]. Assessing 
these formations for long-term storage can be complex and requires 
comprehensive geological, microbiological and engineering studies [9]. 
Additionally, ensuring the integrity of storage reservoirs over time, 
including managing potential issues such as subsurface pressure changes 
or aquifer contamination, is critical for maintaining safety and mini-
mising operational risks [10–12]. Another challenge involves opti-
mizing the efficiency and cost-effectiveness of UHS, including 
developing robust monitoring and control systems to detect and respond 
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to any potential leaks or integrity issues promptly [13,14]. Regulatory 
frameworks also need to be established to govern UHS operations, 
ensuring compliance with safety, environmental, and community 
impact standards [15]. Addressing these challenges, especially those 
related to microbial and geochemical risks, is essential to realize the full 
potential of UHS as a reliable and sustainable solution for large-scale H2 
storage.

Microbial reactions such as methanogenesis, acetogenesis, and sul-
phate reduction can contribute to H2 loss in subsurface environmental 
conditions [16–19]. Hydrogenotrophic Methanogenesis (MET) involves 
certain Archaea that use H2 and carbon dioxide (CO2) to produce 
methane (CH4) as a metabolic byproduct. This process can lead to the 
loss of H2 [20] and contamination of stored H2. Acetogenesis (ACE), 
carried out by acetogenic microorganisms, also utilizes H2 and CO2 to 
produce acetate (CH3COO− ) and involves the consumption of H2 [17,21,
22]. Similarly, sulphate-reducing bacteria (SRB) use H2 as an electron 
donor to reduce sulphate ion (SO4

2− ) to hydrosulphide ion (HS− ) [21,
23]. These microbial processes can significantly impact H2 storage sys-
tems, reduce overall storage efficiency and affect the performance of 
H2-based technologies [24,25]. Understanding and mitigating these 
microbial reactions are crucial for optimizing H2 storage strategies and 
enhancing the utilization of H2 as a clean energy carrier.

Several studies have investigated this phenomenon from various 
perspectives, highlighting the importance of microbial reactions in the 
context of UHS. For example, Vítězová et al. [26] conducted an exper-
imental study to evaluate the feasibility of the bio-methanation process 
in the presence of H2/CO2 within in-situ brine and rock environments. 
The study observed a significant increase in the population percentage 
of methanogenic archaea from 1 % to 43 % by the 22nd day of the bottle 
test. Additionally, they reported complete metabolization of the stored 
gases within 42 days. In a recent purely numerical study by Hogeweg 
et al. [27] using the DuMux simulator, it was highlighted that incorpo-
rating both geochemical and microbial reactions into the analysis results 

in a considerably different H2 loss compared to simulation runs were 
these factors were not included because of H2 microbial and geochem-
ical consumption. Such studies show that understanding the 
bio-geochemical aspects of UHS is crucial. Another study by Minougou 
et al. [28] presents a bio-reactive transport model for MET in UHS, 
focusing on the coupling of microbial kinetics with multiphase flow and 
gas transport. The model effectively captures the microbial conversion 
of H2 and CO2 into CH4 and demonstrates the importance of microbial 
processes in storage performance. While this work is an important 
contribution to the field, it does not explicitly consider mineralogical 
interactions or geochemical equilibria.

The integration of biological and geochemical reactions with fluid 
flow models represents a critical advancement in understanding and 
optimizing storage processes [29]. By incorporating biological reactions 
and geochemical reactions, including mineral dissolution and precipi-
tation, into fluid flow models, it would be possible to simulate the 
complex interactions occurring within storage reservoirs more 
comprehensively. This integration allows for a holistic assessment of 
factors influencing storage performance, such as H2 consumption rates, 
pH evolution, and sulphide production. Moreover, by elucidating the 
dynamic interplay between microbial activity, geochemical reactions, 
and fluid behaviour, integrated models offer valuable insights for 
enhancing storage efficiency, mitigating operational risks, and ensuring 
long-term reservoir integrity in UHS applications [30].

Previously, our research delved into the interaction of biological and 
geochemical reactions within a batch model, revealing a significant 
interplay between microbial and geochemical reactions wherein mi-
crobial activity varied across different mineralogical systems [30,31]. In 
our present study, we aim to elevate our understanding by integrating 
the bio-geochemical model with a fluid flow model to propose a 
framework and develop a fully reactive model in the context of UHS. 
This integration will enable us to assess the coupling effects of fluid flow 
and reactions, thereby providing deeper insights into their coupled 

Fig. 1. In a porous medium, the introduction of H2 gas initiates its dissolution in water, potentially sparking microbial activity despite its limited solubility. This 
microbial utilization of dissolved H2 disturbs the equilibrium between the rock and fluid phases, leading to alterations in carbonate and sulphate concentrations and 
prompting compensatory rock dissolution. This sequence of events involving H2 dissolution, microbial activity, and rock dissolution results in the production of CH4 
and H2S [30].
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dynamics.

2. Methodology

2.1. Batch model description

The batch model, developed using PHREEQC [32], serves as a tool in 
simulating the complex interplay between biological and geochemical 
processes within UHS systems. In this model, all geochemical reactions 
are assumed to be at equilibrium, while microbial reactions are gov-
erned dynamically by a rate-based approach. Porosity changes due to 
mineral dissolution and precipitation were incorporated into the model. 
The corresponding impact on permeability was calculated using the 
Carman–Kozeny relationship, which links permeability to porosity 
changes.

Three microbial processes—MET, ACE, and SRB—are included to 
evaluate their importance in UHS [30]. Fig. 1 shows how the intro-
duction of H2 into the in-situ fluids may trigger some microbial reactions 
and disrupt the equilibrium between rock and fluid.

Input parameters such as brine composition, rock mineralogy, gas 
composition and kinetic data for microbial reactions, alongside pressure 
and temperature, are key parameters influencing the model’s dynamics. 
In particular, microbial reactions are sensitive to variations in pH, 
temperature, and salinity. To this end, a quadratic equation is employed 
to generate a correction factor, modulating microbial reaction rates 
based on prevailing environmental conditions. This correction factor 
ensures that microbial activity is accurately reflected across a spectrum 

of pH, temperature, and salinity fluctuations, thereby enhancing the 
model’s predictive capabilities [30].

To incorporate both microbial and geochemical reactions into a 
PHREEQC model based on the outlined assumptions, it is necessary to 
decouple the PHREEQC database. Within the utilized database, the 
reduction of carbonate and sulphate by H2 is treated as an equilibrium 
reaction. While integrating the kinetics of mineral dissolution/precipi-
tation into the model is relatively straightforward, incorporating ki-
netics into aqueous phase reactions presents a different challenge. This 
involves decoupling and redefining reactions for carbonate (C(4)), 
methane (C(-4)), sulphate (S(6)), and sulphide (S(-2)) species with new 
notations, excluding those reactions governed by kinetics. Subsequently, 
the desired reactions are defined using kinetic keywords. Examples 9 
and 15 in the PHREEQC manual illustrate this process for clarity [32,
33].

In the developed model, microbial reaction rates are calculated by a 
well-established rate model, named Dual-Monod [34–37], as follows: 

rS = −
μmax

Y
CD

KD + CD

CA

KA + CA
X 1 

rX = − YrS − bX 2 

where rS is substrate consumption rate (mol/sec), μmax is specific growth 
rate (1/sec), X is amount of biomass (mol), Y is yield coefficient 
(mol X/mol H2), C is concentration (mol/L, A and D refer to Electron 
Acceptor and Electron Donor), K is half-saturation constant (mol/L), rX is 

Fig. 2. General algorithm of coupling fluid flow model with the Bio-Geochemical model.
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rate of biomass change (mol/sec), and b is decay coefficient (1/sec).
It is assumed that all three metabolisms are active at the same time. 

The details of the batch model and its assumptions are published pre-
viously [30].

2.2. Fluid flow model

In this study, we utilized the MATLAB Reservoir Simulation Toolbox 
(MRST) due to its open-source nature, which facilitates the development 
and testing of new models tailored to our specific needs [38]. We spe-
cifically employ the compositional module to conduct detailed compo-
sitional gas-water simulations based on the Peng-Robinson Equation of 
State (EOS) [39]. Gas solubilities in the liquid water phase are driven by 
the EOS, ensuring precise modeling of phase behavior and interactions 
between gas and water. Additionally, the use of Binary Interaction Co-
efficients (BICs) allows us to tune gas solubilities, enhancing the 

accuracy and reliability of the simulation results. This approach enables 
a deeper understanding of the multiphase flow dynamics within the 
reservoir, ultimately aiding more effective reservoir management and 
development strategies. This compositional module enables the simu-
lation of Underground Gas Storage (UGS) scenarios by considering 
multiple components, such as water (H2O), H2, CO2, H2S and CH4. This 
capability is crucial for modeling realistic UGS scenarios, where the 
interaction and behavior of these components under varying reservoir 
conditions need to be understood comprehensively.

2.3. Coupling algorithm

The flowchart presented in Fig. 2 outlines the simulation procedure 

Fig. 3. Flowchart of the coupled fluid flow and bio-geochemical simulation process.

Table 1 
The input data for CO2 injection scenario.

Reservoir Dimensions 100 m × 50 m × 20 m
Grid Dimensions 50 × 1 × 1
Porosity 20%
Permeability 100 mD
Initial Pressure 150 bar
Temperature (constant) 90 ◦C
Initial Global Mole Fraction ZH2O = 99%, ZCH4 = 1%, 

ZCO2 = 0%
Initial Water Saturation (Equivalent to the initial water 

mole fraction at reservoir condition)
93.45%

CO2–H2O Binary Interaction Coefficient − 0.04
CH4–H2O Binary Interaction Coefficient − 0.12
CO2–CH4 Binary Interaction Coefficient 0
Reservoir Mineralogy CaCO3

Fig. 4. Relative permeability curves.
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designed to model the dynamic interactions in a system involving bio- 
geochemical reactions and fluid flow. The procedure begins with the 
initialization of input data, setting up the initial conditions - including 
pressure, temperature, and compositions, and also equilibrating rock 
and fluid properties in terms of geochemistry – all required for the 
simulation. Following this, the transport equation is solved, which in-
volves determining the distribution and movement of fluids within the 
system (a single step of compositional simulation). Once the flow 
equation is solved, variables are calculated for the next time step (t +
dt), where dt represents the incremental time step in the simulation. 

Next, the bio-geochemical calculations for each cell are solved in 
PHREEQC. The variables are then updated to reflect the changes 
resulting from the reactions. The procedure loops back to continue until 
the simulation terminates. This new approach serves as a useful tool by 
coupling flow dynamics with biochemical and geochemical processes. It 
can provide valuable insights into the biogeochemical processes and 
their impact on gas-water flow within the reservoir [40].

Fig. 3 illustrates the detailed functioning of the model. The flow 
model addresses the transport equation for a compositional system and 
implicitly calculates the primary variables, including pressure, global 
mole fraction, and well variables. Subsequently, the pressure, mass of 
each component (derived from mole fractions and density), and volumes 
(saturations) are used as input for calculations in PHREEQC. A series of 
batch calculations is then performed for each cell independently and in 
parallel. Based on the reactions, the variables are updated and used as 
initial conditions for the next time step in the flow model. This iterative 
algorithm continues until the final timestep is reached.

The main challenge in this context is managing two flash engines: 
one within the flow model and another within the biogeochemical 
model. This dual system can lead to inconsistencies between the models. 
MRST’s compositional module relies entirely on the EOS, here treating 
water as the liquid phase and calculating mole fractions in both liquid 
and vapor phases using the EOS and iso-fugacity assumption. In 
contrast, PHREEQC calculates gas solubilities based on Henry’s Law and 
applies the EOS only to the gas phase. To address this issue, we adjusted 
the Binary Interaction Coefficients (BICs) in the flow model’s flash en-
gine, tuning it to closely match the solubility results from Henry’s Law. 
This approach ensures that the recalculated mole fractions are consistent 
before integrating them into the flow model. Additionally, it is crucial to 
monitor the mass balance as data is transferred between the two engines.

Fig. 5. Gas saturation profiles after 0.083, 0.167, 0.5, and 1 PV CO2 injection.

Fig. 6. Profiles of dissolved CO2 after 0.083, 0.167, 0.5, and 1 PV CO2 injection.
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3. Results and discussion

3.1. Model benchmarking

The proposed coupled model (named “Underground Gas Flow Sim-
ulations with Coupled Bio-Geochemical Reactions” or “UGFACT”) is 
designed to account for geochemical reactions at equilibrium and bio-
logical reactions governed by a rate model (kinetics). As the geochem-
ical reactions are faster than microbial reactions, we tested a scenario in 
which geochemical reactions are governed by a rate model as well as 

microbial reactions, and we observed no difference in results.
By setting the rate of microbial reactions to zero, the model should 

exclusively predict geochemical behaviour. To validate the model, a CO2 
injection case is constructed to compare our model’s results with those 
from CMG-GEM (GEM) and ECLIPSE 300 (E300), both of which are 
commercial reservoir simulators for compositional modelling. Addi-
tionally, GEM can model geochemical reactions while simulating 
compositional fluid flow. Both UGFACT and GEM used the same equi-
librium constant for calcite (CaCO3) at the specified temperature. For 
the kinetic rate constant and specific surface area in GEM, we used 

Fig. 7. Comparison between GEM and our model of pH, Ca+2 molality, and CaCO3 dissolution-precipitation profiles during CO2 injection. The amount of calcite 
dissolution is up to 0.01 % of the presented mineral in each grid block.

Fig. 8. Sensitivity analysis on time step size.
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typical values reported in the literature. The final extent of dissolution is 
primarily governed by the equilibrium constant and the chosen activity 
model; in our case, the Debye-Huckel model was applied.

A 1D model saturated with brine (we used fresh water and equili-
brated it with calcite to create initial brine composition) and CH4 is 
assumed. CO2 is injected from the left side of the model for 1 Pore 
Volume (PV) at reservoir thermodynamic conditions, and there is a 

producer with constant Bore Hole Pressure (BHP) condition at the initial 
pressure of the reservoir. Table 1 shows the input data to construct the 
benchmark simulation case. Also, Fig. 4 presents the relative perme-
ability used in the simulations.

Figs. 5 and 6 present comparisons of gas saturations and CO2 mole 
fractions in water at four different times, using three models: GEM (blue 
line), E300 (green line), and our proposed model (red dashed line). The 
four subplots in each figure correspond to different stages of injection: 
after 0.083 PV, 0.167 PV, 0.5 PV and 1 PV injection.

The results demonstrate that our proposed model shows an excellent 
agreement with both GEM and E300 in terms of gas saturation across all 
stages of injection. At early stages (0.083 PV and 0.167 PV), all three 
models display similar saturation profiles with minor discrepancies. As 
the injection progresses (0.5 PV and 1 PV), the saturation profiles 
continue to exhibit strong agreement, highlighting the rigor of our 
model in simulating gas saturation behavior. Similarly, the comparison 
of CO2 mole fraction in water reveals that our proposed model closely 
aligns with both GEM and E300 across all stages of injection. This 
consistent performance in both gas saturation and CO2 solubility un-
derscores the reliability and robustness of our proposed model when 
compared to established commercial simulators for simulating the 
physical interaction between CO2 and water during injection processes.

The charts displayed in Fig. 7 compare pH, Ca+2 molarity, and CaCO3 
dissolution profiles at different times, using GEM and our developed 
model. The alignment of the results from both models across all plots 
indicates a high degree of agreement, demonstrating the accuracy and 
reliability of the new model in simulating the geochemical processes 
under study. The consistent overlap between the curves suggests that 
our model can effectively replicate the outcomes produced by GEM, 
providing validation for its use in similar geochemical simulations. A 
minor discrepancy is observed in the late-time calcite dissolution profile, 

Fig. 9. Benchmarking of the microbial methanogenesis model against experimental data from Strobel et al. [42].

Table 2 
Matched parameters.

μmax 
(day− 1)

N0 

(cell/ 
ml)

KD 

(mmol/ 
L)

KA 

(mmol/ 
L)

Y

Strobel 
et al. 
[42]

0.864 4.3e8 0.02 0.011 0.03 (mol 
Biomass/mol 
H2)

UGFACT 1.13 1.06e8 0.61 0.61 1e11 (cell/mol 
H2)

Table 3 
Reservoir mineralogies that are used in the simulations. It is assumed that there 
are two main minerals in addition to quartz and other non-reactive minerals, and 
the non-reactive minerals do not interact with the fluids.

Storage Site Mineral Weight Percentage (%)

Calcite Dolomite Quartz + Inert Minerals

A: Bentheimer sandstone [43] 0 2 98
B: Berea sandstone [44] 2 1 97
C: Grey Berea sandstone [45] 2 0 98
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where the GEM results indicate CaCO3 precipitation due to water 
evaporation and supersaturation. However, our model does not account 
for water evaporation at this stage, which may explain this deviation.

Overall, the high degree of concordance between the two sets of 
results validates the new model’s efficacy in capturing the complex in-
teractions and dynamics of geochemical processes in porous media. This 
validation is crucial for establishing the model as a reliable tool for 
simulating subsurface flow and reactive transport, providing confidence 
in its application for future studies and practical implementations. The 
successful benchmarking against GEM highlights the new model’s po-
tential to contribute significantly to advancements in understanding and 
predicting geochemical behaviour in subsurface environments.

The results suggest that this modeling approach offers a simple yet 
robust method for simulating reactive transport phenomena. However, 
an important limitation arises concerning the choosing of the time step 
size. This method presumes no reaction during fluid flow, with the ef-
fects of reactions applied after solving the transport equation. Conse-
quently, our ability to select larger time steps is restricted, demanding 
consideration to stability when discretising time. To assess the impact of 
time step size, a sensitivity analysis was conducted. Fig. 8 demonstrates 
the impact of time step size on flow and geochemistry predictions of the 
model. The three panels display pH (left), gas saturation (middle), and 
CO2 mole fraction (right) profiles. The model is discretized based on the 
fraction of pore volume injected per time step, represented by different 

coloured curves in each panel. While larger time steps generally increase 
numerical dispersion, causing a more advanced front in some cases [41], 
here the gas saturation front remains mostly unaffected by time step 
changes. In contrast, the pH front shows a notable impact, with smaller 
time steps producing a sharper transition. This effect is particularly 
significant for geochemical properties, where small changes in concen-
tration (here CO2 concentration) can lead to substantial pH shifts. This 
pH behavior is directly influenced by numerical dispersion in CO2 sol-
ubility calculations, as small changes in dissolved CO2 concentration can 
lead to substantial changes in pH.

Moreover, validated the microbial reaction component using 
experimental data published by Strobel et al. [42]. In their study, H2 and 
CO2 were introduced into a bioreactor containing methanogenic mi-
crobes, and the resulting pressure drop was monitored over time, 
reflecting the net reduction in gas moles due to MET. To replicate this 
behaviour, we designed a similar setup by exposing 0.0035 mol of H2 
and 0.0014 mol of CO2 to 1 kg of water (similar to that study), allowing 
us to assess the kinetics of MET under controlled conditions.

Fig. 9 presents the benchmarking of the microbial methanogenesis 
model against experimental data from Strobel et al. [42]. Panel A shows 
the dimensionless pressure decline over time, where the simulation 
closely follows the experimental trend, indicating good agreement. This 
is further confirmed in Panel B, which compares simulated and experi-
mental pressures on a 1:1 line, yielding an R2 value of 0.9824. Panel C 
illustrates the consumption of H2 and CO2 with production of CH4, 
consistent with methanogenic stoichiometry. Panel D shows the 
decreasing H2 consumption rate, reflecting substrate depletion and the 
system’s approach to equilibrium. The pressure behaviour was matched 
by performing a global optimization to minimize the error between 
simulated and experimental data. Overall, the results demonstrate that 
the model captures the microbial dynamics and pressure response with 
high accuracy.

The matched specific growth rate in our model is 1.13 day− 1, 
compared to 0.864 day− 1 reported by Strobel et al. [42] In addition to 
the growth rate, we also calibrated the initial biomass concentration as 
well as the half-saturation constants for the electron donor (KD) and 
electron acceptor (KA). These parameter values are presented in Table 2. 
The differences from the values reported by Strobel et al. stem from key 
distinctions between the two modelling approaches. First, our model 
does not include explicit formulations for lag or linear growth phases. 
Second, pH directly influences the reaction rate in our formulation, as 
detailed in the methodology. Lastly, not all experimental conditions and 
controlling factors from the original study were available to us. Never-
theless, the strong agreement between the simulated and experimental 

Table 4 
Brine composition when equilibrated with the given minerals.

Storage Site Brine Data [45] - Equilibrated with the storage site mineralogy

Cations Molality (mol/kg) Anions Molality (mol/kg) pH

Na+ Ca2+ Mg2+ Cl− SO4
2- HCO3

−

A: Bentheimer sandstone 2.865 0. 2857 0.1143 3.655 4.664e-03 1.119e-03 6.24
B: Berea sandstone 2.865 0.2920 0.1093 3.655 4.664e-03 4.401e-03 5.96
C: Grey Berea sandstone 2.865 0.3206 0.0802 3.655 4.664e-3 3.836e-3 5.95

Table 5 
Microbial reaction rate parameters taken from literature. Two specific growth rates are used to reflect moderate and high microbial conditions.

Metabolism μmax
(
day− 1) KD(μM) KA(μM)

Y
(

molX/molH2

)
b
(
day− 1)

MET Moderate: 1.109 
High: 4.1 [48]

2-16 [48] 
Average: 9

230 [47] 0.03 [34] 0.01 * μmax

ACE Moderate: 0.872 
High: 1.9 [49]

1.3–3.7 [50] 
Average: 2.5

1-230 [47] 
Average: 115.5

0.07 [34]

SRB Moderate: 1.048 
High: 5.5 [48]

1.8–4 [48] 
Average: 2.9

3-5500 [51] 
Average: 2751.5

0.08 [34]

Table 6 
The input data for UHS scenarios.

Reservoir Dimensions 50 m × 1 m × 1 m
Number of cells 50 × 1 × 1
Porosity 20%
Permeability 100 mD
Initial Pressure 150 bar
Temperature (constant) 60 ◦C
Initial Global Mole Fraction ZH2O = 90%, ZCH4 = 10%
Initial Water Saturation (Equivalent to 

the initial water mole fraction at 
reservoir condition)

55.08%

CO2–H2O Binary Interaction Coefficient − 0.04
CH4–H2O Binary Interaction Coefficient − 0.12
H2–H2O Binary Interaction Coefficient − 0.58
H2 Injection Rate 6.2811 sm3/day (equivalent to 0.005 PV/ 

day)
Producer Constraint Flow Rate = 6.2811 sm3/day (equivalent 

to 0.005 PV/day) with BHP Limit = 150 
bar
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pressure profiles demonstrates that our model is capable of reliably 
representing methanogenesis under relevant conditions.

3.2. Bio-geochemical behavior during UHS – A simple case study

To investigate the biochemical and geochemical behavior under fluid 
flow conditions, we can employ the developed model to simulate a 
complete storage cycle. This involves designing a straightforward stor-
age scenario where a one-dimensional horizontal reservoir, initially 
saturated with water and CH4, is used. H2 is then injected for a 50-day 
period, followed by 150 days of shut-in during storage. Finally, the 
same well is used to back-produce H2 for 50 days. A set of simulations is 
designed to investigate UHS performance in three different mineralogies 
with three different choices of microbial reaction rates which are: I) No 
Reaction, II) Moderate-Rate, and III) High-Rate. Table 3 and 4 present 
the geochemistry conditions (rock mineralogy and brine composition) of 
each storage site taken from the literature [43–45]. The lack of reliable 
kinetic parameters for microbial reactions presents a major challenge in 
accurately modeling these processes. Conducting targeted experiments 
under UHS conditions is essential to obtain these parameters and 
improve predictive capabilities.

Using the given reservoir mineralogies and brine compositions 
(Table 3 and 4), a set of simulations is designed with three microbial rate 

conditions as demonstrated in Table 5. Also, Table 6 shows the input 
parameters for the simulations. The “No Reaction” rate condition as-
sumes no microbial activity occurs, the “High-Rate” condition uses the 
maximum values obtained from Refs. [34,46–51] and the “Modera-
te-Rate” conditions use the logarithmic average of the minimum and the 
maximum values in those references. There is a lack of kinetic data 
specific to UHS conditions, and the available values are primarily 
derived from lab-scale studies, which introduces uncertainty when 
applied to reservoir-scale simulations.

3.2.1. A - Bentheimer Sandstone
The simulation results presented in Fig. 10 reveals that there is a 

significant difference under varying microbial conditions. The H2 mole 
fraction profiles (A–D panels in Fig 10) depicted during the injection and 
storage period indicate a substantial amount of H2 consumption due to 
microbial activities in high-rate conditions with approximately 34.82% 
of the injected H2 being consumed, compared to about 11.17% under 
moderate microbial conditions during the whole cycle. In all simulation 
cases, the amount of water saturation is high (Sw = 55%). If we consider 
a depleted gas reservoir where the residual water saturation is much less 
than this value (e.g. 15%), the amount of loss becomes around 3–4 times 
lower.

The H2 consumption rate profiles (E–H panels in Fig. 10) represent 

Fig. 10. Simulation results during the injection and storage period in site A with Bentheimer sandstone.
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the rate of combined microbial H2 consumption via MET, ACE, and SRB 
metabolisms. Over time, the consumption rate peaks and remains con-
stant as long as there is enough reactant in the reservoir. Also, the 
predicted rates of H2 consumption due to microbial activities are in the 
range of numbers that are reported in the Underground Sun Storage 
project in Austria (6.24 mmol H2

L.day ) [52]. The pH profiles indicate an in-
crease in all scenarios (I–L panels in Fig. 10); however, in the absence of 
microbial activity, the pH rise is attributed to water evaporation into the 
gas stream that has led to low amount of dolomite (CaMg(CO3)2) pre-
cipitation. In the presence of microbes, pH rises because of microbial 
reactions and a new equilibrium point due to the geochemical reactions. 
MET and ACE metabolisms consume HCO3

− and as a result they disrupt 
the equilibrium; therefore, dolomite starts to dissolve to compensate for 
bicarbonate consumption (M − P panels in Fig. 10). Concurrently, rising 
Ca2+ and Mg2+ levels trigger calcite and brucite (Mg(OH)2) precipita-
tion while dolomite dissolution persists. In these simulations, changes in 
porosity and permeability were found to be minor. This outcome is 
consistent with a dolomite system, where dolomite dissolution is typi-
cally accompanied by the precipitation of calcite and brucite. Given 
their respective molar volumes—dolomite (6.44 cm3/mol), calcite 
(3.693 cm3/mol), and brucite (2.463 cm3/mol)—the net volume change 
is approximately − 0.0284 cm3/mol, resulting in only a slight porosity 
increase. For instance, in these simulations, porosity increased from 0.2 
to 0.200035. As a result, the associated change in permeability, calcu-
lated using the Carman–Kozeny formulation, was negligible. The pH 
level remains stabilised and buffered below 8 by these processes. The 
sustained pH level and the available HCO3

− allow ongoing microbial 
reactions, and thus the continuous H2 consumption in the system.

The results presented in Fig. 11 show that microbial reactions 
happen more effectively a bit further from the wellbore. Close to the 
injection point, H2 is highly available but water content is low due to 
displacement by the injected gas. Lower water correlates with lower cell 
numbers and limits microbial activity. In contrast, slightly further from 
the wellbore, there is H2 for reactions and also more water. This com-
bination creates ideal conditions for microbial growth and hydrogen 
consumption. At the front of the hydrogen plume, H2 becomes limiting, 

so microbial activity drops. Fig. 11 shows the total H2 consumed via 
each metabolism during the entire injection, shut-in and withdrawal 
cycle and confirms that the highest H2 loss occurs in the second region — 
where both H2 and water content is high. This highlights that microbial 
activity, and thus H2 consumption, is likely to be more pronounced 
where water hasn’t yet been displaced, and hydrogen is present. Also, 
the activity of SRB metabolism is limited in this study as shown in Fig. 11
due to the lack of a continuous sulphate source. Since the mineralogies 
used do not contain sulphate minerals like anhydrite (CaSO4), the only 
available sulphate comes from the initial amount dissolved in water, 
restricting SRB activity across all cases.

3.2.2. B - Berea Sandstone
Figs. 12 and 13 present the simulation results during the injection 

and storage period in the Berea sandstone containing additional min-
erals of calcite and dolomite. In this storage site, the response is the same 
as for the Bentheimer sandstone. As discussed earlier, MET and ACE 
metabolisms need bicarbonate for the progress of reactions and dolomite 
dissolution can provide this. At the same time, calcite and brucite are 
precipitated resulting in buffering the environment and stabilizing pH 
near 8 (I–L panels in Fig. 12). This pH buffering effect allows microbial 
reactions to continue and consume H2 in the reservoir. The H2 con-
sumption rate profiles (E–H panels in Fig. 12) show the summation of 
these three microbial reactions in the system. At early times, all mi-
crobial processes are active due to the availability of bicarbonate and 
sulphate in the system. As a result, the total H2 consumption rate 
initially reaches approximately 8 mmol H2.kgw− 1⋅day− 1 under 
moderate-rate conditions and around 18 mmol H2.kgw− 1⋅day− 1 under 
high-rate conditions (See supplementary material section to access more 
data for simulations). Since there is not any other source of sulphate 
beyond the initially dissolved amount in the formation water (the for-
mation mineralogy we used in this study does not have any sulphate 
source such as anhydrite), SRB activity gradually ceases over time (in all 
scenarios). The sharp rises and drops observed in the H2 consumption 
rate profiles correspond to the existence/cessation of SRB metabolism, 
availability of bicarbonate, and H2. In panels E–H in Fig. 12, the sharp 
spike in hydrogen consumption rate near the H2 plume front occurs 

Fig. 11. The distribution of cumulative consumed H2 during the whole cycle alongside with the reservoir in the Bentheimer Sandstone site. The total amount of 
injected H2 is 13278.5 mol.
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because bicarbonate is initially abundant due to its pre-existing dis-
solved concentration in the reservoir brine. As MET and ACE metabo-
lisms progress, bicarbonate is consumed and becomes limited. Since 
dolomite dissolution provides only a limited additional source, the re-
action rate subsequently drops and stabilizes at a lower level. In the 
batch model where we specified the details of microbial and geochem-
ical reactions [30], we assumed that there is a maximum population for 
microbes. When the population of microbes reaches the maximum 
value, the rate of reaction becomes constant. If you compare the y-H2 
profiles (mole fraction of H2 in the gas phase, A–D panels in Fig. 12) 
with the reaction rate charts (panels E–H in Fig. 12), you will see that 
they are following each other and consistent.

Following this, MET and ACE become the dominant active pathways, 
resulting in a relatively stable and flat H2 consumption rate during the 
remaining simulation period. Additionally, the H2 consumption rate, 
pH, and dolomite profiles (E–P panels in Fig. 12) in the moderate-rate 
case indicate a broader region in the reservoir where microbial re-
actions occur. This is because, with slower microbial growth compared 
to the high-rate scenario, H2 at the front has a longer residence time in 
the reservoir before significant microbial activity develops. As a result, 
H2 penetrates deeper into the reservoir before being consumed, allowing 
reactions to take place over a more extended area.

In the high-rate condition, the rate of H2 loss approaches nearly 11 

mmol H2.kgw− 1.day− 1, which is nearly two times greater than the value 
reported in the Underground Sun Storage project [52]. In this simula-
tion, in the high-rate condition and moderate-rate condition, 35.19% 
and 13.27% of injected H2 was consumed by microbes during the whole 
cycle, respectively.

3.2.3. C - Grey Berea Sandstone
The storage performance in the storage site C with the Grey Berea 

sandstone mineralogy is depicted in Figs. 14 and 15. The H2 concen-
tration profiles (A–D panels in Fig. 14) during injection and storage 
suggest that there are no significant reactions in the system, as there is 
no significant deviation from the “No Reaction” condition. The con-
sumption rate profiles (E–H panels in Fig. 14) indicate that initially there 
are some reactions, but, over time, the rate of H2 consumption decreases 
to zero, indicating the cessation of microbial reactions. This behavior 
can be attributed to the pH change. If calcite is the only mineral in a 
carbonate system, pH increases when calcite starts to dissolve. Since the 
rate of microbial reactions is dependent on pH, microbial reactions stop 
when the pH reaches the upper limit. This pH is above the assumed 
maximum limit for methanogens and acetogens [21] and the microbial 
reactions will eventually stop. In this scenario, the availability of car-
bonate for MET and ACE metabolisms is restricted to the initial dissolved 
carbonate and a limited contribution from calcite dissolution. Since the 

Fig. 12. Simulation results during the injection and storage period in site B with Berea sandstone.
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MET metabolism proceeds at a faster rate than ACE, it outcompetes ACE, 
inhibiting the growth of ACE microbes in the high-rate scenario, as 
shown in Fig. 15.

The calcite dissolution/precipitation profiles (M − P panels in 
Fig. 14) show that dissolution is stopped compared to previous cases due 
to the rise in pH and the cessation of microbial reactions. This indicates 
that the initial reactions might have consumed some H2, but as the pH 
increases due to calcite dissolution, microbial activity decreases, leading 
to the stabilization of the system. This pH behavior aligns with findings 
from Dopffel et al. [23], who reported that microbial hydrogen con-
sumption under high-saline conditions leads to significant pH increases.

The overall implication is that in the presence of only calcite (and 
absence of dolomite), the system is limiting microbial activity and 
therefore preventing extensive H2 consumption and maintaining storage 
integrity. This behavior ensures the long-term stability of H2 storage in 
Grey Berea sandstone, making it a viable option for underground H2 
storage applications. In this case, in the high-rate condition and mod-
erate condition, 5.98% and 5.94% of injected H2 was consumed by 
microbes, respectively.

4. Future works

Modeling microbial processes in the subsurface is inherently chal-
lenging due to the complexity and diversity of microbial life. Each 
metabolic pathway can involve numerous species of Archaea and Bac-
teria, each with potentially different kinetic behaviours. In this study, 
we simplified this complexity by representing each metabolism with a 
single microbial group, which inevitably limits the biological realism of 
the model. Capturing the full spectrum of microbial diversity while also 
solving for multiphase flow in porous media presents a substantial 
computational and conceptual challenge. It is important to note that this 
model does not currently account for porosity reduction due to micro-
bial activity such as biofilm growth or pore clogging, which could 
become more significant in long-term or high-biomass scenarios and will 
be considered in future work. Another major limitation is the scarcity of 
reliable kinetic data. Parameters such as specific growth rates and half- 
saturation constants are critical for accurate modeling, yet they are often 

poorly constrained, especially under reservoir conditions. Performing 
more laboratory tests under in-situ temperature and pressure in porous 
media to obtain these values is essential. To better capture the reality of 
microbial reactions during UHS, future work should also involve pilot- 
scale field tests and history matching techniques. These approaches 
can help estimate the extent and severity of microbial activity under 
realistic operational scenarios.

This framework simulates UHS by integrating a range of input pa-
rameters, including storage cycle scenarios, spatial mineralogy distri-
bution, brine composition, and microbial reaction kinetics. We 
acknowledge the significant challenges in predicting bio-geochemical 
reactions coupled with flow dynamics, and our goal is to provide a 
robust numerical framework as a foundation for ongoing improvement. 
We welcome collaborations that involve laboratory or pilot-scale testing 
to support further validation and refinement of this model.

5. Conclusions

During this study a reactive transport model that is suitable for UHS 
was developed. The model, named Underground Gas Flow Simulations 
with Coupled Bio-Geochemical Reactions (or UGFACT) was developed 
by coupling PHREEQC software and the compositional module in MRST. 
The UGFACT model was verified by comparing the model outputs with 
two commercial compositional reservoir simulators (E300 and CMG- 
GEM). The benchmarking results demonstrated an excellent agree-
ment between our model and the commercial software in terms of fluid 
flow and geochemistry in a CO2 storage trial. Then, the UGFACT model 
was employed to conduct a calculation of a simple H2 storage cycle in 
three given rock mineralogies with three different microbial conditions, 
leading to the following results: 

• The model suggests that within Bentheimer sandstone and Berea 
sandstone reservoirs microbial H2 consumption can occur with a 
strong influence of the presence of buffering minerals. Given con-
ditions and assumptions in the high-rate case, up to 36% of injected 
H2 may be consumed in the configured system while in the moderate 
rate it is close to 14%.

Fig. 13. The distribution of cumulative consumed H2 during the whole cycle alongside with the reservoir in the Berea Sandstone site. The total amount of injected H2 
is 13278.5 mol.
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• The results indicate that the reservoir with Grey Berea sandstone, 
which in our case did not contain significant amounts of buffering 
minerals (only calcite is present), is less sensitive to microbial H2 
consumption reactions. In other words, with the given conditions 
and assumptions, the pH will quickly increase and limit further mi-
crobial H2 consumption.

• The model suggests that the presence of dolomite in the reservoir can 
play a key role by providing a carbon source for MET and ACE, 
resulting in H2 loss due to microbial activities, while keeping pH 
favourable for microbes.

• The model predicts that under the worst-case scenario (the most 
favourable condition for microbes), the upper limit of the H2 con-
sumption rate via MET and ACE is around 11 mmol H2

kgw.day (milli moles of 
H2 per kilogram of water per day) based on the kinetic parameters 
used.

• In sandstone reservoirs, secondary minerals (carbonates) can be key 
factors influencing hydrogen consumption.

• Our primary objective is to develop a rigorous numerical tool to 
address these complexities, but it is clear that significant challenges 
are associated with predicting bio-geochemical reactions coupled 
with flow dynamics. More experimental and field data is needed to 
improve the model predictions.

• Given the wide range of potential biochemical reactions in subsur-
face environments, more experimental data on reaction kinetics are 
urgently needed to accurately assess risks and develop effective 
mitigation strategies for UHS.
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