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Abstract
Carbon monoxide (CO) is an atmospheric pollutant with a positive net warming effect on the
climate. The magnitude of CO sources and the fraction of fossil vs biogenic sources are still
uncertain and vary across emissions inventories. Measurements of radiocarbon (14C) in CO could
potentially be used to investigate the sources of CO on a regional scale because fossil sources lack
14C and reduce the 14C/C ratio (∆14C) of atmospheric CO more than biogenic sources. We use
regional Lagrangian model simulations to investigate the utility of∆14CO measurements for
estimating the fossil fraction of CO emissions and evaluating bottom-up emissions estimates
(United Kingdom Greenhouse Gas, UKGHG, and TNO Copernicus Atmosphere Monitoring
Service, TNO) in London, UK. Due to the high∆14CO in atmospheric CO from cosmogenic
production, both fossil and biogenic CO emissions cause large reductions in∆14CO regionally,
with larger reductions for fossil than biogenic CO per ppb added. There is a strong seasonal
variation in∆14CO in background air and in the sensitivity of∆14CO to fossil and biogenic
emissions of CO. In the UK, the CO emissions estimate from TNO has a higher fraction from fossil
fuels than UKGHG (72% vs 67%). This results in larger simulated decreases in∆14C per ppb CO
for TNO emissions. The simulated differences between UKGHG and TNO are likely to be easily
detectable by current measurement precision, suggesting that∆14CO measurements could be an
effective tool to understand regional CO sources and assess bottom-up emissions estimates.

1. Introduction

Carbon monoxide (CO) is a trace atmospheric gas
which negatively impacts upon human health and
indirectly contributes to climate change through its
role in atmospheric chemistry. Removal of atmo-
spheric CO is dominated by reaction with the
hydroxyl radical (OH). CO has an atmospheric life-
time of ≈1–2 months, although this varies in differ-
ent parts of the atmosphere (Holloway et al 2000).
Although the direct radiative forcing effect of CO is
negligible (Sinha and Toumi 1996), it accounts for
40% of the removal of OH, which impacts other spe-
cies removed byOH(Lelieveld et al 2016). SinceOH is
a sink for methane, an increase in CO concentration

leads to a longer atmospheric lifetime for methane,
increasing its forcing effect. This radiative effect of CO
was estimated to be≈0.2W−2 as calculated in the 5th
IPCC assessment in 2013 (Myhre et al 2014).

Over the last 100 years, industrialisation led to a
rise in CO emissions due to the incomplete combus-
tion of fossil fuels and biomass, as well as an increase
in chemical sources from oxidation of CH4 (Duncan
et al 2007). Some economies have regulated emissions
in recent decades for health reasons. To reduce emis-
sions, these countries introduced catalytic converters
in cars and shifted from coal andwood-powered heat-
ing to gas-fired boilers. These trends caused CO emis-
sions to first increase in Europe and North America
in the 20th century, then decline in the 21st century
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Figure 1. (a) CO emissions in 2014 from CEDS V_2021_04_21 (henceforth known as CEDS) (Hoesly et al 2018), (b) difference
between CO emissions in CEDS and EDGAR version 6.1 in 2014 (c) difference in CO emissions in CEDS between 1980 and 2014
(d) difference in fossil fraction of CO emissions in CEDS between 1980 and 2014.

(Hoesly et al 2018). In these regions, a clear down-
ward trend in atmospheric CO concentrations has
been observed since the late 1990s, with a substan-
tial decrease in the most extreme high CO events
(figure 1) (Lowry et al 2016, Elguindi et al 2020).
Along with a decrease in emissions, there has been
a decrease in the fossil fraction of emissions as fossil
fuel sources of CO have been mitigated more than
biogenic sources. While the decrease in CO emissions
in highly developed countries has stalled in recent
years as many of the largest systematic and technolo-
gical changes have already occurred,more work could
still be done to further eliminate the remaining CO
sources.

In regions that are in the process of industri-
alisation, such as in Asia and Africa, CO emis-
sions and regional CO concentrations have risen
over the past few decades and may continue to rise
(figure 1). Observed CO concentrations sometimes
conflict with inversion techniques using bottom-up
emissions estimates, which may also show strong dif-
ferences between different estimates (figure 1(b)),
indicating that bottom-up approaches may not suf-
ficiently quantify CO emissions. For example, obser-
vations by Zheng et al (2018) indicated that emissions
from East China over 2005–2016 decreased by ≈2%
yr−1, in contrast to the increasing trends in emis-
sions estimated by global inventories. This suggests
that emissions controls may not be properly accoun-
ted for in bottom-up approaches.

Here, we explore how CO source attribution
could be possible using 14C, a radioactive isotope of
carbon produced naturally in the atmosphere. The
half-life of 14C (5700 years) is significantly less than
the age of fossil fuel sources (coal, gas). As a result,

CO produced from fossil fuel burning will be devoid
of 14CO, as the 14C that was present when the fuel
source formed has decayed away. In contrast, CO pro-
duced from biogenic sources will have 14C/C (∆14C,
∆ including correction formass dependent fractiona-
tion as defined in Stuiver and Polach 1977) ratios sim-
ilar to atmospheric CO2.

∆14C measurements have been widely used to
partition fossil fuel and biogenic sources of CO2

(Graven et al 2018) and aerosols (Al-Naiema et al
2018), but few previous studies have applied 14CO
measurements to examine regional CO sources
(Klouda et al 1986,Moriizumi et al 2004). Klouda and
Connolly (1995) used this method in Albuquerque,
USA in the winter of 1989/90. They found that
motor vehicles dominated emissions, but residential
wood combustion increased in the winter. Similarly,
Sakugawa and Kaplan (1997) conducted 14CO meas-
urements in Los Angeles, USA, and found that CO
measured was predominantly of motor vehicle origin
but that wood-burning was significant in winter.

Other measurements of 14C in CO have been
made to study CO loss by atmospheric OH rather
than CO sources, and have typically been repor-
ted as molar density in units of molecules cm−3

rather than∆14C (Jöckel and Brenninkmeijer 2002).
Compared to CO2 and aerosols,∆14C of CO in back-
ground air is much higher (Brenninkmeijer et al
2022). Background values for∆14C vary significantly
over the globe because the main source of 14CO from
cosmogenic production is focused in the high latitude
upper troposphere and stratosphere (Poluianov et al
2016). This causes high∆14C inCOat surface levels at
high latitudes, which varies seasonally due to the sea-
sonal variation in stratosphere-troposphere exchange
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(Quay et al 2000). Cosmogenic 14CO production is
modulated by the solar cycle, so background ∆14CO
also varies with solar activity. The high background
∆14CO (2000‰–6000‰ estimated at Mace Head,
Ireland) means that fossil (−1000‰) and biogenic
(10‰–115‰ estimated for 2018) CO sources have a
large difference in ∆14C signature from background
∆14CO, such that ∆14CO will be highly sensitive to
regional CO emissions.

Here we present the first simulations of ∆14CO
at a regional scale and use them to investigate the
ability of∆14COmeasurements to quantify the fossil
fraction of CO emissions on regional scales. We use
the Met Office’s Numerical Atmospheric-dispersion
Modelling Environment (NAME) to simulate CO and
∆14CO at Imperial College London. We focus on
Imperial College London (Saboya et al 2022) where
we currently conduct atmospheric measurements,
including CO concentrations, and where we plan to
measure∆14C of CO in the future. From simulations
based on different CO inventories and an idealised
scenario, we simulate the effect of differences in the
fossil fraction of CO emissions on∆14CO in London.

2. Methods

This section lays out the approach for simulating the
CO concentration and ∆14CO at Imperial College
London for every hour in 2018. It will require an
estimation of background CO and∆14CO, as well as
an understanding of fuel sources and fossil fraction
of different sectors in the emissions schemes being
tested.

2.1. Mass-balance approach
This section lays out the mass balance approach
used to simulate CO and ∆14C. The mass-balance
equation governing CO is:

Cm = Cbg +
∑
i

Ci (1)

where Cm represents the CO concentration simu-
lated at our site of interest (Imperial College London),
Cbg is the CO concentration at a background site
(here, Mace Head, Ireland), and Ci is the simulated
CO enhancement caused by emissions from sector
i. Following previous studies of regional CO sources
using Lagrangian models (Ding et al 2013, Andersen
et al 2024), we assume that the effects of photo-
chemical sources and sinks are negligible due to the
short timescales (days) of air transport between back-
ground areas represented by Mace Head and the
observation site in London.

The mass-balance equation governing 14CO is:

∆mCm =∆bgCbg +
∑
i

∆iCi. (2)

Here, the additional terms ∆m, ∆bg , and ∆i rep-
resent the ∆14C of CO at our site of interest, at

the background site, and in emissions from sector
i, respectively. Compared to prior work with CO2

and CH4 where 14C emissions from nuclear power
plants have to be considered, it is unlikely that con-
ditions amenable to the production of 14CO are
present in nuclear power plants and there are no
indications of in-situ 14CO production (Kunz 1985,
Brenninkmeijer et al 2022). As with the CO mass
balance, we assume photochemical sources and sinks
have negligible effects on∆m for the short timescales
of transport between background areas and London.

2.2. Background CO and∆14C
Very few 14COmeasurements are available for the last
decade, so we construct an estimate of background
∆14C at Mace Head (53.3◦N, 9.9◦W) in 2018 using
historical data (Derwent et al 2020). For CO concen-
tration, we use recent NOAA flask measurements at
Mace Head, Ireland, for 2018. We find the monthly
average CO mixing ratio and apply a sine function
to calculate an estimated CO background for our
simulations.

For 14CO concentration, the background is estim-
ated from measurements of 14CO in Washington
state, USA between 1991 and 1997 (Quay et al 2000).
The measurement station in Washington State shares
similarities with Mace Head, as it is on the west coast
of a continent and receives predominantly clean air
from over the ocean. It is also at a similar latitude
as Mace Head (supplementary figure S1), meaning
that background 14CO values are expected to be sim-
ilar. Since the cosmogenic 14CO production is influ-
enced by the solar cycle, a normalisation factor is
applied to this estimate to transform into 2018 equi-
valent values. Average global production of 14CO in
2018 was 1.964 molecules cm−2, higher than the
average between 1991 and 1997 (1.605 molecules
cm−2; calculated using the methodology presented in
Poluianov et al 2016).

Firstly, all measurements from 1991 and 1997 are
normalised to the production in 2018 using the fol-
lowing equation

Ci,2018 = Ci,t ∗
q2018
qt

(3)

where Ci,t is the concentration in a given year, t, in a
given month, i. q2018 is the estimated global produc-
tion in 2018 (1.964 molecules cm−2), qi is the estim-
ated global production in the year, t, and C2018,t is
the normalised concentration, and so is Ci,t normal-
ised to 2018. This follows a similar process as Jöckel
et al (2002), although we effectively normalise to an
average solar production, and then ‘unnormalise’ to
the solar production in 2018. We then calculate the
average 14CO for each month of 2018 and fit a sine
function to generate our expected background. By
combining our estimated CO and 14CO we estimate
∆14C at Mace Head with the assumption of δ13C =
−27.5‰ (Dasari et al 2022).
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Table 1. Estimates of UK emissions and calculated fossil fraction for different emissions schemes using UKGHG, TNO and our
constructed UKGHG_NT.

Emissions Scheme Total UK emissions (ktonnes) UK Fossil Fraction (%)

UKGHG 1875 67
TNO 1979 72
UKGHG_NT 1069 50

Table 2. Values of∆14C and fossil fraction used in the calculations and the fraction of UK emissions assigned to different sectors in the
two schemes.

Sector ∆14C (‰) Fossil Fraction (%) UKGHG (%) TNO(%)

Energy Production −770 79 15.5 22.4
Domestic Combustion −350 41 37.5 31.1
Industrial Combustion −790 81 3.5 1.1
Industrial Processes −1000 0 0 0
Offshore −1000 0 0 0
Solvent −20 12 0 0
Other Transport −950 96 23.7 24.8
Road Transport −950 96 14.1 17.1
Waste −465 52 0.9 0.6
Nature 30 7 4.9 2.1

2.3. Regional anthropogenic sources
We use two different anthropogenic emissions estim-
ates to simulate CO and ∆14C at Imperial College
London. These are the UK National Atmospheric
Emissions Inventory with United Kingdom GHG
time variability applied (UKGHG) and the TNO
Copernicus Atmosphere Monitoring Service v5.3
(TNO) emissions inventory. They are similar in total
UK CO emissions (1875 kilotonnes vs 1979 kilo-
tonnes in 2018), however, the fuel source allocations
and fossil fraction (FF, 67% vs 72%) vary (table 1).

UKGHG emissions are a UK-specific emissions
estimates only covering the UK geographical area,
whereas TNO emissions span Europe. For UKGHG
simulations, the UKGHG’s UK emissions have been
nested in the TNO emissions for Europe.

We also consider a scenario (UKGHG_NT) in
which the transport sector does not emit CO, which
simulates the changes expected from a full transition
to electric vehicles. We specify the emissions in this
scenario by taking the UKGHG emissions embedded
within TNO and removing all transport emissions.

To estimate the∆14C of each emission sector, we
must first estimate ∆14C for each fuel source. The
UKGHG and TNO use the Selected Nomenclature
for Air Pollution (SNAP) sectors for emissions maps,
but contain no information on the fuel sources used;
therefore, we use the fuel sources given for each sec-
tor in the National Atmospheric Emissions Inventory
(NAEI) data for annual total emissions, which use
Nomenclature for Reporting (NFR) sectors. For fossil
fuels, ∆14C is −1000‰. For biogenic sources, the
age of the biomass burned must be considered. We
use a simple one-box model with a specified turnover
time together with the atmospheric history of ∆14C
in the Northern Hemisphere (Graven et al 2017). For

older carbon sources, such as wood, the turnover time
was assumed to be 50 years (personal correspond-
ence with Forestry England), while for younger car-
bon sources, such as grasses, the turnover time was
assumed to be 1 year, giving ∆14C values of 115‰
and 10‰ in 2018, respectively. These values will be
used for both natural and anthropogenic biomass
burning. We map each NFR sector to a SNAP sec-
tor (supplementary table S1), such that we have the
proportion of emissions in each SNAP sector derived
from each fuel source (supplementary table S3). The
∆14C for each SNAP sector is found by taking a
weighted average of 14C for each fuel source within
that sector, weighting by CO emissions (table 2).

TNO include time variations that vary by sec-
tor (Guevara et al 2021), and UKGHG emissions
are calculated by adding time variability to the oth-
erwise temporally static NAEI (https://github.com/
NERC-CEH/ukghg). The two main emissions sec-
tors for CO are domestic combustion and transport
emissions, and the yearly and daily/weekly variab-
ility in these two sectors can be seen in figure 2.
Domestic combustion emissions are higher in the
winter due to domestic heating. The UKGHG time
variation is driven by activity and has a smooth vari-
ation throughout the year, whereas TNO variation
is driven by the observed temperature and therefore
has more irregular variation. Domestic combustion
also shows a daily cycle, with a peak of emissions
both early in the morning (10 am) and later in the
evening (6 pm), with a slight decrease in the daytime
(figure 2(c)). There is little yearly variability in traffic
emissions (figure 2(b)), however, there is a signific-
ant daily cycle, with clear peaks in the morning and
evening rush hours, and smaller transport emissions
on the weekend.
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Figure 2. The normalised variability for the two main emissions sectors on different temporal scales for both UKGHG (blue) and
TNO (orange) emissions in 2018. The yearly variation for domestic combustion in (a), and the yearly variation for traffic
emissions in (b) shown as weekly averages. The weekly variation for domestic combustion can be seen in (c), and the weekly
variation for traffic is seen in (d). In TNO, domestic combustion is calculated using atmospheric temperatures so there is no
‘standard week’. Here, the first week of January was used.

2.4. NAME footprints
NAME was used to simulate CO at Imperial College
London (≈26 m agl; 51.4999◦N, 0.1749◦W; Saboya
et al 2022). NAME is a Lagrangian particle disper-
sion model driven by meteorological fields from a
numerical weather prediction model, the Met-Office
Unified Model (UM). Within the UK, UM resolu-
tion is at 1.5 km, outside it is 12 km. In the model,
particlesmove in a three-dimensional gridwith trans-
port driven by the UM. There is also a random
walk element to simulate the atmosphere’s turbu-
lence. No chemical production or destruction of CO
was included.

TheNAMEmodel was run in backwardsmode for
a total of 30 days over the domain 97.9◦W–39.38◦ E,
and 10.73◦N–79.06◦N and footprints providing the
sensitivity of an observation to emissions between 0m
and 40 m (surface) were calculated with a resolution
of 0.356◦ × 0.234◦. Footprints were calculated with
hourly resolution for the first 24 h and the remain-
ing 29 days were time-integrated. Footprints from the
first 24 h with hourly resolution were multiplied by
hourly emissions from UKGHG or TNO. The integ-
rated footprint for the remaining 29 days enhance-
ment was multiplied by the mean emissions for the
month. These were then summed to produce the total
simulated CO. Simulations were conducted for each
emission sector and each hour in 2018.

3. Results

Simulated CO enhancements range from 2 to 225
ppb (daily 12:00–17:00 averages) and show a strong
seasonality, with larger enhancements in winter
(figure 3(a)) that arise for two reasons. First, there
are generally lower boundary heights in winter than
summer, so the air is not mixed as extensively.
Since London is the largest polluter in the area,
the emissions from London are more confined in
the local area, leading to greater CO enhancements.
Second, CO emissions are higher in winter due to
the increased combustion associated with domestic
heating (figure 2). These simulations match previ-
ous measurements in and around London which also
show a strong seasonality (Hernández-Paniagua et al
2018).

The average daily CO enhancements for sim-
ulations with UKGHG and TNO emissions are
nearly the same in their yearly median values (13.97
ppb vs 14.13 ppb), however, there are differences
in medians for some months (figure 3(b)). CO
enhancements from UKGHG_NT are lower (yearly
median: 9.8ppb), as expected since traffic emis-
sions that comprise 44% of UKGHG emissions
were removed. This is more apparent in the sum-
mer when traffic emissions dominate the overall
budget.
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Figure 3. (a) Simulated CO enhancements at Imperial College London added to background CO concentrations from Mace
Head, shown for afternoon hours (12:00–17:00 mean) in 2018 using UKGHG emissions. (b) Boxplots showing the 25th
percentile, the median, and the 75th percentile of simulated CO enhancements for each month in 2018 from the three different
emissions estimates. (c) Simulated∆14C at Imperial College London with estimated background for afternoon hours (1200–1700
mean) in 2018 using UKGHG emissions. (d) Boxplots showing the 25th percentile, the median, and the 75th percentile of
simulated∆14C for each month in 2018 from the three different emissions estimates.

Figure 4. Simulated relationship between CO enhancements and∆∆14C (daily mean) over two months (a) March and (b)
September. All three emission schemes are shown, as well as ideal scenarios of purely fossil (black) and biogenic (∆14C= 30‰)
(green) CO emissions.

The difference between ∆14Cm and ∆14Cbg

(∆14Cm—∆14Cbg, hereinafter referred to as∆∆14C)
varies with excess CO for the different simulations
due to differences in fossil fraction (FF). Figure 4
shows the relationship between excess CO (

∑
iCi)

and ∆∆14C for March and September in the simu-
lations, and when the additional CO is purely fossil
(−1000‰) or purely biogenic (assuming 100‰).We
chose these twomonths as they represent a large range
of possible CO situations, one where background,
∆14C and CO emissions are high (March), and one
where all of these quantities are low (September).

These curves use themonthly average 14C as the back-
ground, and vary month by month due to the vari-
ation in the background ∆14C of CO, which affects
the sensitivity of ∆14C to CO of different ∆14C sig-
natures. The difference between background ∆14C
in CO and fossil ∆14C doubles between August and
March. Background ∆14C is also influenced by the
solar cycle on multi-year timescales.

The three emissions scenarios follow distinct
curves in figure 4 reflecting their different fossil frac-
tions (table 1). UKGHG_NT has the lowest fossil
fraction (yearly mean: 34%) and is nearest to the
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Figure 5. Derived mean monthly fossil fraction of CO at Imperial College London based on fitting simulated data from different
emission schemes. Error bars show uncertainty in fits to idealised curves.

pure biogenic curve, while TNO has the highest fossil
fraction (66%) and is nearest to the pure fossil curve.
The UKGHG and TNO curves are closer to the pure
fossil curve in summer months, when domestic com-
bustion emissions are lower (figure 2).

There is some scatter in the ∆14C-CO relation-
ships for each scenario in figure 4, reflecting spatio-
temporal variations in excess CO and the fossil frac-
tion of CO in London. As an example of how ∆14C
and CO measurements could be interpreted for the
monthly mean fossil fraction in excess CO, we com-
pute idealized curves with different fossil fractions
and find the best fit to the simulated data for each
scenario. This best-fit fossil fractions can be seen in
figure 5, with error bars representing 1σ uncertainties
around the best-fit FF.

There is a lower fossil fraction in the winter
than in the summer for UKGHG and TNO due to
the increased domestic combustion emissions that
use more biogenic fuel (figure 2(a)). In contrast,
in summer, the bulk of emissions arise from trans-
port, nearly all from fossil fuels. The fossil fraction in
UKGHG_NT emissions remains relatively flat for the
year, as the CO emissions in this regime are domin-
ated by domestic combustion at all times with a fossil
fraction of 34% (table 1).

There are significant differences between the
derived fossil fractions for the different emission
scenarios, compared to the uncertainty in the fits
(≈5%), indicating ∆14C measurements would
help to refine CO source attribution in London.
Uncertainties in ∆14C and CO measurement are
comparable to the scatter in each scenario in figure 4,
suggesting that the uncertainties in derived fossil frac-
tion would not be much larger than these estimated
uncertainties. Considering the UKGHG_NT scen-
ario, it appears that ∆14C measurements would
be able to track reductions in fossil fraction as the
UK transitions to electric vehicles following bans on
the sale of internal combustion and hybrid vehicles
planned over the coming decade.

4. Potential methodology for exploiting
14COmeasurements to determine CO
fossil fraction

The results of our simulations using different emis-
sions schemes and the NAME model demonstrate a
proof of concept to understand how 14CO measure-
ments could be applied to determine the fossil frac-
tion of CO at Imperial College or at other locations.
To apply this technique, the required measured para-
meters are:

• Measurements of CO mixing ratio (Cm) and
∆14CO (∆m) at a measurement site

• Measurements of CO mixing ratio (Cbg) and
∆14CO (∆bg) at a background location

• Measurement or estimation of ∆14C of the bio-
genic source of CO in the region (∆bio).

These data could then be plotted as in figure 4, with
∆∆14C vs CO enhancements, and compared to ideal-
ised curves to find the average fossil fraction that best
matches the data.

Alternatively, the fossil-derived CO (Cff) can be
calculated directly from an individual measurement
following the mass balances from equations (1)
and (2) using the equation (Turnbull et al 2006):

Cff =
(∆m −∆bio)Cm −

(
∆bg −∆bio

)
Cbg(

∆ff −∆bio

) . (4)

And the fossil fraction of the CO enhancement can be
calculated using the equation:

FF= Cff/
(
Cm −Cbg

)
. (5)

By propagating errors (see supplementary mater-
ial), we find the uncertainty on measured Cff would
be ∼10% on an individual measurement for typ-
ical scenarios at Imperial College. This assumes the
uncertainty of CO mixing ratio is ±2 ppb, uncer-
tainty of ∆bio is ±250‰ and uncertainty of ∆14CO
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measurements to be ±125‰ (Petrenko et al 2021).
Since the uncertainty in fossil fraction will be dom-
inated by the uncertainty on the derived Cff, uncer-
tainty on calculated FF will also be ±10%, which
should allow us to trace a wide range of possible
CO emissions scenarios. For other locations where
CO enhancements are much higher, the uncertainty
would be lower.

Some applications should also consider chem-
ical sources, such as the oxidation of CH4 or VOCs
(Dasari et al 2022), or sinks fromCOoxidation,which
we neglected. One way of accounting for chemical
effects might be to combine∆14Cwith stable isotopic
measurements of CO to enhance our understanding
of the origin of excess CO.

5. Discussion and conclusions

We presented the first regional-scale simulations
of 14CO and showed that there are differences in
∆∆14C-excess CO relationships at Imperial College
London driven by differences in the fossil fraction
of CO emissions that should be detectable with cur-
rent measurement precision. The capability of 14CO
measurements to identify fossil fraction is unique, as
13C/12C in CO from fossil fuels and biomass burning
are similar (Vimont et al 2017).

Our results indicate that 14CO measurements
could be used to evaluate the fossil fraction of regional
CO emissions and compared with bottom-up emis-
sion inventories, and to track trends in the fossil
fraction of CO emissions over time. Evaluating and
improving the source attribution of CO emissions
would help to mitigate emissions and evaluate the
effectiveness of mitigation policies, including the
phaseout of internal combustion engines in the UK.
Observations of seasonal changes in the fossil fraction
of CO sources could also help to better understand
CO sources.

A better understanding of CO sources could also
benefit applications using CO measurements as a
tracer for fossil fuel-derived CO2 (Turnbull et al
2015). The use of CO as a tracer of fossil fuel-derived
CO2 assumes that fossil fuel combustion is the dom-
inant source of CO in a region, an assumption that
could be checked with measurements of∆14C in CO.

The sensitivity of∆14C to regional emissions will
change year on year because the background ∆14CO
changes due to the solar cycle. For 2018, our back-
ground varies between 1978‰and 5150‰, however,
for a year with low solar activity we would expect this
to be higher (≈2800‰–5550‰), whilst in years with
high solar activity, this would be lower (≈1100‰–
2250‰). Therefore, the sensitivity will be highest
during solar minimum.

The application of∆14Cmeasurements to attrib-
ute CO sources may be particularly useful in the
regions where CO sources may be less well-known.
Considering global emissions of CO (shown for two

bottom-up estimates in figure 1), the highest emis-
sions of CO in 2014 are in Asia and Africa, which
also have the largest differences between bottom-
up estimates and are among the places with the
strongest growth in emissions since 1980. The tech-
nique would also be more effective there due to the
stronger sources of CO and higher excess CO concen-
trations. In addition, there is less variation in ∆14C
of background CO in lower latitudes compared to
higher latitudes, which could reduce the uncertainty
in the derived fossil fraction.

Data availability statement

NAEI mapped emissions for 2018 can be found
at: https://naei.energysecurity.gov.uk/data/maps/
download-gridded-emissions whilst UKGHG time
variations can be applied using R package at https://
github.com/NERC-CEH/ukghg. Total yearly emis-
sions allocated by fuel source can be found at: https://
naei.beis.gov.uk/data/data-selector.

TNO_CAMSv5.3 are available to download dir-
ectly from ECCAD website (https://eccad.aeris-data.
fr). CAMS_TEMPO, the temporal variability applied
to TNO_CAMSv5.3 emissions can be found at:
https://eccad.sedoo.fr/#/metadata/506 (last accessed
November 2023).

Estimated background CO and∆14C, along with
simulated CO and ∆14CO for each emission scheme
can be found in supplemental data in table S2. The
mapping between NFR and SNAP sectors is found in
supplemental data in table S1. The SNAP sector emis-
sions, split into fuel sources, can be found in supple-
mental data in table S3.

All data that support the findings of this study are
included within the article (and any supplementary
files).
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