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Abstract Variability in ocean currents, temperature and salinity drive dynamic sea level (DSL) variability
on the Northwest European Shelf (NWES). It is dominated by mass variations, with steric signals relatively
small. A mechanistic explanation of how ocean dynamics relates to the mass component of NWES sea level
variability is required. We use regional ocean model experiments to isolate sources of variability and then
investigate the effect on monthly to‐interannual DSL variability together with the simulated momentum budgets
along the shelfbreak. Regional (local) wind and non‐regional (remote) forcing are important on the NWES. For
the local wind forcing, the net mass flux onto the shelf, which drives a shelf‐mean mode of DSL variability,
results from a combination of surface Ekman, bottom Ekman and geostrophic flows and explains 73% of the
variance in transport across the shelf‐edge. The geostrophic flow is closely related to wind stress with a flow
about half that of surface Ekman transport but in the opposite direction. For the remotely forced mass‐flux
across the shelf‐edge, the geostrophic component explains 62% of the variance and bottom friction plays an
important indirect role. The remotely forced variability, while relatively spatially uniform, is more important for
explaining DSL variance over the western NWES. This mode of variability is sensitive to signals propagating
northward via a thin strip of the southern boundary near the Portuguese coast, consistent with coastal trapped
wave signals. It also appears to drive steric height in the Bay of Biscay, which is related to DSL on the shelf.

Plain Language Summary Changes in sea level on the North West European Shelf (NWES) that
result from changes in ocean currents, temperature and salinity have many sources. The shelf‐mean sea level
changes as the volume of water on the shelf changes. Variations in the amount of water flowing onto the NWES
is, consequently, a link between ocean currents and coastal sea level. We run experiments in a regional ocean
model that isolate sources of variability. We then investigate the effect on both sea level and the processes that
determine ocean currents. Winds redistribute water onto the shelf through Ekman transport. We find that winds
also drive water across the shelf‐edge indirectly, and find the volume of water transported across the shelf‐edge
in this way is approximately half that due to wind driven Ekman transport, but in the opposite direction. Non‐
regional forcing, associated with non‐local winds, modifies the pressure gradient along the shelfbreak and
results in changes in the amount of water on the NWES. This remote forcing is associated with density variations
in the adjacent ocean. Both the coastal and oceanic sea levels are sensitive to oceanic changes occurring at lower
latitudes and which travel northward along the shelfedge.

1. Introduction
On interannual‐to‐decadal timescales there is a mode of sea‐level variability around the UK coastline that is
correlated with a larger mode of North Atlantic eastern boundary (NAEB) variability (Hogarth et al., 2020). This
larger‐scale mode extends along the eastern boundary from the coastlines of North Africa into the Arctic basin.
Hogarth et al. (2020) drew on tide gauge analysis and results from Calafat et al. (2012) and Fukumori et al. (2015)
to suggest that wind‐driven boundary signals could be the driving mechanism. In this study we use perturbation
experiments and monthly mean momentum budget diagnostics from an ocean circulation model simulating 2006–
2015 to quantify the relative roles of local and remote forcing mechanisms on dynamic sea level (DSL) on the
North West European Shelf (NWES) on monthly to‐interannual timescales. We use “local” in reference to
processes within the NWES model domain and “remote” in reference to variability originating at the lateral
boundary conditions. A mechanistic understanding is important when quantifying the effect of DSL drivers to
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reduce uncertainty in the interpretation of cause and effect, this is particularly true when isolating relatively small
magnitude or low frequency variability, for example, due to changes in the large scale ocean circulation. For
example, the authors of the Royal Netherlands Meteorological Institute National Climate Scenarios 2023 (van
Dorland et al., 2023) consider models by the quality of DSL simulation once wind effects have been statistically
removed. This is because over the sub‐decadal selection period the intrinsic variability of the winds can have a
large impact on sea level trends. A consequence of improved understanding is a greater confidence in our ability
to simulate future climate scenarios.

A number of studies have suggested that local wind forcing is an important source of DSL variability on the
NWES. Chafik et al. (2017) found that coherent changes in deseasonalized monthly sea level project onto a
combination of the positive phase North Atlantic Oscillation (NAO+) and positive phase Scandinavia (SCAN+)
atmospheric teleconnection patterns. They argued that these atmospheric patterns combined to create atmospheric
pressure gradients across the continental boundary that resulted in wind stress along the continental slope. They
concluded that this led to a pile‐up of water along European coasts via the surface Ekman transport mechanism.
Hermans et al. (2022) also concluded that changes in regional wind stress were the dominant driver of changes in
coastal DSL on seasonal timescales via Ekman transport redistribution. Similarly, by association with configu-
rations of the eddy‐driven jet stream,Mangini et al. (2021) argue that the resulting wind‐driven Ekman transport is
an important mechanism explaining sea level patterns on the NWES. The effects of wind forcing via Ekman
transport have been shown to be particularly important on intra‐ and interannual timescales along the southern and
eastern coasts of the North Sea (Dangendorf et al., 2014; Hermans et al., 2020).

While the sea‐level response to wind stress via Ekman transport is relatively local and rapid (for monthly periods,
the equilibrium response is established approximately instantaneously) there is a more subtle response to wind‐
stress forcing that can produce a non‐local (remote) response. For example, on monthly to‐interannual timescales,
Fukumori et al. (2015) showed that across the Arctic‐North African region, winds over the continental slope in the
southern portion of the region produced a remote sea‐level and bottom‐pressure response further northward. They
argued that barotropic coastal trapped waves were responsible for the coherence. Furthermore, Sturges and
Douglas (2011) and Calafat et al. (2012) argued that coastal trapped waves are a dominant source of coastal sea‐
level variability along the eastern North Atlantic boundary at lower frequencies. They showed that interannual‐to‐
decadal sea‐level variability on the eastern boundary of the North Atlantic is highly correlated with along‐shore
wind stress that is integrated northward from close to the equator. Unlike Ekman transport, this indicates a
response to the cumulative along‐shore wind stress, propagated poleward by coastal trapped waves.

Local and remote along‐shore winds are also an important factor when considering the effect of large‐scale ocean
variability. Winds may be important as a mechanism for the redistribution of deep ocean water masses across the
continental slope (Chafik et al., 2019; Marsh et al., 2017). When local winds and remotely generated variability
covary, however, it can be difficult to isolate the deep ocean contribution and interpret causality in any associated
sea‐level variability. For example, Piecuch et al. (2019) demonstrated that the Atlantic Meridional Overturning
Circulation (AMOC) and US east coast DSL shared a common driver in the large scale atmospheric variability
that could result in erroneously concluding that the AMOC drove coastal DSL variability when in fact local winds
and atmospheric pressure were the causal drivers. The relative importance and mechanisms involved in deep
ocean effects on coastal DSL have been studied in a number of publications in relation to the western boundary of
the North Atlantic (e.g., Hong et al., 2000; Lin et al., 2022; Piecuch et al., 2019; Wang et al., 2022; Wise, Polton,
et al., 2020; Woodworth et al., 2014, and others). Far less attention has been directed at eastern boundaries,
however. To the extent that it has, there is no consensus on the mechanism(s) by which deep ocean variability
might drive coastal sea level on the NWES, or whether winds are an important part of this mechanism.

Woodworth et al. (2010) used air pressure and coastal sea level data commencing in the middle of the eighteenth
century to show a possible relationship between air pressure in the middle of the subtropical gyre, redistribution of
water, and annual mean sea level at Brest. This built upon Miller and Douglas's (2007) suggestion that eastern
boundary coastal sea level responds to wind forced gyre‐scale ocean adjustments. Despite this, Calafat
et al. (2012) did not find a strong association between eastern boundary coastal sea level and simulated subtropical
gyre strength on interannual‐to‐decadal timescales. In the context of seas adjacent to the eastern boundary,
Dangendorf et al. (2014) and Frederikse et al. (2016) have shown that a coherent mode of sea level variability on
the NWES is correlated with the adjacent deep ocean steric height (notably the region around the Bay of Biscay).
Dangendorf et al. (2021) further demonstrate that interannual‐to‐decadal sea level in the North Sea can be
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reconstructed from steric heights in the adjacent deep ocean (again notably around the Bay of Biscay). They refer
to the open ocean region as a source of variability, implying that open ocean steric variability drives DSL
variability on the shelf, however they do not explore the processes.

Two mechanisms involving wind forcing have been suggested for the NWES. Chafik et al. (2019) noted that
along‐shore wind stress and North Atlantic subpolar gyre strength and spatial extent are both associated with sea
level on the NWES. They argued that off‐shelf steric anomalies influence DSL on the shelf via cross‐shelf heat
fluxes due to wind‐driven Ekman transport. Alternatively, Frederikse et al. (2016) hypothesized that the corre-
lation with the open ocean could result from the radiation of Rossby waves away from the continental slope and
toward the open ocean. This would occur when wind‐generated coastal trapped waves, which propagate along the
boundary, also radiate long Rossby waves into the deep ocean. This could result in covariation between DSL on
the shelf and deep ocean steric anomalies.

These differences of interpretation underscore the difficulty of inferring causation from correlation. Conducting
specific experiments using models can provide a more definitive causal attribution. Tinker et al. (2020) used
annual means from a regional NEMO model of the NWES that downscaled a present‐day control simulation of a
climate model to run experiments where either atmospheric or lateral boundaries were controlled for. This
allowed them to assess the effect of local atmospheric and remote forcing on interannual‐to‐decadal variability.
They found the local and remote sources of variability combined linearly, and that the remote forcing resulted in a
uniform change in sea level on the shelf. The local atmospheric forcing resulted in spatial DSL variability with a
larger mean amplitude than the remote forcing. With similar experiments, Hermans et al. (2020) used annual
means from a ROMS regional model of the NWES and reanalysis data to partition atmospheric forcing into
individual components for interannual variability. They found the inverse barometer effect, local winds and the
cumulative effect of local along‐shore winds to be key drivers of the local DSL interannual variability. They also
found that both the western and southern lateral boundaries generated interannual DSL variability on the NWES.

A component missing from the literature is a mechanistic and quantitative assessment of the remotely and locally
forced processes driving DSL, relative to one another. For example, what is the importance of Ekman transport
relative to locally and remotely forced geostrophic transports? Are non‐linear transports important? In this study
we seek to begin filling this gap for monthly to‐interannual variability. We follow the approach of Tinker
et al. (2020) and Hermans et al. (2020) in conducting perturbation experiments but focus on higher frequency
variability (monthly means) using a NEMO based NWES regional model with reanalysis forcing. To these studies
we also add an analysis of the momentum equations around the shelfedge, which enables us to isolate both the
dynamic processes and the DSL variability that results from different forcing. We use this to develop a leading
order relationship between DSL on the shelf and cross‐shelfedge circulation over the period 2006–2015. We note
that the relative importance of different forcing terms can change over time and a longer set of experiments would
be required to determine the scale of any such change.

We structure the remainder of the paper as follows. In Section 2 we describe the data, model and experiments that
we use and conduct. In Section 3 we present our results, starting with a reference model‐observation comparison
of the modes of variability on the NWES (Section 3.1). We then use the perturbation experiments to separate
remote and local sources of DSL variability (Section 3.2). In Section 3.3 a framework is developed that relates
remotely forced shelf edge ocean dynamics with near‐coast DSL and in Section 3.4 we show that a large pro-
portion of this remote forcing originates close to the Portuguese coast at the southern boundary of our domain.

2. Data and Experiments
The ocean model used for our analysis is the NEMO 7 km horizontal resolution Atlantic Margin Model (AMM7)
configuration described and used by Wise et al. (2021). The NEMO configuration and source files are available
from the repository (Wise, Polton, & Harle, 2024). The model covers the NWES and adjacent Atlantic Ocean,
which extends to over 5,000 m offshore of Portugal, see Figure 1, and has 51 vertical levels. It is forced using
hourly ERA5 surface forcing (Hersbach et al., 2018) and the Global Seasonal Forecast System version 5 data set
(MacLachlan et al., 2015) for daily lateral boundaries. Flather (1976) conditions are used for the depth‐mean
velocities at the boundaries, flow relaxation for the tracers and zero gradient for the 3d velocities. The daily
river discharge forcing is constructed from the climatology of daily discharge data from the Global River
Discharge Database (Vörösmarty et al., 2000) combined with an updated version of the river data used in Lenhart
et al. (2010) and data prepared by the Center for Ecology and Hydrology, as used by Young and Holt (2007).
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Fifteen tidal constituents are also applied at the open lateral boundaries. This configuration of the AMM7 model
builds upon a previous configuration evaluated in O’Dea et al. (2017) with an updated multi‐envelope (Bruciaferri
et al., 2018) vertical coordinate system designed to reduce pressure gradient errors in terrain‐following vertical
coordinate systems (Wise et al., 2021) (configuration MEs_r10_r07) and is maintained for research and opera-
tional purposes. From the model we output monthly means over the period 2006–2015.

For model comparison with observations we use tide gauges as well as satellite altimetry. We use 31 tide gauges
around the NWES selected to ensure a relatively consistent spatial distribution around the shelf. Data is monthly,
covering the period 2006–2015, and is from the Permanent Service for Mean Sea Level (2022) (Holgate
et al., 2013). Gaps in the record are filled with a linear interpolation; for the sites selected there is a maximum of 1
missing record in each site's entire record with the exception of the Les Sables‐d’Olonne site, which has an
anomalous period of 5 consecutive months without data. We also compare the model sea surface height against
absolute dynamic topography (ADT) derived from altimetry observations. For this we use the gridded L4 sea
surface height EUR regional 0.125° resolution product from the Copernicus Marine Service (CMEMS, 2023a).
This product applies corrections to remove high frequency variability induced by the atmospheric forcing and
aliased by the altimeters measurement, and removes the inverse barometer effect due to low frequency (>20 days)
atmospheric pressure forcing. The product also applies a correction for tides and long wavelength errors. We
resample the daily ADT fields into monthly means and regrid onto the AMM7 spatial grid. For analysis extending
beyond the European region we use the sea level anomaly (SLA) monthly mean fields from the 0.25° resolution
Copernicus Marine Service product (CMEMS, 2023b).

Unless otherwise stated data have been linearly detrended and deseasonalized by removing the 10‐year average
for each month. Gradients in atmospheric pressure can be used to force hydrostatic model dynamics via the
momentum equations by introducing an inverse barometer sea surface height, ηib, to the pressure gradient term.
Model experiments are run without this option enabled and tide gauges are corrected using ηib= − (pa − p0)/(gρ0),
where pa is the monthly mean atmospheric pressure, p0= 1,010 mbar is a constant reference pressure (in principle
this would be the time varying global mean atmospheric pressure, although this varies by a relatively small
degree; mainly an approximate 0.5 mbar amplitude annual cycle, see (Hughes et al., 2012)), g = 9.8 m s− 2 is the
gravitational constant and ρ0 = 1,026 kg m− 3 is a reference density. Here pa is taken from the ERA5 reanalysis
data set used to force the model. Note that ηib is a relatively large source of variability in sea level on the European
Shelf (Hermans et al., 2020) and other regions (e.g., Piecuch & Ponte, 2015). On monthly time scales the effect is
mostly isostatic (Piecuch et al., 2022). The monthly mean model sea surface height when run with constant at-
mospheric pressure in the momentum equations is consistent with that found when run with varying atmospheric
pressure, if an inverse barometer correction is applied to the output. Hence for our investigation removing this
effect serves to help investigate the remaining drivers of variability.

The ocean model was used to run a set of experiments with the aim of quantifying how sea level and momentum
dynamics change under different forcing scenarios. For a given experiment the influence of specific forcing

Figure 1. Model domain with (a) the bathymetry and (b) the blue region indicating the North West European Shelf where the
bathymetry is ≤200 m. In (b) The thick black line indicates a section of 200 m isobath and two transects at the ends that
connect with the coast. The red line indicates a section of the lateral boundary that is set to the 10 years mean value in the
bdy_block_ctw experiment.
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variables on ocean state variability is removed by using the 2006–2015 time mean for those specific forcing
variables, similarly to the experiments of Tinker et al. (2020) and Hermans et al. (2020).

We conducted the following five experiments, which are summarized in Table 1.

• (ref) is a realistic reference simulation with all forcing applied.
• (nowind) is the same as the reference, but without wind forcing variability (i.e., wind inputs are replaced by

their time‐mean). This is used to investigate the sensitivity of dynamics to local wind forcing.
• (bdy) is forced only with variability in the lateral boundary conditions (all other forcings are set to their

respective time‐mean values). This allows us to isolate the effects of remote forcing.
• (bdy_block_ctw) is the same as bdy, except that time‐mean forcings are imposed at the section of lateral

boundary extending across the shelf and continental slope from the coast of Portugal to a deep ocean point (see
red line in Figure 1). This experiment is used to investigate the sensitivity of remotely forced variability to
coastal trapped waves (CTW) entering from south of the domain.

• (nobdy) is the same as the reference simulation, but with lateral boundary conditions set to their time‐mean
values. This allows us to isolate the effects of local atmospheric and river forcing.

3. Results
3.1. Leading Modes of Variability in the Reference Run

Our approach in this study is to use the model to represent modes of variability that are coherent over large extents
of the shelf and coast. We use Empirical Orthogonal Function (EOF) analysis (e.g., Hannachi et al., 2007) (based
on the cross‐covariance matrix) to identify the spatial and temporal projections of the modes, which we refer to as
the EOF and Principle Component (PC), respectively.

Throughout the paper, where we compare time series, r is the correlation coefficient and s is the fraction of
variance explained (expressed as a percentage) when one time series is used to explain another without any
rescaling. This is defined by

s = [1 −
var(a − b)
var(a)

] 100%, (1)

where var (⋅) is the variance operator, and where we are assessing the skill of b to explain a. If optimal scaling is
used by least‐squares fitting, then s = r2.

We perform the EOF analysis on the model DSL and satellite altimetry ADT across all grid points on the shelf,
where the shelf is defined as model points where the bathymetry does not exceed 200 m (see region marked blue in
Figure 1).Note, Figures S1‐S3 in Supporting Information S1 of the supplementary information show that simulated
monthly to‐interannual DSL variability is a reasonable reconstruction of observed sea level at individual tide
gauges around the NWES. The leading three modes of the EOF decomposition account for 83% of the variance in
the observations. Figures 2a and 2c show the three leading PCs for the model and altimetry observations, where
each have been divided by their standard deviations. The correlation coefficient betweenmodel and observation for

Table 1
Experiments Conducted

Experiment name Wind Surface (non‐wind) Lateral boundary Lateral boundary off‐shore of Portugal Evaporation, precipitation, rivers Tides

ref ✓ ✓ ✓ ✓ ✓ ✓

nowind ✓ ✓ ✓ ✓ ✓

bdy ✓ ✓

bdy_block_ctw ✓

nobdy ✓ ✓ ✓ ✓

Note. The first column gives the experiment name and the remaining columns indicate the boundary forcing used in each experiment, where a✓denotes that variability in
the forcing was preserved. Where there is no ✓, it means that the specific forcing is set to its time‐mean value for the particular experiment. Here “Surface” refers to all
forcing (excluding wind) supplied to the model at the boundary with the atmosphere.
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each mode is r = 0.96, 0.90 and 0.94, respectively, demonstrating that the model represents the phase with a high
degree of skill. The second and third rows in Figure 2 show the spatial structures as EOFs (scaled by the standard
deviation) for the model (Figures 2c, 2e, and 2f) and observations (Figures 2g–2i), respectively. In each case the
model closely represents the geographic distribution of the variability. The second and third rows of the first
column show that mode one is largest in the North Sea, but extends around the UK and Ireland, as well as the

Figure 2. Empirical Orthogonal Function (EOF) modal decomposition comparing model reference dynamic sea level with
altimetry derived absolute dynamic topography. EOF decomposition applied to all model grid points on the North West
European Shelf (bathymetry ≤200). From left to right, columns 1–3 are the leading three modes. The first row compares the
PCs (divided by standard deviation) with black lines for altimetry and red lines for model. The second row shows the model
EOFs scaled by the Principle Component (PC) standard deviation. The third row shows the altimetry EOFs scaled by the PC
standard deviation. The fourth row shows the percentage of variance in the observed mode explained by the simulated mode
at each grid point using Equation 1.
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Norwegian shelf. This mode increases in magnitude in the southern North Sea and the coastlines of Germany, the
Netherlands andDenmark.We refer to this as theNorth Seamode. The second columnEOFs in Figure 2 (Figures 2e
and 2h) show in‐phase variation along the entire western portion of the shelf with magnitudes of the same order.
This extends to the northern portion of the shelf and across the Norwegian shelf. The southern North Sea varies in
anti‐phase with a magnitude of the same order. We refer to this mode as part of the NAEBmode, in anticipation of
results showing that this mode is part of a much larger pattern of variability. The third mode EOFs shown in
Figures 2f and 2i (third column) show a dipole in the North Sea between the region close to the German, Dutch and
Danish coasts (GermanBight) and the seas farther northward. The seas on thewestern portion of the shelf are out of
phase with the majority of the North Sea such that the eastern and western coasts of Britain are in anti‐phase. This
spatial pattern closely resembles the change in winter‐ and summer‐time seasonal DSL anomaly on the NWES
under climate change scenarios shown by Hermans et al. (2022). They demonstrated that a strengthening of
southwesterly winds produced the winter anomaly (in‐phase with our Figures 2f and 2i), while northeasterly wind
strengthening resulted in a phase reversal. This is consistent with what would be expected of wind‐driven volume
transport and this is a logical explanation for our mode 3, albeit on monthly timescales.

The fourth row in Figure 2 (Figures 2j–2l) shows the percentage of variance explained in the observations by the
model at each grid point on the shelf using Equation 1. This gives a statistical measure of how the model rep-
resents the observations in terms of phase and amplitude at each grid point and for each mode. In all three cases
the simulated modes explain over 80% of the variance in the observed modes at the majority of locations. There
are two notable exceptions. Firstly, the shelf edge on the southwestern portion of the shelf in mode 2 has a
simulated amplitude that is too large. Secondly, the northwestern portion of the shelf in mode 3 has a simulated
amplitude that is out of phase with the observations. While the model's representation of the satellite derived
leading modes of variance is not exact at each grid point, it is clear from the EOFs and PCs that the model captures
the shelf‐scale structure reasonably well. We can be confident that the simulated ocean dynamics driving DSL are
sensible at the shelf‐scale, which is our focus.

To confirm that the shelf‐scale structures also occur at the coastline, we perform the same EOF analysis using
tide‐gauge observations. We take the model DSL at grid‐cells closest to 31 tide‐gauge sites and perform an EOF
analysis over the time series at all sites. This is repeated for the observed sea level at each tide‐gauge site. The first
three modes combined account for 78% of the observed variability. Figures 3a and 3c show the three leading PCs
for the model and observations, where each have been divided by their standard deviation. In each case the model
closely represents the mode phase in the observations with correlation coefficients of r = 0.96, 0.87 and 0.90,
respectively. The tide‐gauge PC correlation coefficients with the equivalent altimetry PC are r = 0.88, 0.87 and
0.77, for modes 1–3, respectively. The high correlation indicates that variability at the coast varies in phase with
the larger‐scale spatial structures over the shelf.

The second and third rows in Figure 3 show the EOFs (scaled by the PC standard deviation) for the same three
modes from the model (Figures 3d–3f) and observations (Figures 3g–3i), respectively. In each case the model
closely represents the geographic distribution of the variability. The first (North Sea) mode has a uniform phase
around the UK and North Sea and the largest amplitude (extreme >30 cm), along the coasts of Germany, the
Netherlands and Denmark. The second (NAEB) mode has a uniform phase along the coastlines on the western
side of the shelf, which is in anti‐phase with the coastlines in the southern North Sea. The maximum amplitude is
close to 15 cm. The third mode is in phase along the eastern coastline of Britain, where the largest amplitude is
approximately 15 cm. The fourth row in Figure 3 (Figures 3j–3l) shows the variance explained at each site using
Equation 1. The model represents the shelf‐scale structure of variance in the observed coastal sea level modes
with reasonable skill, with the east coast of the UK in mode 2 being the only clear exception.

The comparison has shown that the leading modes of shelf‐scale variability have spatial structures that extend
from the shelfedge to the coast. While the modeled modes may not be perfect representations of the observed
variance at every tide gauge and grid point, the EOFs and PCs show that the model represents the shelf‐scale
variance reasonably. This gives confidence that the simulated dynamics driving DSL at the shelf‐scale are
sensible and suitable for analysis at such scales. Shelf‐scale biases in ocean currents and temperature and salinity
gradients should be apparent in the leading DSL modes, which are a reflection of how those variables affect water
column volume. In addition, note that comparisons of the models simulated 2006–2015 temperature and salinity
against EN4 profiles (Good et al., 2013), water mass properties in the Faroe‐Shetland channel, and tidal har-
monics have been performed previously in Wise et al. (2021).
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Figure 3. Empirical Orthogonal Function (EOF) decomposition comparing model reference dynamic sea level with tide gauge observations. EOF decomposition applied
to all model grid points closest to each tide gauge. From left to right, columns 1–3 are the leading three modes. The first row compares the PCs (divided by the standard
deviation) with black line for tide gauges and red lines for model. The second row shows the model EOFs scaled by the Principle Component (PC) standard deviation.
The third row shows the tide gauge EOFs scaled by the PC standard deviation. The fourth row shows the percentage of variance in the observed mode explained by the
simulated mode at each grid point using Equation 1. In (d)–(i) the bathymetry is shown using the colormap in Figure 1a.
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3.2. Remote and Local Modes of Variability

3.2.1. Local Wind Forcing

Tinker et al. (2020) decomposed NWES DSL variability into loading and redistribution terms and found at-
mospheric forcing to be principally responsible for the loading. By removing the local winds we find that there is
an 82% reduction in shelf‐average DSL variance, that is, changes in the total volume of water on the shelf (volume
loading).

As in previous studies (e.g., Chafik et al., 2017; Dangendorf et al., 2014; Frederikse et al., 2016; Hermans
et al., 2020; Wakelin et al., 2003), we also find local wind forcing is responsible for driving large shelf‐scale
spatial structures in DSL. For example, Figures 4a and 4b show the leading mode PC and EOF, respectively,
for the nowind experiment. This leading mode of variability accounts for 79% of the total variance. The absence of
spatial structure in the EOF compared to Figures 2d–2f demonstrates this point.

When DSL changes and the density of the water column is unchanged, then volume and mass change together.
This can occur when winds pile water onto or across the shelf. Buoyancy fluxes can also modify DSL by changing
the water column density resulting in expansion/contraction. Chafik et al. (2019) hypothesized that on
interannual‐to‐decadal timescales the wind‐driven DSL variability on the NWES can also be due to Ekman heat‐
fluxes transporting heat from the deep ocean onto the shelf. This heat‐flux mechanism would allow warm
anomalies in the deep ocean, and the associated high (steric) DSL anomalies, to be communicated onto the shelf
via alongshore winds. Similarly for cool anomalies and lowDSL anomalies. A qualitative upper bound on the role
of this process in driving DSL on the NWES can be obtained by decomposing DSL, η, into a (dynamic)
manometric component, ηm (Piecuch et al., 2022), and a steric component, ηs, such that

η = ηm + ηs, (2)

with

ηm =
1
gρs
pb, (3)

ηs = −
1
ρs
∫

0

− H
ρ dz. (4)

Here pb is bottom pressure, g is the gravitational constant, ρ is density, ρs is density at the surface, and H is the
depth of the bathymetry, with z the vertical coordinate. From the equation for the conservation of mass and the
Boussinesq approximation we also have

Figure 4. Comparison of the leading mode Principle Component (PC) and Empirical Orthogonal Function for dynamic sea level from the nowind and bdy experiments.
Panel (a) shows the PC (divided by the standard deviation) for nowind and bdy (red, black, respectively). Panels (b) and (c) show the EOFs for the nowind and bdy
experiments, respectively, each scaled by the associated PC standard deviation.
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ηs =∫
t

t0
∫

0

− H
u3 ⋅ (∇3ρ) dz dt′, (5)

where u3 is the three‐dimensional velocity and ∇3 is the three‐dimensional
spatial derivative operator. Equation 5 says that the steric sea level anom-
aly is given by the cumulative depth‐integrated advection of density. For a
linear equation of state this can be decomposed into the advection of tem-
perature and salinity. The steric component of DSL accounts for much more
than just the wind‐driven component of heat advection (it accounts for all
horizontal density advection and surface fluxes), nevertheless, it is useful to
see the proportion of DSL variance explained by this term.

Using the reference model output, Figure 5 shows that shelf‐mean DSL
variability on monthly to‐interannual timescales is primarily associated
with changes in ηm, that is, changes in the volume of water on the shelf are
due to changes in the mass of water on the shelf rather than changes in the
shelf‐mean vertical integral of subsurface density. This suggests that cross‐
slope heat fluxes due to wind‐driven Ekman transports are likely to be a

smaller component of variability relative to wind‐driven redistribution of mass on monthly to‐interannual
timescales. The manometric component has also been shown to be the dominant term in on‐shelf DSL
variability over interannual‐to‐decadal timescales (Bingham & Hughes, 2008; Dangendorf et al., 2021; Tinker
et al., 2020; Vinogradova et al., 2007) and under climate forcing scenarios (Couldrey et al., 2021; Landerer
et al., 2007).

This does not imply that wind‐driven heat fluxes are unimportant at all spatial‐temporal scales. For example,
steric variability on the shelf region to the south of Ireland is more significant (see Figure S1 in Supporting
Information S1) and the steric component is proportionally larger at the longer time scale in Figure 5 (and Figure
S2 in Supporting Information S1), though still a small fraction of the total. Nevertheless, in the remainder of this
paper we focus on the manometric component on monthly to‐interannual timescales.

3.2.2. Remote Forcing

In the bdy experiment the model is forced with the variability in the lateral boundaries only. DSL variability in this
case is defined here as being remotely forced. Tinker et al. (2020) and Hermans et al. (2020) found that on
interannual‐to‐decadal timescales the lateral boundaries forced a spatially uniformmode of DSL variability on the
shelf. We find the same is true for monthly variability. For example, Figure 4c shows that the leading EOF (85%
of the variance) of DSL for the bdy experiment is mostly uniform across the shelf. Figure 4a compares the PCs for
both the nowind and bdy experiments and shows that the leading modes have a consistent phase with a correlation
of r = 0.87. Comparing Figures 4b and 4c shows that the leading mode EOFs for the two experiments both show
uniform amplitudes across the shelf with similar magnitudes. This consistency suggests that the monthly vari-
ability in the nowind experiment, that is, which includes variability in local surface forcing (excluding wind),
river, evaporation and precipitation and lateral boundary forcing, is dominated by the lateral boundary forcing
contribution. In contrast, Hermans et al. (2020) showed that for interannual variability, the buoyancy flux
contribution was at least as large as the lateral boundary contribution. This may be explained by the fact that the
steric component of DSL variability increases at lower frequencies.

The relative importance of local and remote forcing on monthly to‐interannual DSL variability can be estimated
by seeing how much variance in the reference experiment DSL, η, can be explained by the locally generated DSL
variance. For this we use the DSL from the experiment that used constant values at the lateral boundaries (nobdy
experiment), ηnobdy. Figure 6a shows the variance explained in η by ηnobdy, and Figure 6b shows the same with 12‐
month rolling means applied to the time‐series. The majority (80%–90%) of DSL variance in the North Sea is
explained by local forcing, where winds are the dominant factor. Along the western portion of the shelf, however,
the variance explained by local forcing is approximately 20% less. On the narrow shelves around Portugal and
Spain and the edge of the shelf south or Ireland and west of France this drops below 50%. For the lower frequency
variability represented by the 12‐month rolling mean plots, the importance of remote forcing increases on the

Figure 5. Shelf‐mean dynamic sea level (red), shelf‐mean dynamic
manometric sea level (blue), and shelf‐mean steric sea level (green), all from
the reference experiment. Thick lines have had a 12‐month rolling mean
applied.
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western and northern portions of the shelf. In most cases less than 30% of the variance is explained by the local
forcing around Portugal, Spain and the shelf region south of Ireland.

Figure 6c shows the variance in η explained by ηnobdy + ηbdym , where ηbdym is the remotely forced manometric
component of DSL. Figure 6d shows the same with 12‐month rolling means applied first. Figures 6c and 6d shows
that there is a remotely forced mass‐flux onto the shelf that is important for explaining variance on the shelf on
monthly to‐interannual timescales ‐ particularly along the narrow shelves around Portugal and Spain, as well as
the shelves around France, Ireland, and southwest England. Note that this suggests that any remotely forced
buoyancy fluxes across the shelfbreak are relatively unimportant to DSL on the NWES, that is, remotely forced
steric variability is not required to explain DSL variance, the remote forcing is instead driving a convergence of
water onto the shelf that increases the volume of the water‐column. The importance of this mass‐loading effect
increases at the longer timescale. The effect also appears to be coherent along the southwestern and outer portion
of the NWES.

3.2.3. Coherent Mode Along the North Atlantic Eastern Boundary

In the introduction we discussed the literature showing that DSL variability on the NWES can be coherent with
larger‐scale variability along the NAEB (e.g., Calafat et al., 2012; Chafik et al., 2017; Hogarth et al., 2020). We
find that both the locally forced variability via the local winds, and the remotely forced variability, project onto
larger‐scale structures that cover the NAEB. Figure 7a shows the correlation between the PC of the second mode
from the reference experiment (Figure 2b) and the SLA from altimetry. It shows that the anomaly extends from
the western portion of the NWES along the Norwegian coast and into the Nordic Seas and Arctic Ocean. This is
consistent with the near‐uniform bottom pressure and sea level fluctuation investigated by Fukumori et al. (2015),
which they attributed to wind‐driven barotropic coastal trapped waves carrying NWES anomalies poleward.

Figure 6. Percentage of variance explained in reference model dynamic sea level (DSL) by: (a) the DSL from the nobdy
experiment, ηnobdy, and (c) the sum of the DSL from the nobdy experiment, ηnobdy, and the manometric sea level from the bdy
experiment, ηbdym , that is, ηnobdy + ηbdym . Panels (b) and (d) show the same as (a) and (c), respectively, but with 12‐month
rolling means applied.
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To investigate this further we follow Calafat et al. (2012) by using an
idealized representation of a wind‐generated coastal trapped wave mode,

ξ( y,t) =∫
y0

yBτs (y′,t −
y − y′
c

) dy′, (6)

where y is the along isobath coordinate, y0 is the latitude from which the
integration begins, c is the wave speed, τs is the wind stress along the isobath
and B is a coefficient controlling how much the mode is stimulated. Deter-
mining B is in general non‐trivial, however, assuming a value of B = 1 means
that the wave phase can be used for a nominal amplitude. Hughes et al. (2018)
found a mode 1 (Kelvin) wave speed of 2.5 m/s at the equator, with faster
speeds at higher latitudes. For an assumed wave speed of 3 m/s the wave will
cross the 3,500 km distance between 40°N and 57°N along the shelf‐edge in
13.5 days. For monthly mean sea level output, the wave adjustment is rapid
and hence a comparison between Equation 6 and DSL from the model will be
relatively insensitive to the value of c. For illustrative purposes, however, we
note that using Equation 6 with the above values, we compute the wave by
integrating the along‐200‐m‐isobath wind stress from the bottom of our

domain at y0 = 40°N to y = 57°N. The resulting correlation between ξ, and the mode 2 (NAEB) PC from the
reference experiment is r = 0.74.

By performing the integration from 40°N we represent the cumulative wind‐effect from within the domain,
however, waves that originated at much lower latitudes can also propagate along the NWES. Figure 7b shows the
correlation between the PC of the leading mode from the bdy experiment (remotely forced) and the SLA from
altimetry, where we have first removed the projection of the locally forced signal from the SLA. This local signal
is removed in three steps: (a) we perform an EOF decomposition on the DSL generated by the nobdy experiment
(i.e., experiment with time‐mean fields for lateral boundaries), (b) we use the six leading PCs (explaining>95% of
the variance) as independent variables to create a multiple linear regression representation of the SLA (dependent
variable) at every point on the altimetry grid and (c) remove this representation of the SLA from the actual SLA to
give a modified SLA. The resulting correlation between the modified SLA and the remote mode of manometric
sea level, ηbdym , shows coherence along the NAEB from the west coast of North Africa to much of the NWES. This
represents remotely forced DSL variability due to changes in mass. This was shown to be important in Figures 6c
and 6d. Combining the larger‐scale projection of the remotely forced variability (Figure 7b) with the larger‐scale
projection from the local wind forced variability (Figure 7a) gives a mode covering the entire NAEB.

To understand the mechanism by which shelf‐mean DSL is remotely forced and part of a larger NAEB mode, we
require a physical description of how ocean dynamics at the shelf edge connects with the DSL.

3.3. Theoretical Framework

Starting from the equation describing the DSL tendency under the Boussinesq approximation,

∂η
∂t
= F − ∇ ⋅U, (7)

where F represents precipitation, evaporation and river run‐off, and U = (U, V) is the horizontal depth integrated
velocity U = ∫η− H(u,v)dz, with ∇ the horizontal derivative operator. We have seen from the similarity in DSL
variability in the nowind and bdy experiments that removing precipitation, evaporation and river run‐off has a
small effect on shelf‐mean DSL variability and we therefore simplify the following by neglecting the F term.

Horizontally integrating (Equation 7) across the surface area of the NWES, A, we can write the second term on the
right of Equation 7 as − ∬A∇ ⋅UdA. This region of shelf in our example is bounded by a curveC that consists of the
200 m isobath (C200), two transects that connect the 200 m isobath with the coast (CPort off‐shore of Portugal,
CNorw connecting with the Norwegian Trench), and the coastline connecting the two transects (C0). By applying
the Divergence Theorem we then have

Figure 7. The North Atlantic eastern boundary (NAEB) mode. Panel
(a) shows the correlation between altimetry derived sea level anomaly (SLA)
and the Principle Component (PC) of mode 2 (NAEB) from the model
reference run (Figure 2b). Panel (b) shows the correlation between the
altimetry derived SLA, where an approximation of the signal associated with
North West European Shelf local forcing has been removed, and the PC of
the leading mode of manometric sea level variability from the bdy
experiment, ηbdym .
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− ∫∫
A
∇ ⋅U dA =∮

C
U ⋅ n̂ dc, (8)

where n̂ is the unit vector into the shelf region A, and the term on the right is a
closed integral along the curve C, which can be broken down into distinct
sections. The equation for the change in the volume of water on the NWES is
therefore

∫∫
A

∂η
∂t
dA =∮

C
U ⋅ n̂ dc, (9)

which says that the tendency of shelf mean sea level is driven by the volu-
metric flow across the shelfbreak and the two cross‐shelf transects, noting that
the volumetric flow across the coastline connecting the two transects is zero.
To obtain the DSL explicitly, we now integrate (Equation 9) over time to get

∫∫
A
η dA =∫∫

A
η0 dA +∫

t

0
∮
C
U ⋅ n̂ dc dt, (10)

where η0 is the initial DSL at the start of the integration. Using the reference
model output, Figure 8 shows the left and right hand sides of Equation 10 for

the NWES, both for the monthly mean and with a 12‐month rolling mean applied. Figure 8 also shows the shelf‐
mean ADT derived from altimetry observations. We can see that the volumetric flow into the NWES does indeed
closely reflect the variability in monthly to‐interannual shelf‐mean DSL variability in the model and observations.

To investigate the dynamic processes determining the volumetric flow across the shelfbreak, and thus shelf‐mean
DSL, we use three‐dimensional momentum budgets from the model. The momentum budgets decompose the
ocean current tendencies, that is, ∂u/∂t, into the contributions from different ocean dynamic processes, where the
momentum equation solved by the model is

∂u
∂t
= − fk × u − ζk × u −

1
2
∇(u2) − w

∂u
∂z
−

1
ρ0

∇p + Dh + Dv, (11)

and on the right hand side, from left to right, the terms are: the Coriolis term, the relative vorticity contribution
term, the kinetic energy gradient term, the vertical advection, the pressure gradient, the lateral diffusion, and the
vertical diffusion, where w is the vertical velocity and ζ is the relative vorticity.

Each term is output from the model as a monthly mean. Over these time scales the tendency term is smoothed such
that a first order balance can arise between the terms on the right of Equaion 11. The Coriolis term in Equaion 11 is
then moved to the left hand side and by dividing through by f we have an equation giving the monthly mean
contributions to k × u. We then depth integrate, and rotate each term to a locally 200 m‐isobath‐following co-
ordinate system to obtain a decomposition of the volume transport across the 200 m isobath at every grid point on
the 200 m isobath (the heavy black line in Figure 1 excluding the short transects) as

U ⋅ n̂
⏟⏞⏞⏟

U

= ζk × u
⏟⏞⏞⏟

Uζ

+
1
2

∇(u2)
⏟⏞⏞⏟

Uke

+ w
∂u
∂z

⏟⏞⏞⏟
Uad

+
1
ρ0

∇( p)
⏟⏞⏞⏟

Up

+ Dh
⏟⏞⏞⏟

Ud

+
1
ρ0 f

ĉ ⋅ τs

⏟⏞⏞⏟
Us

+
1
ρ0 f

ĉ ⋅ τb

⏟⏞⏞⏟
Ub

, (12)

where the overline denotes the operation of depth integration divided by f, that is, (− ) = ĉ ⋅ 1f∫
η
− H(− ) dz. Here n̂ is

the cross‐200 m‐isobath unit vector and ĉ is the along‐200 m‐isobath unit vector. The vertical integration of Dv
has been expanded to give the individual contributions from along‐isobath wind stress, ĉ ⋅ τs, and along‐isobath
bottom stress, ĉ ⋅ τb. We now integrate (Equation 12) along the 200 m isobath, ∫C200

dc, to give the individual

Figure 8. Shelf‐mean dynamic sea level (red), cumulative volumetric flow
onto the North West European Shelf (blue) (this is calculated using the
cumulative divergence of the depth‐integrated horizontal flow, integrated
over the shelf, which is mathematically equivalent). These are the left (red)
and right hand sides (blue) of Equation 10. Also shown is the shelf‐mean
absolute dynamic topography derived from altimetry (green). Thick lines
have had a 12‐month rolling mean applied.
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contributions to the total volume transport across the shelfbreak, and it should be assumed from this point onwards
that we are always referring to along‐isobath integrated quantities.

Note that unless explicitly stated otherwise, momentum budget analysis and transports refer to the reference
experiment. Where we refer to transports from another experiment, we will provide the experiment name as a
superscript, for example, Ubdy is the total volume transport across the 200 m isobath in the bdy experiment.

While we focus on the total transport across the shelfbreak (200 m isobath), the flow across the two transects,
CPort andCNorw, also play a role. In both cases, the flow is geostrophic. For the reference run, the volume transport
across CPort has variability (as measured by the standard deviation) that is an order of magnitude smaller than the
volume transport across the shelfbreak. This is partially due to the narrowness of the shelf in this region. The
volume transport across the transect that connects with the Norwegian Trench, however, has a standard deviation
(0.23 Sv) of the same order of magnitude as the standard deviation of transport across the shelfbreak (0.28 Sv),
and is therefore important. We find the transport across CNorw is anti‐correlated with the transport across the
shelfbreak (r = − 0.9). The transport across CNorw therefore tends to attenuate DSL variability driven by the
addition of mass via the flow across the shelfbreak.

Figure 9 shows the total volume transport across the 200 m isobath, U, compared against three reconstructions
(panels a–c) which each use different combinations of the terms on the right of Equation 12 for the reference
experiment. Figure 9a comparesUwith the volume transport across the shelfbreak due towind stress,Us. Thewind
driven Ekman component is correlated with the total volume transport (r = 0.74), but the variance is an order of
magnitude too large so that the percentage of variance explained bywind‐driven Ekman transport using Equation 1

Figure 9. Reconstructions of the volumetric flow across the 200 m isobath of the North West European Shelf, U.
Reconstruction in panel (a) uses only the surface Ekman transport Us, panel (b) uses the surface Ekman transport plus the
along‐isobath pressure gradient component, Up, panel (c) uses the surface Ekman transport plus the along‐isobath pressure
gradient component plus the bottom Ekman transport, Ub.
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is negative (this implies that the variance ofU − Us is greater than the variance
of U). Figure 9b compares U with the sum of the wind driven Ekman
component and the along‐isobath pressure gradient (geostrophic) term, Up.
This linear sum visually produces an improved reconstruction with an
increased correlation (r= 0.79), however the percentage of variance explained
using Equation 1 remains negative because the variance is still too large.
Figure 9c shows the reconstructionwhen the bottomEkman transport term,Ub,
is linearly added. It now shows a very skilful reconstruction with correlation
r= 0.89 andwith 73% of the variance explained. Note that this is not to suggest
that bottom stress is more important than the wind and pressure gradient
contributions—all three contributions are required together. The important
point of this result is that,while surfaceEkman transport is correlatedwithDSL
on theNWES, it is not sufficient to explain the variability inDSLon theNWES.

Geostrophic transport, Up, is an important component of the flow across the
shelf edge. The variability in this component accounts for the effects of local

and remote dynamics on the pressure field. We find that the domain‐local winds are a major driver of this pressure
gradient. Figure 10 shows that the integrated pressure gradient along the 200 m isobath is in anti‐phase with the
combined integrated surface and bottom Ekman transports (correlation coefficient is r = − 0.93). The mechanism
depends on the generation of wind driven coastal trapped waves (e.g. Allen, 1980; Brink, 1991; Middleton &
Leth, 2004). Specifically, wind generated coastal trapped waves are a consequence of the Ekman transport across
isobaths, which produces a compensating flow to conserve mass and this results in vortex stretching and local
changes in relative vorticity. The vorticity dynamics are expressed via the along‐shore velocity and where there is
along‐isobath variability, waves propagate the anomalies along the continental slope and shelf. The propagation
and decay of coastal trapped waves (an Arrested Topographic Wave (Csanady, 1978) when the time scale of
adjustment is rapid relative to the time scale of forcing variability) establishes a new equilibrium with an along‐
shore pressure gradient balanced by a cross‐shore flow that offsets the surface Ekman transport. This process is
analogous to the set up of Sverdrup balance by Rossby waves in response to Ekman pumping. Whereas Rossby
waves propagate east to west, the coastal trapped waves at the continental slopes are constrained by the topog-
raphy (topographic Rossby waves), which would set up a topographic Sverdrup balance. An additional factor
here, however, is that bottom friction is playing a role, which can affect the topographic Rossby wave propagation
(Wise, Hughes, et al., 2020) and the flow and pressure gradient that is set up (Wise et al., 2018).

As demonstrated in the previous section, the amplitude of the wave can be represented by an along‐shore integral
of the along‐shore wind stress. The correlation between the along‐200 m‐isobath wind stress integrated from 40°
to 57°N, as discussed in the previous section, and the along‐200 m‐isobath pressure gradient at 57°N is r= − 0.69.

It is typical that investigations into shelfedge transports, boundary waves and sea level occur separately. As we
have shown here, however, the relationship between them is important to understanding the mechanisms driving
DSL variability on the shelf. This is important for the NWES where cross‐shelfedge volume transports are large
(Huthnance et al., 2022), but it is also relevant for timescales and regions other than those considered here. Indeed,
Thompson andMitchum (2014) used a form of Equation 10 to investigate alongshore coherence in DSL along the
US east coast on interannual‐to‐decadal timescales using model output. Their analysis of the driving mechanism
was limited by not having access to the individual terms driving variability in the transport onto the shelf (and
their 1° model output meant that transports could only be considered as cross‐slope in a very rough sense).
Separately from investigations of sea level, a number of studies have investigated momentum balances on other
shelves in a range of contexts and demonstrated the importance of alongshore wind as a driver of the alongshore
pressure gradient and cross‐shelf geostrophic flow (e.g., Fewings & Lentz, 2010; Lentz et al., 1999; Tyler &
Sanderson, 1996). However, as Xu and Oey (2011) demonstrated along the US east coast, non‐local drivers, such
as Labrador Sea inflows, can act to remotely set‐up an alongshore pressure gradient. Similarly, remote forcing has
been identified as an important driver of shelf circulation on the NWES on seasonal (Holt & Proctor, 2008) and
future climate (Holt et al., 2018) timescales.

When the domain local winds are removed, a pressure gradient along the 200 m isobath remains. This reflects
remote variability that is entering via the lateral boundaries either directly from the deep ocean, or along the
continental boundary, from lower latitudes. Figure 11 shows the along‐isobath (200 m) pressure gradient for the

Figure 10. Comparison between the volumetric flow across the 200 m
isobath due to surface plus bottom Ekman transport, Us + Ub, and the
volumetric flow off of the shelf due to the along‐isobath pressure gradient
component, − Up.
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ref and bdy experiments, as well as the total cross‐isobath volumetric flow for
the bdy experiment. First, it shows that variability in the pressure gradient
remains when local forcing is removed, but that it is reduced in magnitude,
specifically the standard deviation is reduced from 0.45 to 0.15 Sv. Second,
the Figure shows that in contrast to the reference case, the pressure gradient
accounts for the majority of the cross‐isobath volumetric flow variability
when local winds are removed (percentage of variance explained is 62%).
Note that while ageostrophic terms are relatively unimportant in the cross‐
isobath volumetric flow in this case, they are important in terms of the
vorticity, which ultimately acts as a constraint on the pressure field. See for
example, the effect of bottom friction on the coastal trapped waves and along‐
shore pressure gradient when solving the vorticity equation in Wise, Hughes,
et al. (2020) and Wise et al. (2018).

We can now expand the right hand side of Equation 10 to obtain a leading
order equation for the cross‐isobath volume transport:

U ⋅ n̂ = ĉ ⋅
1
f ρ0
[∫

η

− H
∇(ploc + prem) dz + τs − τb], (13)

where ĉ is the unit vector along the 200 m isobath and n̂ is the unit vector across it, and where ploc is the locally
generated pressure and prem the remotely generated pressure.

As previously demonstrated in Figure 10, the variability in the local component of pressure is closely associated
with the local wind stress. We find that a linear regression of the wind stress term onto the pressure gradient using
the nobdy experiment output allows us to reconstruct the local pressure term from the (local) wind stress term
explaining 88% of the variance. The regression coefficient is αp = − 0.5. Using this regression coefficient in
Equation 13 gives

U ⋅ n̂ = ĉ ⋅
1
f ρ0
[∫

η

− H
∇prem dz + 0.5τs − τb], (14)

where the constant 0.5 = (1 + αp). Note that we also find that using the same regression approach the local wind
stress can explain a large fraction of the variance due to bottom friction (62 %, regression coefficient αb= − 0.15).
Hence bottom friction can also be separated into remote and local contributions, although in this case a larger
proportion of the local variability is unexplained.

From the remotely forced bdy experiment we know that the remote geostrophic component–the first term on the
right hand side of Equation 14 is related to a relatively spatially uniform mode of variability on the shelf. The
remote geostrophic component (across the shelfbreak and transect between Denmark and Norwegian Trench) is
approximately equivalent to a shelf‐mean DSL standard deviation of 2 cm (using the bdy experiment DSL). This
compares to the reference run where the equivalent standard deviation is 3 cm (see Figure S2 in Supporting
Information S1).

3.4. Mass Loading Via East Atlantic Boundary Propagation

Frederikse et al. (2016) hypothesized that the correlation between on‐shelf manometric sea level and off‐shelf
steric variability in the Bay of Biscay may result from both being forced by wind stress generated coastal trap-
ped waves that propagate poleward along the boundary and also westward as Rossby waves. Within our
framework, this implies that the source of remote pressure variability is from lower latitudes rather than directly
from the adjacent ocean.

To test whether variability is entering the domain from the south along the continental boundary we use the
bdy_block_ctw experiment. The bdy_block_ctw experiment applies 10‐year mean fields at the lateral boundary
between the deep ocean and the coast of Portugal (12°–8°W at 40°N). This blocks remotely generated variability
that is propagating northward along the continental boundary toward the NWES. The variance in ηbdym explained

Figure 11. Volumetric flow across the 200 m isobath due to the along‐isobath
pressure gradient in the reference experiment,Up, and bdy experiment,Ubdyp .
Also shown is the total volumetric flow across the 200 m isobath in the bdy
experiment, Ubdy.
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by ηbdy_block_ctwm (the manometric sea level from the bdy_block_ctw experiment) gives a measure of the sensitivity
of remote forcing to variability entering along the continental boundary.

Figure 12a shows the percentage of variance in ηbdym explained by ηbdy_block_ctwm , and Figure 12b shows the same
with 12‐month rolling means applied. Close to zero percent of the remotely generated variability on the shelf can
be explained when the small section of lateral boundary is held constant. The majority of the variability in
manometric sea level in the deep ocean to the west of the shelf is also unexplained. Although note that Figure 12b
also shows that at least 50% of the variance in the Southern North Sea remains explained. This suggests that an
important source of variability enters from the lateral boundary to the east of Denmark (Kattegat Sea), which links
the NWES with the Baltic Sea. Nevertheless, Figure 12 implies that an important source of variability enters from
the south, along the continental boundary, and propagates around the shelf, influencing sea level on the NWES.
There is also evidence of a separation of the propagating signal (inferred from the region of 0% explained
variance) into two branches at the Wyville Thomson Ridge (north west of Scotland), which is where the ba-
thymetry forks. This is reminiscent of the mechanism described in Fukumori et al. (2015) for propagating waves
exciting the Arctic mode of bottom pressure variability (their Figure 11).

Note that while Figure 12 implies boundary trapped sources of variability are important, it does not imply that
forcing from other sections of the lateral boundary are strictly unimportant. In particular, Hermans et al. (2020)
found that on interannual timescales, both the southern and western lateral boundaries of their NWES regional
model forced DSL variability on the shelf with similar magnitude standard deviations. It is likely therefore that
they modulate one another. A larger domain model could be used to investigate this further.

To investigate whether the remote forcing from the south is potentially due to remote winds, we look at the
relationship between ηbdym and a subsection of remote alongshore winds (recall that ηbdym is generated by an
experiment without any local forcing). Figure 13 shows the correlation between ηbdym and the average meridional
wind stress between 38 and 40 N and 12‐8 W from the ERA5 data set. Although, this is a very small fraction of the
region where along‐shore wind stress might generate coastal trapped waves, Figure 13 shows a clear positive
correlation on the shelf that is in‐phase. This suggests that remote along‐shore wind stress could be a driver of the
remote mode of variability on the NWES, however since we cannot control for other drivers of the lateral
boundary that may also be correlated with the along‐shore wind, this does not prove causation.

The final component of the Frederikse et al. (2016) hypothesis is that the remotely generated on‐shelf variability is
associated with steric variability in the Bay of Biscay due to the radiation of Rossby waves. Figures 14a and 14b
show the correlation between Bay of Biscay‐mean ηs and ηm at every grid point for the bdy and bdy_block_ctw
experiments, respectively. Contrasting Figures 14a and 14b shows that the correlation on the shelf reduces
dramatically when we block the remote variability from the south near the coast of Portugal. The shelf‐average
reduction in r2 is 61%. This result is consistent with both ηs in the Bay of Biscay and ηm on the shelf resulting
from the same remote cause, rather than ηs in the Bay of Biscay driving ηm on the shelf.

Figure 12. Panel (a) shows the percentage of variance explained in the manometric sea level from the bdy experiment, ηbdym , by
the manometric sea level from the bdy_block_ctw experiment, ηbdy_block_ctwm . In the bdy_block_ctw experiment the southern
lateral boundary is held constant close to the coast of Portugal (see red line in Figure 1). Panel (b) shows the same as (a) but with
a 12‐month rolling mean applied.
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In summary, there is evidence for the hypothesis that remote wind generated
waves entering the domain from the south are important in establishing the
new equilibrium and pressure anomalies that produce along‐isobath pressure
gradients, ĉ ⋅∇prem. This pressure gradient is balanced by a geostrophic flow
onto the shelf. The integral of this flow around the NWES is the net volu-
metric flow onto the shelf on monthly timescales, which produces the shelf‐
mean manometric and dynamic sea levels. Over a 10‐year period the resulting
monthly mean detrended and deseasonalized standard deviation in DSL is
2 cm. In addition to remote winds, other processes are potentially driving the
pressure gradient. For example, gyre related variability due to wind stress curl
in the interior ocean could result in a pressure signal that propagates equa-
torward along the western boundary of the North Atlantic and eastward along
the equatorial wave guide and then poleward along the eastern boundary. This
mechanism has been described for a 1.5 layer model by Johnson and
Marshall (2002) in relation to the AMOC. On longer timescales interior ocean

dynamics could also be important for the along‐isobath pressure gradient via density anomalies transported to-
ward the continental slope. These factors require further investigation using a model covering the North Atlantic.

4. Conclusion
In this study we have used sensitivity experiments and monthly mean momentum budget diagnostics from an
ocean circulation model simulating 2006–2015 to investigate mechanisms of DSL variability on the NWES over
monthly to‐interannual timescales.

The model captures the modes of shelf sea variability seen in observations, both offshore and coastal. DSL
variability on the shelf is dominated by mass variations, with steric signals relatively small (although there are
regional exceptions away from the coast). Regional variations in shelf DSL are predominately caused by local
winds.

Our key findings for monthly to‐interannual variability are that:

• For local forcing (not from lateral boundaries), the net mass flux onto the shelf, which produces a shelf‐mean
change in DSL, results from a combination of surface Ekman, bottom Ekman, and geostrophic flows
responding to the winds, which are closely related to each other, with the geostrophic flow opposing the
surface Ekman flux with approximately half the transport.

• Remote forcing (from the lateral boundaries) produces a DSLmode which is almost uniform over the shelf and
results mostly from mass‐fluxes onto the shelf, rather than buoyancy fluxes.

• This net mass flux onto the shelf is dominated by the geostrophic component, with bottom friction playing an
important indirect role.

Figure 13. Correlation between manometric sea level from the bdy
experiment, ηbdym , with remote meridional wind stress averaged over 38–40 N
and 12‐8 W from the ERA5 data set.

Figure 14. Correlation between steric sea level, ηs, meaned over the Bay of Biscay (region denoted with hatches) and
manometric sea level, ηm, at every grid point, both for (a) the bdy experiment and (b) the bdy_block_ctw experiment.
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• The remote forcing responsible for this mode is highly sensitive to signals propagating into the domain from
the southern boundary, near to the Portuguese coast, as expected of a coastal‐trapped wave signal. This mode
is particularly important for explaining DSL variance along the western portion of the NWES.

• The same remote forcing also appears to be the cause of the steric sea level signal in the Bay of Biscay which is
related to shelf sea level.

• The local wind dominated mode and the remote mode, which is correlated with remote winds, form part of a
larger NAEB mode extending from north Africa to the Arctic.

More specifically, excluding the effects of atmospheric pressure, which can be accounted for by an inverse
barometer response, local winds drive the majority of monthly to‐interannual DSL variability on the NWES.
Removing the winds from a NWES regional model without the inverse barometer effect reduces the average
variance by 82%. Local winds are responsible for driving a North Sea mode of variability that is characterized by
intensified in‐phase variability along the coasts of Germany, the Netherlands and Denmark, with an amplitude
extreme of approximately 30 cm. The along‐shore winds also drive a NAEB mode, which is characterized by in‐
phase variability along the western and northern extents of the shelf. In the model this mode extends along the
shelf from Portugal to Norway with an amplitude extreme of approximately 15 cm and, using satellite altimetry,
the mode is shown to extend from North Africa to the Arctic (with an implied phase lag). This is consistent with a
number of studies identifying a mode along the eastern boundary (e.g., Calafat et al., 2012; Fukumori et al., 2015;
Hogarth et al., 2020). These spatial patterns result from wind‐forced volume redistribution on the shelf, and also
from a loading of water from the deeper ocean onto the shelf. Because the variability in DSL on the shelf is
explained by dynamic manometric sea level, that is, non‐steric, we take this to imply a limited role for wind‐
driven heat fluxes as a driver of monthly DSL variability.

Shelf‐mean DSL variability on the NWES is largely driven by changes in horizontal volume transport into the
region. Usingmomentum budget diagnostics we find that the sum of surface,Us, and bottom,Ub, Ekman transport,
and geostrophic transport, Up, explain 73% of the variance in total volume transport across the shelf‐edge, U.
Surface Ekman transport is insufficient as amechanistic description of this DSL variability. The along‐shorewinds
are reflected in the pressure field along the shelf‐edge and hence the local geostrophic transport onto the shelf,Ulocp ,
where the geostrophic component has been split into locally and remotely generated components,
Up = Ulocp + Uremp . When integrated along the shelf‐edge, the local geostrophic transport opposes the surface
Ekman transport, and we find that 82% of the variance in the local geostrophic transport can be explained using the
approximation Ulocp = − 0.5Us. Covariance‐based statistical approaches might result in the geostrophic transport
component being interpreted as part of the surface Ekman transport. This highlights the advantage of physics based
models in cases where the contributing processes are all correlated with one another.

Along‐shore winds can result in vortex stretching and local changes in relative vorticity via flow crossing iso-
baths, this generates coastal trapped waves that propagate velocity and pressure anomalies along the boundary.
Using an analytical coastal trapped wave model we find that integrating the along‐isobath (200 m) winds along the
western portion of the shelf, from 40°N to 57°N, produces a nominal wave mode amplitude with variability that is
highly correlated with the NAEBmode (r= 0.74). The pressure gradient at 57°N is correlated with the wave mode
with correlation coefficient r = − 0.69. As the waves propagate along the boundary, thus establishing a new
equilibrium, they produce pressure gradients and hence cross‐isobath flow which is responsible for setting up the
sea level signal and which is the result of the adjustment process.

When local forcing is removed from the model, that is, forcing the model using only the lateral boundary vari-
ations, a remote geostrophic transport across the shelf edge, Uremp , remains. It explains 62% of the variance in the
remaining volume transport across the shelf‐edge, and this drives a mode of DSL variability on the NWES with a
2 cm shelf‐mean standard deviation. This remote mode is relatively spatially uniform, it is highly sensitive to
variability propagating poleward along the eastern boundary, and it is correlated with remote (lower‐latitude)
along‐shore winds. This remotely generated variability, which forks at theWyville Thomson Ridge (north west of
Scotland) with Icelandic and Norwegian branches, forms part of the NAEB mode. Its uniformity on the
NWES makes it a strong candidate as an explanation of the common mode in UK tide gauges identified by
Hogarth et al. (2020). This remote mode is also particularly important for explaining the variability in DSL
along the western portion of the shelf, with the local forcing explaining typically less than 30% of the
interannual variance in DSL along the shelves around Portugal, Spain, western France, southern/western
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Ireland, and southwest England. Linearly adding the mass loading effect of the remote forcing brings this up
to at least 90%.

In previous studies it has been found that steric height in the Bay of Biscay is correlated with manometric sea
level on the NWES. The direction of causality has not been clear, however Frederikse et al. (2016) hypoth-
esized that the correlation could result from wind generated coastal trapped waves. These waves propagate
poleward along the boundary, modifying DSL on the NWES, while also radiating away from the boundary as
Rossby waves and modifying off‐shelf steric height. We found that blocking variability from propagating along
the boundary at 40°N, off the coast of Portugal, reduced the average squared correlation between steric height
in the Bay of Biscay and manometric sea level on the NWES by 61%. This is consistent with Bay of Biscay
steric height and NWES sea level having a common cause, rather than Bay of Biscay steric height causing
NWES sea level to change.

In this study we have focused on monthly to‐interannual timescales and how local and remote winds drive DSL on
the NWES over the period 2006–2015. The close association between winds and sea level has been discussed in
the literature over longer time periods (see introduction), however a caveat to our own conclusions is that the
relative importance of forcing terms can change over time. A longer set of experiments than conducted here would
be required to determine the importance of any such change. This point notwithstanding, our conclusions and
results have broader implications for DSL variability attribution on the NWES.

Firstly, the importance of remotely forced DSL on the southwestern portion of the NWES due to mass‐loading,
which depends on the pressure derived from the boundaries of the domain, suggests that studies focused on
quantitative DSL sensitivity to lateral boundary data sets and conditions in isolation would be beneficial to
regional modelers.

Secondly, causally quantifying the effect on coastal DSL of large‐scale ocean variability, such as that asso-
ciated with the AMOC, depends on filtering out the large effects of local and remote along‐shore winds. For
example, Brunnabend et al. (2014) used hosing experiments to isolate AMOC variability over a 50 year period
and showed a link between a slowing AMOC and DSL increases on the NWES. As demonstrated here, the
large effects of winds manifest partially in the along‐shore pressure gradient and geostrophic flow across the
shelf‐edge. However, it is expected that the redistribution of water from the deep ocean to the shelf, due to
large‐scale ocean dynamics, should also affect the along‐shore pressure gradient balanced flow as a result of
boundary wave propagation (e.g., Hughes et al., 2019). For example, changes in interior Sverdrup balance
propagate toward the western boundary, where they can be communicated to the NWES via coastal trapped
waves and the equatorial wave guide. This pathway has previously been demonstrated for surface layer
thickness in response to AMOC variability by Johnson and Marshall (2002) using a 1.5 layer model. Relative to
the winds, such a remote oceanic signal (representing the signature of AMOC variability on coastal sea level)
might be small, and thus difficult to detect without first removing the along‐shore wind effects. The approach
and theoretical framework developed in this study will be useful for extending our results beyond monthly to‐
interannual timescales to identify the mechanisms and quantify the effect of large‐scale and lower frequency
ocean variability on NWES sea level.

Data Availability Statement
Model data required to reproduce the research are available from (Wise, Calafat, et al., 2024). The AMM7 model
configuration and source code is available from (Wise, Polton, & Harle, 2024). Tide gauge data is available from
Permanent Service for Mean Sea Level (2022) (Holgate et al., 2013). Sea level anomaly and ADT data sets are
available from (CMEMS, 2023a; CMEMS, 2023b), respectively. The ERA5 data set is available from (Hersbach
et al., 2018).
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