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In this study, available large ensemble datasets in the Coupled Model Intercomparison Phase 6
(CMIP6) archive were used to provide the first multi-variate overview of the evolution of extreme
seasons over Antarctica and the Southern Ocean during the 20th and 21st centuries following
medium-to-high radiative forcing scenarios. The results show significant differences between
simulated changes in background mean climate and changes in low (10th percentile) and high (90th
percentile) extreme seasons. Regional winter warming is most pronounced for cold extremes. In
summer, there are more pronounced increases in high extremes in precipitation and westerly wind
during the ozone hole formation period (late 20th century), affecting coastal regions and, in particular,
the Antarctic Peninsula. At midlatitudes, there is a reduction in the range of summer season wind
extremes. Suggested mechanisms for these differences are provided relating to sea ice retreat and
westerly jet position.

Projected 21st-century changes in climate over Antarctica and the Southern
Ocean are expected to have major impacts on physical and biological sys-
tems, with profound implications globally1. Extensive research has been
conducted on the time-meanAntarctic climate responses to external drivers
such as changing greenhouse gas concentrations and stratospheric ozone
depletion and recovery2,3. However, a comprehensive assessment of varia-
bility and extreme weather and climate events is of greater importance in
terms of impacts. Extreme seasons (which are classed as climate extremes
within the Intergovernmental Panel on Climate Change (IPCC) Sixth
Assessment AR6 report) are of particular relevance as they can produce
accumulated effects of greater impact than a single weather event. For
example, the breakup of the LarsenB Ice Shelf occurred following a summer
of persistent surface melt in 20024. Extreme events already drive increased
surfacemelting on other floating ice shelves5 with the potential to accelerate
retreat, thinning and even break-up. This leads to the grounded ice streams
flowing into the ocean faster and thus contributing to global sea level rise6.
From an ecosystem perspective, penguin breeding can be severely affected
bypersistent adverse conditionsover a season7.Key atmospheric variables in
terms of impacts of extremes in Antarctica include near-surface tempera-
ture, precipitation and near-surface wind8. There is a gap in knowledge on
how extreme seasons may change over Antarctica and the Southern Ocean
under future climate forcing scenarios, with Antarctica not included in the
IPCC AR6 WG1 Chapter 11 on extremes9. One reason for this is that a
rigorous assessment of the behaviour of extreme conditions requires a large
number of climate model simulations, or ‘large ensembles’ (LEs), which are
only now becoming widely available.

Projected changes in seasonal extremes will not necessarily follow
changes in the climate mean state10. For example, sea ice is known to sig-
nificantly influence the year-to-year variability of surface air temperature,
both over the ice itself and over adjacent land and ice shelves11, and affect
seasonal temperature and precipitation extremes in Arctic climate
projections12,13. This is because surface air temperatures over open oceans
are unable to reach the very low values that are possible over frozen ice/
snow. This effect is seen in the observational records over the Antarctic
Peninsula, in particular at Vernadsky station (in the northwest region of the
Antarctic Peninsula), where observed warming trends are associated with a
loss of cold extremes caused by an increased occurrence of ice-free condi-
tions over the adjacent ocean14,15. At lower latitudes, decreases inmeridional
temperature gradient associated with polar amplification are a factor in
reducing synoptic temperature variability under climate change10,16, which
may have implications for the seasonal timescale. Another aspect of the
climate system of relevance to extreme conditions is the Southern Hemi-
sphere mid-latitude tropospheric westerly jet (and the associated storm
track), which exhibits changes in time-mean latitude and speed under cli-
mate forcing. Specifically, there is a poleward shift and strengthening under
greenhouse gas increases year-round and in response to stratospheric ozone
depletion in summer, along with associated changes in variability and
increases in precipitation at high latitudes as the mid-latitude storm track
moves poleward with the jet17–19. Although the jet variability occurs pre-
dominantly on weekly timescales, the occurrence of extreme wind events
exhibits a close association with seasonal mean wind20. Extreme seasons in
wind and related variables could, therefore, be altered by such changes in jet
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structure, for example, as poleward shifts of the jet encroach on new loca-
tions on its poleward flank, which straddles the Antarctic Peninsula.

In this paper, we use available LE output from the Coupled Model
Intercomparison Project Phase 6 (CMIP6) dataset21 to provide a broad
overview of extreme seasons under climate change for near-surface tem-
perature, precipitation and near-surface westerly winds over Antarctica and
the Southern Ocean. Here, extreme seasons are defined relative to back-
ground climate as it evolves in time, rather than by fixed thresholds (see the
“Methods” section for details). This approach provides a picture of the
relative change of extreme seasons over time across a range of locations and
variables. Here we aim to address the following questions:
• How will extreme warm and cold seasons evolve into the future,

especially in regions of retreating sea ice?
• Howwill the projected poleward shift and strengthening of circumpolar

tropospheric westerlies influence changes in seasonal extremes?

Answering such questions provides an important context for future
more detailed impact-specific studies and addresses a gap in

communicating the potential range of future conditions associated with
both changes in background time-mean (e.g. 30-year) climate conditions
and changes in seasonal extremes.

Results
Surface air temperature
Figure 1 shows winter (June–August; JJA) surface air temperature (TAS) at
two time slices, pre ozone hole (1960) and late 21st century (2080), and the
differences between them (2080–1960). It shows multi-model mean diag-
nostics from historical and SSP3-7.0 scenario simulations of the CMIP6
models. Bothbackgroundclimate andhigh and lowextremes are shown (see
the “Methods” section for full definitions of the notation, the calculations
conducted and details of the CMIP6 LE output used). Changes in back-
ground climate (Fig. 1j) exhibit the well-established pattern of strongest
warming over regions of sea ice retreat22,23. This is due to the large
atmosphere–ocean temperature differences and resulting large anomalous
fluxes of heat andmoisture over newly exposed ice-free ocean14. Patterns of
change in extreme indices qualitatively show a similar pattern to the

Fig. 1 | CMIP6 multi-model mean winter (JJA) surface-air temperature (TAS)
climatologies both pre-ozone hole (1960, from historical runs, top row) and late
21st century (2080, from SSP3-7.0 runs, middle row) and difference between
2080 and 1960 (bottom row). The columns show, from left to right, cold extremes
(p10) (a, e, i), backgroundmean climate (background_clim) (b, f, j), warm extremes

(p90) (c, g, k) and the differences between warm and cold extremes (i.e. the 3rd
columnminus the first column) (d, h, l). The box with bold black borders shows the
location of the north Peninsula region referred to in the main text and used in time
series plots in Fig. 4. The box spans the latitudes 62.5°S–67.5°S and longitudes
70°W–57.5°W.
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background climate response, with the strongest warming over newly
exposed ice-free ocean. However, comparing Fig. 1i and k it is evident that
changes in cold extremes (TASp10) are larger and more extensive than
changes in warm extremes (TASp90) over regions of retreating sea ice. This
behaviour extends to adjacent coastal margins, in particular over the
northern Antarctic Peninsula and emerges in zonal averages (Fig. 2e–h).
The zonal averages also demonstrate that at most latitudes shown there is
very little difference between changes inhighand lowextremes (Fig. 2h). It is
only over the sea ice zone that such large differences emerge (as large as
1.74 °C inmagnitude at 63°S in Fig. 2h). Appealing to output from different
individual climatemodelswith different amounts of simulated historical sea
ice provides further evidence for the role of sea ice. The UKESM1-0-LL
model exhibits clear sea ice retreat and pronounced p90–p10 differences in
thevicinityof themodel-simulated sea ice edge inwinter (Fig. 3). In contrast,
the MIROC6 model has very little sea ice, even in winter, and shows only
negligible differences between 21st-century changes in high (p90) and low
(p10) extreme winters (Fig. S1). The edge of the sea ice marks a transition
from an open ocean marine regime of small p90–p10 and a regime of large
p90–p10 at almost all locations poleward of the sea ice edge (both over sea
ice and over land). There is an additional factor along the sea ice edge of
variability in sea ice itself, which is largest along the sea ice edge (example
shown in Fig. S2). This provides an additional driver of year-to-year
variability in winter temperature and particularly large p90–p10 in TAS
exceeding those over regions of consistent winter sea ice cover and the
Antarctic continent.

To examine change over the northern Antarctic Peninsula coastal
margin inmore detail, Fig. 4a, b shows time series plots for a region over the
northern Antarctic Peninsula, which includes Vernadsky research base and
theLarsen ice shelves (region indicated inFig. 1). Inwinter the cold extremes
(TASp10) exhibitmore pronouncedwarming thanwarm extremes (TASp90)
over the 21st century (Fig. 4b) (5.6 °C compared to 4.4 °C between 1960 and
2080), which is consistent with the observed link between temperature and
variability of adjacent sea ice in the region14,15.

For summer (DJF), the strongest late-century warming is projected to
occur over the interior of the Antarctic continent (Fig. 2b) and over the
major ice shelves (Ross and Filchner-Ronne) (Fig. S3). Unlike in winter,
projected zonally-averaged warming in extreme summers closely follows
background climate change, i.e., TASp10, TASbackground_clim and TASp90
exhibit very similar changes (Fig. 2a–c). Twokey explanations for this are (i)

in summer, the sea surface is not significantly warmer than the atmosphere,
and therefore areas of open ocean newly exposed by sea ice retreat do not
have a significant warming influence on the atmosphere and (ii) the smaller
sea ice extent in summer (e.g. ref. 24). Time series of summer warming over
the northern Peninsula does, however, highlight that, although summer
warming is weaker than in winter, the range between TASp90 and TASp10 is
also smaller (i.e. smaller internal variability) (Fig. 4a, b). An implication of
this is that projected changes in the summer, although being smaller in
magnitude, still shift conditions away from their historical range by a similar
amount (or even slightly more) than in winter.

Near-surface westerly wind
Spatial maps of background change in summer near-surface zonal wind
(UAS) exhibit well-established patterns of change through the 20th and 21st
century associated with strengthening and poleward shifting of the cir-
cumpolar westerlies, and associated weakening of coastal easterlies, fol-
lowing the SSP3-7.0 forcing scenario (Fig. 5b, f, j)25,26. Time series at example
locations shown in Fig. 4c, e (the northern Peninsula box was chosen due to
its importance for impacts on Peninsula ice shelves and because long-term
observations have shown past links between winter temperature and sea ice
variability and the S Ocean box was picked as an example location with a
large decrease inUASp90–UASp10) highlight the importanceof stratospheric
ozone depletion for summer trends in the late 20th century (e.g. ref. 27).
Specifically, there is a period of increasing summer westerlies that is parti-
cularly pronounced during the decade of the 1980s.

In terms of extreme seasons, multi-model mean changes in summer
broadly follow the background climate change with poleward shifting and
strengthening evident in zonal mean p10 and p90 (Fig. 6, top row). On the
poleward side of the climatological jet, there is a region of strong year-to-
year variability that manifests as a peak in UASp90–UASp10 at about 60°S
(Fig. 6d). This shifts poleward with the time-mean jet under forcing,
resulting in a reduction in variability between 55and 60°S (i.e. a reduction in
UASp90–UASp10 of up to 1.2m s-1 inmagnitude inFig. 6d).On the poleward
side of this maximum in p90–p10 (~60–65°S) there is no accompanying
clear increase in variability.

The zonalmean results are reflected in the time series over thenorthern
Peninsula region, where evolutions in the extremes and background climate
of summer-meanUASbroadly follow each other (Fig. 4c). Atmid-latitudes,
at a location chosen to sample the region of clearest difference in Fig. 5l

Fig. 2 | CMIP6 multi-model mean zonal mean summer (upper row) and winter
(lower row) TAS changes in 2020 and 2080 relative to 1960 (pre-ozone hole).
Changes are shown for low extremes (p10) (left column, a, e), background climate
(second column, b, f), high extremes (third column, c, g) and the differences between

p90 and p10 (right column, d, h). Climatologies of themulti-model mean equivalent
latitudes (seeMethods) of the sea ice edge are shown, centred on the years 1960 (blue
vertical lines) and 2080 (green vertical lines).
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(lower right panel—location indicated by box with dashed border), the
stronger increase in p10 (2m s−1 between 1960 and 2080), compared to the
background climate (1.44m s−1) and p90 (0.75m s−1), occurs through the
late 20th century ozone depletion period and the 21st century (Fig. 4e). The
zonal 10m wind time series extracted for the same regions from ERA5
exhibit similar ranges of variability as produced in themodels. It is, however,
difficult to compare ensemblemean trends frommodel simulationswith the
single realisation of the observed climate due to the influence of internal
climate variability.

For winter (JJA) (Fig. 6, lower row), the timemean jet structure is very
different from summer, appearing much more latitudinally diffuse in the
zonal mean. This is in part due to zonal asymmetries, in particular a split of
the jet into two branches betweenAustralia and New Zealand, and also due
to the presence of thewinter sub-tropical jet (e.g. refs. 28,29). The associated
structures in UASp90, UASP10, and their range (i.e. p90–p10) also exhibit
weak meridional gradients (Fig. 6e, g, h). This helps explain why poleward
shifts in the jet have only a small effect on the range between high and low
extremes (i.e. variability in winter-mean winds), with changes in extreme
seasons approximately mirroring changes in background climate (Fig. 6h).
It is notable that the winter season winds show no evidence of the

preferential influence of sea ice decline on proximal high and low extremes
that is seen for surface air temperature (Fig. 2h). However, this may be
expected as known mechanisms for the response of the jet to a range of
forcing factors, including sea ice and ocean surface change, generally involve
non-local dynamics involvingmid-latitude eddymomentum transport29–32.
Effects related to changes in surface friction as open ocean replaces sea ice
appear too small to emerge as significant in themodels assessed. Time series
plots from high (Fig. 4d) and mid (Fig. 4f) latitudes show a gradual emer-
gence of increasingwesterlies through the 21st century. The time series from
ERA5 are consistent with the climate model results, with little indication of
an overall trend in the modern satellite era.

Precipitation
Background changes in summer (DJF) precipitation following historical
and SSP3-7.0 forcing exhibit broadscale 21st-century increases over the
Southern Ocean and large, more regional, increases over parts of coastal
Antarctica, in particular over the western part of the Antarctic Peninsula
(Fig. 7j).

At almost all locations over mid-high southern latitudes, changes in
high extreme, ‘wet’, seasons (PRp90) are larger than for low extremes (PRp10)

Fig. 3 | Winter (JJA) surface-air temperature (TAS) climatologies for both pre-
ozone hole (1960) and late 21st century (2080) and differences between 2080
and 1960. As in Fig. 1, but for just the UKESM1-0-LL model and with the 15%

contour of climatological winter (JJA) sea ice concentration added to (a–h; bold
black line). Note that different colour scales to Fig. 1 are used in the difference
plots (d, h–l).
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Fig. 4 | Historical and projected background climate, low extremes (p10) and
high extremes (p90) at example locations. Time series of multi-model mean
summer (DJF) (a, c, e, g) and winter (JJA) (b, d, f, h) surface-air temperature (a, b),
near-surface (10 m) westerly wind component (c–f) and precipitation rate (g, h) in
ERA5 (1979–2023) (grey); and CMIP6 background climate (solid line), 10th per-
centile (dot-dashed line) and 90th percentile (dashed line). The output is displayed
as anomalies relative to means over the period of available ERA5 data (1979–2023).

The CMIP6 experiments used were historical up to 2014 and SSP3-7.0 from 2015 to
the end of the century. The latest year shown is 2085 due to the temporal smoothing
window used for the Lanczos low-pass filter (see Methods section for details). The
first, second and fourth rows show spatial averages over the north Peninsula region
(shown by the box in Fig. 1); the third row shows spatial averages over a region in the
Southern Ocean centred on 180° in longitude (175°E–175°W).

https://doi.org/10.1038/s41612-024-00822-y Article

npj Climate and Atmospheric Science |           (2024) 7:276 5

www.nature.com/npjclimatsci


(Fig. 7, bottom row). This is consistent with the well-known increases in
extreme precipitation events as the moisture-carrying capacity of the
atmosphere increases under global warming, with spatial differences asso-
ciated with regional factors such as dynamical suppression or
enhancement9. The latter point helps to explain the very different relative
changes in PR and TAS extremes in the vicinity of retreating sea ice (i.e.
compare Figs. 2 and 8). Two factors of particular relevance here are storm
track shifts, exerting a dynamic influence on precipitation extremes (e.g.
refs. 19,33), and sea ice retreat, exerting a regional thermodynamic impact
(e.g. ref. 13). From a zonalmean perspective (Fig. 8), changes in PR exhibit a
clear correspondence to changes in the westerlies seen in UAS, with a
distinct single maximum at about 60°S in summer and a broader latitude
range of increases and a less clear peak in winter (compare Figs. 6 and 8).
However, in terms of extremes, there is not a direct correspondence between
UAS and PR, in particular, the distinct narrowing in the range in summer
UAS extremes at 55–60°S (e.g. Fig. 6d) is not clearly present in PR (Fig. 8d).
There is a local minimum in the PR extremes range at similar latitudes

(~60°S), which is even slightly negative at some longitudes (Fig. 7l), which
may be related to the narrowing in the UAS extremes range. At higher
latitudes along coastal Antarctica and the Peninsula, at around 60–70°S,
high extremes in PR exhibit enhanced increases both in summer andwinter
(Figs. 7 and 8). Both wider atmospheric warming and increased open ocean
area potentially contribute to this, although the relative importance of these
factors is difficult to disentangle since precipitation generally occurs away
from itsmoisture sources. Sensitivity studies ormoisture tracing capabilities
will be important in future studies to isolate specific factors such as sea ice
and sea surface temperature change.

The time series of precipitation extracted fromERA5over thenorthern
Peninsula exhibits seasonal differences that illustrate the strong link to
dynamic factors, such as a summer increase during the ozone hole forma-
tion period (Fig. 4g, h). The time series plots also illustrate that the forced
changes should be set in the context of large inter-annual variability in
precipitation and that present-day extreme seasons already span a large
proportion of what might be expected in future seasons.

Fig. 5 | CMIP6multi-modelmean summer (DJF) 10mwesterly wind component
(UAS) climatologies both pre-ozone hole (1960, from historical runs, top row)
and late 21st century (2080, from SSP3-7.0 runs, middle row) and difference
between 2080 and 1960 (bottom row). The columns show, from left to right, low
extremes (p10) (a, e, i), background mean climate (background_clim) (b, f, j), high
extremes (p90) (c, g, k) and the differences between high and low extremes (i.e. the

3rd columnminus the first column) (d, h, l). The box with bold black borders shows
the location of the north Peninsula region referred to in the main text and used in
time series plots in Fig. 4. The box spans the latitudes 62.5°S–67.5°S and longitudes
70°W–57.5°W. The region over the Southern Ocean referred to in the main text is
indicated by an additional black box with dashed borders, latitude range
62.5°S–67.5°S and longitude range 175°E–175°W.
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Fig. 7 | CMIP6multi-model mean summer (DJF) total surface precipitation rate
(PR) climatologies both pre-ozone hole (1960, fromhistorical runs, top row) and
late 21st century (2080, from SSP3-7.0 runs,middle row) and difference between
2080 and 1960 (bottom row). The columns show, from left to right, low extremes
(p10) (a, e, i), background mean climate (background_clim) (b, f, j), high extremes
(p90) (c, g, k) and the differences between high and low extremes (i.e. the 3rd

columnminus the first column) (d, h, l). Note that the colour bar has been swapped
compared to figures showing maps of other variables TAS and UAS, with blue
showing larger values. The box with bold black borders shows the location of the
north Peninsula region referred to in the main text and used in time series plots in
Fig. 4.

Fig. 6 | CMIP6 multi-model mean zonal mean summer (upper row) and winter
(lower row) UAS changes in 2020 and 2080 relative to 1960 (pre-ozone hole).
Changes are shown for low extremes (p10) (left column, a, e), background climate
(second column, b, f), high extremes (third column, c, g) and the differences

between p90 and p10 (right column, d, h). Climatologies are additionally shown by
blue lines in the years 1960, 2020 (present-day) and 2080 (late 21st century), with a
different vertical scale indicated on the right of each plot.
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Discussion
This paper provides the first multi-variate overview of the response of
Antarctic extreme seasons to climate forcing over the 20th and 21st cen-
turies, with a particular focus on the period between 1960 and 2080, during
which both greenhouse gases and stratospheric ozone concentrations have
been, andare projected tobe, important climate forcings. Themainquestion
addressed in this study is the degree to which changes in extremes corre-
spond to changes in background climate in surface air temperature (TAS),
near-surfacezonalwind (UAS) and total surfaceprecipitation rate (PR).The
analysis is based on large ensemble simulations from five different CMIP6
climate models, which together provide approximately 200 different rea-
lisations and, therefore, allowanexaminationof changes in extreme seasons.
The main conclusions are as follows:
1. Externally forced changes in extreme seasons do not in general follow

changes in background climate. The characteristics of these differences
vary considerably across near-surface temperature, near-surface
westerly wind and precipitation rate and between summer and winter.

2. For surface air temperature (TAS), the main differences between
changes in extremes and background climate occur in the winter
season, likely associated with sea ice retreat reducing the frequency of
extreme cold years.

3. For westerly near-surface wind (UAS), the results are consistent with a
strong link to changes in the westerly jet/storm track. A maximum in
UAS variability on the poleward flank of the jet moves with the jet
under climate change resulting in asymmetric changes in high and low
extremes.

4. For precipitation rate (PR) there is generally a slightly stronger increase
in high extremes compared to background climate change and low
extremes, with a strong link to jet structure and a possible link to sea ice
retreat.

Model sensitivity of these conclusions was assessed and they were
found to be remarkably qualitatively robust across the individual LEmodels.
To show this, single-model versions of the multi-model mean zonal mean
plots shown in Figs. 2, 6 and 8 are available in Figs. S4–S19 of the Supple-
mentary Material.
• For Conclusion 2, as shown in Fig. S1, the lack of sea ice inMIROC6 is

consistent with the lack of narrowing in the p90–p10 range in winter,
which is seen in all the other LE models (compare panel h of
Figs. S4–S8).

• For Conclusion 3, the zonal mean profiles of change in UAS are
qualitatively consistent across the five LE models with poleward shifts
in maxima of UAS variability on the poleward flank of the jet in
summer (see panels d of Figs. S9–S13). Indeed, all five models do a
reasonable job of capturing the summer zonal mean jet structure with
no outliers compared to the rest of theCMIP6 ensemble (see Table S1).
The small differences between changes in p10 and p90 in winter (JJA)
are consistent across all the models.

• For Conclusion 4 the slightly stronger increase in high PR extremes
(p90) is a robust feature across the models (panels d of Figs. S14–S18),
although it is noticeablyweaker at high latitudes forMIROC6 andMPI-
ESM1-2-LR inbothwinter and summer (Figs. S16 andS17).However, it
is notable that both models exhibit negative sea ice biases in their
historical simulations, which reduces the capacity for future increases in
high-latitude open ocean areas and associated increases in moisture
availability. In addition, both models are outliers in terms of winter jet
latitudewith large equatorward jetbiases (TableS2),potentially resulting
in weaker interactions between poleward shifting storm tracks and the
Antarctic coastline. However, cause and effect are difficult to determine
in this case as the jet latitude and sea ice biases are likely related.

Many other factors potentially play a role in inter-model differences
in simulated changes, such as the representation of clouds, or global cli-
mate sensitivity. A relevant example of this is that the UKESM1-0-LL is
the only one of the five LE models that includes interactive ozone
chemistry34. It has been found that, in general, models with interactive
ozone chemistry exhibit larger stratospheric ozone loss and recovery along
with more pronounced associated effects34. This may help to explain why,
in Fig. S13, the summer-season westerlies in UKESM1-0-LL exhibit
almost no change between 2020 and 2080, a period when stratospheric
ozone recovery is acting to weaken the summer westerlies, whereas
greenhouse gas forcing is acting to strengthen them. In the other four
models westerlies generally strengthen over the same period, consistent
with a weaker ozone recovery effect (Figs. S9–S12). Overall, a keymessage
is that the above conclusions are robust to the exclusion of themodelswith
large biases in sea ice and westerly jets and, indeed quantitatively,
strengthened (Figs. S17–S19). More detailed consideration of model
performance in these aspects will be key in the planned future down-
scaling of LE datasets for more detailed assessments of trends and varia-
bility in extreme events.

Fig. 8 | CMIP6 multi-model mean zonal mean summer (upper row) and winter
(lower row) PR changes in 2020 and 2080 relative to 1960 (pre-ozone hole).
Changes are shown for low extremes (p10) (left column, a, e), background climate
(second column, b, f), high extremes (third column, c, g) and the differences

between p90 and p10 (right column, d, h). Climatologies of the multi-model mean
equivalent latitudes (seeMethods) of the sea ice edge are shown, centred on the years
1960 (blue vertical lines) and 2080 (green vertical lines).
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In terms of wider implications, an important concept relevant to
impacts is the magnitude of changes in background climate relative to the
range of conditions seen in the historical period (i.e. the 10th–90th per-
centile range). This is related to the concepts of ‘signal to noise’ and ‘time of
emergence’, which are used in the detection of climate signals and as
measures of their significance (e.g. ref. 35) Extreme seasons that are a larger
departure from historical experience are more likely to put a strain on
natural systems (e.g. animal populations or ice shelves) and human infra-
structure. Of the three variables assessed here, temperature exhibits the
strongest change relative to the historical variability, especially in summer
(Fig. 4). For UAS and PR, the changes in background climate are less
pronounced compared to historical variability, especially in winter. The
main implication of this is that significant extreme summer TAS, and the
associated impacts on sea level (through ice shelf weakening/breakup) and
regional ecosystems (e.g. through snow-to-rain transition), will emerge
sooner than for PR and UAS. Possibly of greatest relevance to the global
climate system is the projected reduction in summer UAS variability on the
poleward flank of the westerly jet (i.e. the negative changes in
UASp90–UASp10 between 55 and 60°S apparent in, for example, Figs.
5l and 6d), since wind variability is known to be an important driver of
variability in the Southern Ocean carbon sink36. Further research would be
required to quantify any such impact.

Of further relevance to impacts, a priority for future research is to assess
trends in sub-seasonal extremes and better understand links between specific
extremeweather events andextreme seasons. For example, anextreme season
caused by consistent anomalies (i.e. not extreme individual weather events)
will have different impacts from an extreme season driven by a small number
of individual extremeweather events. Aparticular example is that annual and
seasonal surface precipitation totals comprise a large contribution from a
small number of extreme precipitation events, particularly in near-coastal
regions37. In addition to the broad-scale shifting and strengthening of storm
tracks and changes in sea ice, other factors that will be important to consider
in understanding the behaviour of Antarctic extreme events include linkages
between anomalies in the stratosphere and the surface (e.g. the strong stra-
tospheric anomalies seen during the March 2022 heatwave38), increasing
precipitation intensity associatedwith extra-tropical cyclones39 and the role of
drivers from lower latitudes towards the tropics40. A key challenge in con-
sidering such factors is that model configurations used for LEs are generally
necessarily low resolution, leading to a requirement for downscaling
approaches for extracting impacts-relevant information from LEs.

There are also dynamic questions that emerge from the assessment of
extreme seasons presented here. Why, for example, is there such a large
contrast between summer andwinter in terms of variability on the poleward
side of the time-mean jet? Possible factors include (i) cyclonic wave-
breaking (CWB),which ismuchstronger in austral summer than inwinter41

and exhibits distinct changes under forcing17 and (ii) seasonal contrasts in
the strength of atmospheric eddy feedbacks18. Further research on these
questions is a priority for understanding dynamical linkages from the sur-
face, through the troposphere and above. Other mechanisms of potential
importance for understanding divergence between changes in extremes and
background climate are large-scale factors such as tropical teleconnections42

and small-scale local drivers such as foehn warming15,43.
This study highlights two elements of the climate system that have a

major influence on Antarctic extremes and are, therefore, key in terms of

evaluatingmodels to be used in the study of Antarctic extreme events. They
are (i) sea ice cover, whichmost directly affects TAS, and (ii) thewesterly jet,
which is of clear relevance for UAS and PR.With regard to the westerly jet,
we show that it is important to go beyondwidely used indices of time-mean
zonal-mean latitude and speed but to also consider variability and its lati-
tudinal/spatial structure. Looking beyond extreme seasons, the westerlies
are also of particular relevance for small-scale local processes affecting TAS,
such as foehn winds, which are sensitive to large-scale drivers but can only
be captured using high-resolution modelling or dynamical downscaling.

Methods
Climate model and reanalysis data
Hereweuse theCMIP6dataset21 to provide simulated evolutions of extreme
seasons over the 20th and 21st centuries. The focus is on seasonalmeans, for
example, time series of austral summer-mean surface air temperature.
Summer (December–February; DJF) and winter (June–August; JJA)means
are calculated frommonthlymeansof four variables: surface air temperature
at 2m (CMIP6 variable name ‘tas’, referred to as TAS in this manuscript),
zonalwindat 10m(‘uas’,UAS), total surfaceprecipitation rate (‘pr’, PR) and
sea ice concentration (‘siconc’). A subset of CMIP6 models with large
ensembles of simulations was selected (see Table 1), as these provide large
sample sizes for assessing the statistical distribution of extreme seasons. In
CMIP6 terminology, repeated simulations of a given model with the same
external forcing experiment (e.g. the same future scenario forcing) are
referred to as realisations. Models with large ensembles of simulations are
those with a large number of realisations for one or more forcing experi-
ments. In this study, the focus is on simulations fromhistorical and SSP3-7.0
ScenarioMIP forcing experiments.

A sea ice equivalent latitude method26,44 was used to calculate an
equivalent latitude from the sum of sea ice extent (SIE) and the area of the
Antarctic continent, by conceptualising the latitude to which sea ice would
extend if it was zonally symmetric. The area of the Antarctic continent in
each model was calculated as the difference of earth surface area south of
60°S and the ocean area south of 60°S calculated from CMIP6 variable
‘areacello’. Monthly SIE, for the first ensemble realisation only, was calcu-
lated on the model native grid from sea ice concentration (CMIP6 variable
siconc), and then the equivalent latitude was calculated from the SIE cli-
matology for the relevant 31-year period. Only the first realisation was
required since no analysis of extreme seasons in sea ice was conducted and
climatological-mean circumpolar averages do not vary significantly across
different realisations of a given model experiment. Finally, the multimodel
mean was taken. An ice-free Antarctic (SIE of 0) would correspond to an
equivalent latitude of ~71°S.

To combine gridded data fromdifferentmodels, which is necessary for
plotting spatial maps, a linear interpolation re-griddingmethodwas used to
interpolate onto a common grid. The common grid chosenwas used for the
CanESM5, which is the lowest resolution of the models used (Table 1). The
regional spatial averages were used to help provide comparable diagnostics
between CMIP6 and ERA5 data. In particular the greater granularity of
ERA5 is averaged over the defined regions. Although point observation
measurements are available over the Peninsula, they are not suitable for
comparisons with low-resolution gridded output, which represents average
conditions over multiple environments from marine to terrestrial rather
than at a specific locality which is dependent on specific local factors.

Table 1 | CMIP6 models included, with grids and number of realisations

Model name Atmospheric grid Number of realisations Realisation IDs

ACCESS-ESM1-5 ~1.9° × 1.3° 40 r[1–40]i1p1f1

CanESM5 ~2.8° × 2.8° 50 r[1–25]i1p1pf1, r[1–25]i1p2f1

MIROC6 ~1.4° × 1.4° 50 r[1–50]i1p1f1

MPI-ESM1-2-LR ~1.9° × 1.3° 30 r[1–30]i1p1f1

UKESM1-0-LL ~1.9° × 1.2° 14 r[1–4,8–13,16–19]i1p1f2
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Reanalysis data from the European Centre for Medium-Range
Weather Forecasts (ECMWF) ERA5 dataset45 was used to provide com-
parisons between the output from the many realisations simulated by the
CMIP6 climate models and the evolution of key variables constrained by
observations of the actual realisation of the real world. For comparisonwith
the CMIP6 model output, the same monthly mean variables of surface air
temperature, near-surface westerly wind and total surface precipitation rate
were used.

Analysis of seasonal extremes in model simulations
The starting point for describing the approach used to calculate seasonal
extremes in theCMIP6modeloutput is a time series of seasonalmeanvalues
for all years in the range 1850 through 2100 where matching historical and
SSP experiments (i.e. those with the same realisation number representing
effectively the same continuous simulation) are joined together.An example
for a specific location is shown by the blue dash-dot line in Fig. 9a.

For each season (s), grid location (x), model (m) and realisation (r) the
time series of a climate variable X (e.g. the blue line in Fig. 9a) can be
expressed as

X tð Þs;x;m;r ¼ �XðtÞs;x;m þ εðtÞs;x;m;r ð1Þ

where ε denotes residuals about the estimated background climate state
(indicated by the overbar). For each model, this is calculated by taking a
realisation mean (i.e. mean over all realisations) and then applying a low-
pass filter as follows.

�XðtÞs;x;m ¼ L
1
n

Xn�1

r¼0

XðtÞs;x;m;r

 !
ð2Þ

The Lanczos low-pass filter (L) was applied using amoving window of
width 31 with weights giving a cut-off period of 20 years. The results were
not found tobe significantly affectedby reducing the cut-off period to10or5
years (not shown). In principle, the low-pass filter would not be required
with a large enough ensemble of realisations, however, it was found that for
the intra-model ensemble sizes available here (10–20 for someof themodels
used), some short-term variability was still present in the realisation means
without application of the filter (e.g. see bold solid dark grey line in Fig. 9a).

Thresholds for extreme conditions are defined relative to the back-
ground mean climate. For each model, the 10th and 90th percentiles of
residuals, ε, across multiple realisations are used to define low and high
extremes. To capture potential changes in variability over time, a moving
window approach is used whereby the percentiles are drawn from a sample

over the interval t−15years to t+ 15 years (i.e. a 31-yearwindow). Figure 9b
illustrates the sampling approach for years 1960 and 2080, with the
10th–90th percentile range shown by the vertical blue and red lines,
respectively. For this example, the CanESM5 model has 50 ensemble
members, therefore for eachyear the sample of residuals is 1550 in size. For a
given percentile, e.g. p90, this is expressed as

bXp90ðtÞs;x;m ¼ �XðtÞs;x;m þ ε̂p90 tð Þ
s;x;m

ð3Þ

where the hat denotes themovingwindow sample shown inFig. 9b. Figure 9
shows the time series from just one model. Multi-model means of the
background climate �XðtÞs;x , low extremes bXp10ðtÞs;x and high extremes
bXp90ðtÞs;x are calculated as unweighted means across models m. For
simplicity, these quantities are referred to in the text as ‘backgroundclimate’,
‘p10’ and ‘p90’, respectively.

Data availability
The data that support the findings of this study are openly available. CMIP6
data can be accessed at https://esgf-index1.ceda.ac.uk/search/cmip6-ceda/.
ERA5 data is available to researchers, with details on access at https://www.
ecmwf.int/en/forecasts/dataset/ecmwf-reanalysis-v5.

Code availability
The underlying code for this study is not publicly available butmay bemade
available to qualified researchers on reasonable request from the corre-
sponding author.
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