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Abstract
Antarctic coastal surface winds affect ice-sheet stability, sea ice, and local ecosys-
tems. The strongest coastal winds are especially important due to the nonlinear
relationship between wind speed and wind stress. We investigate the dynamics
of extreme coastal winds using a simplified momentum budget calculated across
the period 2010–2020 from the ERA5 reanalysis. The pressure-gradient forcing
term in the budget is decomposed into a large-scale component and one asso-
ciated with the temperature deficit layer. The role of budget terms across the
coastal sector is compared for weak and strong winds. We then calculate compos-
ites of the top 100 easterly wind events across six east Antarctic coastal sectors,
identifying terms responsible for the evolution of coastal extremes. A simple
balance of terms exists offshore, dominated by large-scale forcing, contrasting
with the complex balance in the onshore sector where katabatic forcing is large.
Large-scale forcing explains 57% of offshore coastal wind-speed variance over-
all, improving to 81% when budget terms associated with the temperature deficit
layer and horizontal advection are included, with significant regional variation.
The residual term plays an increasingly active role as wind speed increases.
Extremes in all coastal sectors are associated with a synoptic-scale transient
dipole of pressure anomalies driving warm-air advection. Although katabatic
forcing is a very large term in magnitude, it is found to play a passive role, declin-
ing as wind speeds increase during extreme conditions. In some regions, an
anomalous southerly component develops during extremes, which we attribute
to an ageostrophic barrier wind. This research underscores the major role for
large-scale forcing in Antarctica’s coastal winds, but also reveals a significant
regional locally driven component. The results have implications for improving
numerical model simulations of coastal easterlies and for studying their impacts
on ocean circulation, sea ice, and ice-shelf basal melt.
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1 INTRODUCTION

Antarctic coastal winds have both global and regional
importance. They are a first-order control on the strength
and structure of the Antarctic Slope Current and Antarc-
tic Coastal Current over monthly to seasonal time-scales
(Armitage et al., 2018; Peña-Molino et al., 2016; Thompson
et al., 2018). Variations in these ocean currents mod-
ify transport of warm circumpolar deep water towards
the continental shelf, which affects ice-shelf basal melt
(Dutrieux et al., 2014; Spence et al., 2014), with implica-
tions for global sea levels. Coastal winds also drive sea-ice
production, advection, and loss (Blanchard-Wrigglesworth
et al., 2021; Mathiot et al., 2012; Schmidt et al., 2023)
and affect coastal ecosystems (e.g., Dawson et al., 2023;
Labrousse et al., 2018; Zheng et al., 2022).

On average, low-level winds in the Antarctic coastal
margins have an easterly (westward) direction (Fulton
et al., 2017). Climatologically, the large-scale meridional
pressure and temperature gradient explain the exis-
tence of easterlies at these latitudes (van den Broeke
& van Lipzig, 2003). The horizontal temperature gradi-
ent is closely tied to the Southern Annular Mode (SAM:
(Bracegirdle et al., 2008; Yu & Zhong, 2019a)) and coastal
easterlies are moderately well correlated with the SAM on
interannual time-scales (Neme et al., 2022). Less clear is
what controls spatiotemporal variations in the structure
and dynamics of the coastal easterlies and their inter-
action with the complex Antarctic terrain, ice sheets,
and sea ice. Previous studies emphasise that Antarctic
surface flow is coupled to orography, exhibiting high
directional constancy and persistence (Parish, 1982;
Parish & Bromwich, 1987) due to katabatic flow in the
near-surface layer and blocking and baroclinicity induced
by the steep slopes (Fulton et al., 2017; Parish & Cas-
sano, 2003). However, the coastal easterlies over East
Antarctica have a relatively weak seasonality despite
katabatic flow being much stronger during winter (van
den Broeke & van Lipzig, 2003). Furthermore, easterlies
extend offshore well beyond where steep slopes are capa-
ble of generating drainage flow (Fulton et al., 2017), with
katabatic flow typically ceasing abruptly inland of the
coast (Renfrew, 2004). Both large-scale forcing and local
processes appear to be important for coastal easterlies,
but a detailed momentum budget analysis is needed to
disentangle the two.

The role of infrequent, high-intensity events for
Antarctic precipitation and temperature extremes has
been the subject of numerous recent studies (e.g., Turner
et al., 2019; Turner et al., 2021; Wei et al., 2019; Wille
et al., 2021; Xu et al., 2023). By contrast, relatively little
research has examined the dynamical drivers of vari-
ability in coastal winds on daily time-scales. Near the

coast, extreme winds play a disproportionate role in
driving ocean currents due to the nonlinear relationship
between wind speed and wind stress (Lin et al., 2020;
Wu et al., 2016). Wang et al. (2021) also show how strong
coastal winds can substantially enhance polynya forma-
tion and coastal sea-ice production. Strong coastal winds
can also be disruptive for coastal ecosystems, includ-
ing nesting birds (Descamps et al., 2023). Studying their
dynamics may also shed light on the role that large-scale
and locally driven forces play in the coastal momentum
budget on short time-scales.

Existing studies suggest the strongest coastal winds are
driven by extratropical cyclones interacting with Antarctic
orography (de Brito Neto et al., 2022; Turner et al., 2009;
Weber et al., 2016; Yu & Zhong, 2019b) rather than by
katabatic drainage flow on its own. In addition, studies
of extreme winds at polar latitudes emphasise the role of
low-level jet formation due to blocking and baroclinicity
(Guest et al., 2018; Heinemann & Zentek, 2021; Moore &
Renfrew, 2005; Petersen et al., 2009; Tuononen et al., 2015).
The Antarctic coastal margins in turn are a productive
source of cold air masses capable of generating intense
baroclinicity (van de Berg et al., 2008; Uotila et al., 2011;
Papritz et al., 2015; Vignon et al., 2020; Orr et al., 2021), but
the importance of these cold air masses (or ‘cold pools’)
for the coastal easterlies remains poorly understood, espe-
cially offshore where the daily time-scale variability is
highest (Caton Harrison et al., 2022).

In this article, we aim to quantify the relative roles
of large-scale and locally driven processes as drivers of
Antarctic coastal wind variability and understand their
evolution during the course of extremes. To achieve this,
we compare actual winds in ERA5 with terms from a
simplified momentum budget and analyse composited
extreme wind events. We distinguish and compare two
key processes driving the coastal winds based on the
budget decomposition technique applied by van den
Broeke and van Lipzig (2003). The first of these processes,
large-scale forcing, characterises the the pressure-gradient
forcing due to synoptic variability. The second, locally
driven forcing, represents near-surface variations in the
pressure-gradient forcing due to the temperature deficit
that forms over Antarctica, as well as horizontal advec-
tion. With this framework, we address three research
questions (RQ1–3).

RQ1. How does the balance of near-surface
momentum-budget terms differ between onshore
and offshore coastal sectors of Antarctica?

RQ2. How much Antarctic sub-daily surface wind vari-
ability in ERA5 can be explained by large-scale
forcing? How does this compare for different
wind-speed ranges?
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CATON HARRISON et al. 3

RQ3. How does the momentum budget evolve during the
course of Antarctic coastal wind extremes?

The reanalysis, momentum budget, and compositing
approach are described in Section 2. We then address RQ1
by evaluating the magnitude of momentum-budget terms
across the coastal sector in Section 3.1.1. The role of bud-
get terms for surface wind variability is then tested in
Sections 3.1.2 and 3.1.3. Finally, Section 3.2 analyses the
synoptic setup and balance of momentum-budget terms
through the evolution of coastal extremes. The relevance
and significance of the findings is discussed in Section 4,
with a summary and conclusions in Section 5.

2 DATA AND METHODS

2.1 ERA5

The fifth generation in the European Centre for
Medium-range Weather Forecasts (ECMWF) reanalysis
series, ERA5, is the most recent reanalysis product. The
full technical description of the setup is given by Hersbach
et al. (2020). Underpinning the dataset is a 2016 version
of the operational ECMWF Integrated Forecasting System
(IFS) model (cycle 41r2) and a hybrid incremental 4D-Var
data assimilation methodology. ERA5 is available hourly
on a regular 0.25◦ grid at 31 km horizontal grid spacing
and on 137 vertical levels. 10-m winds from ERA5 are
used throughout the analysis, as well as mean sea-level
pressure, model-level winds, and model-level temperature
for the composites in Section 3.2.

2.1.1 Fidelity of ERA5

ERA5 is selected for this analysis as it exhibits the best
overall performance against offshore and onshore obser-
vations of low-level winds in the Antarctic coastal margins
compared with other current reanalyses, including
near-surface temperatures (Caton Harrison et al., 2022;
Tetzner et al., 2019; Zhu et al., 2021). A previous evaluation
of reanalyses (including ERA5) across Antarctica shows
that all products exhibit varying bias through the seasonal
cycle, which the authors suggest is related to the strength
of katabatic forcing during winter (Dong et al., 2020). They
also highlight how complex orographic effects may not be
captured well by these relatively coarse products.

Prior to the present analysis, a detailed evaluation
of ERA5 Antarctic coastal winds was conducted. Sta-
tions close to each of the coastal sectors were included
in the evaluation. Results are presented in Caton Harri-
son et al. (2022). Several key points from this are relevant

to the current study. First, ERA5 exhibits the best over-
all performance against onshore and offshore low-level
wind observations including near-surface temperatures.
Second, ERA5 is highly correlated with Advanced Scat-
terometer (ASCAT) observations for ice-free periods (r =
0.91), with a mean bias for 2010–2017 of −0.51 m⋅s−1.
Lastly, variability during stronger winds is reproduced
more faithfully than that at low wind speeds, but the very
strongest winds are underestimated in magnitude.

A direct comparison between ERA5 and coastal sur-
face station wind observations during the composited
extremes analysed in this article is shown in Figure S1a–f
in the Supporting Information. As shown in Caton Har-
rison et al. (2022), a large envelope of uncertainty exists
due to the difficulty of nearest-neighbour station colo-
cation with ERA5. Taking this uncertainty into account,
however, the evolution of the winds during extremes is
generally well represented at the nearest-neighbour point.
At Mawson and Casey, the ERA5 colocated winds are
generally biased low, with other stations also exhibiting
smaller biases, but there is evidence from the envelope
of uncertainty that stronger winds are present nearby. A
negative wind-speed bias has also been shown in previous
evaluations (Tetzner et al., 2019; Vignon et al., 2019).

In this analysis, we also investigate low-level baroclin-
icity. An advantage of ERA5 shown in Caton Harrison
et al. (2022) is that it does not exhibit the same low-level
cold bias as other widely used reanalyses MERRA-2 and
JRA-55 when compared with high-resolution sonde data.
In order to maximise the resolution of near-surface pro-
cesses, we use ERA5 data on model levels rather than
pressure levels, which is critical for the representation of
temperature inversions in the lower troposphere (Palarz
et al., 2020).

2.2 Domains and compositing approach

Our analysis focuses on the Antarctic coastal margins. The
chosen study period is 2010–2020, providing enough sam-
ples for all of the composited 100 extreme coastal easterly
events analysed in Section 3.2 to be within the top 10th
percentile of strength, balanced with the high computa-
tional cost of calculating and storing momentum budgets
at every grid point on model levels. Regional subdomains
are selected and named after nearby coastal stations.
These subdomains are referred to as offshore boxes. As
in Hazel and Stewart (2019) and Neme et al. (2022), we
also delineate a circum-Antarctic offshore domain (shown
later in Figure 4), which is used in Section 3.1 to analyse
budget terms more broadly. This circum-Antarctic off-
shore domain is drawn over offshore regions (identified
using the ERA5 land–sea mask) where the mean zonal

 1477870x, 0, D
ow

nloaded from
 https://rm

ets.onlinelibrary.w
iley.com

/doi/10.1002/qj.4727 by B
ritish A

ntarctic Survey, W
iley O

nline L
ibrary on [15/04/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



4 CATON HARRISON et al.

F I G U R E 1 Map of domains used in this study, overlaid on
mean ERA5 10-m zonal wind (m⋅s−1, shaded) from 1979–2020.
Black boxes indicate the regional domains used, including both an
onshore and offshore sector. Dark grey contours show the
orography at 500-m intervals (obtained from the ERA5 orography
field). Light grey lines show the edges of ice shelves, obtained from
the SCAR Antarctic Digital Database (Gerrish et al., 2023). [Colour
figure can be viewed at wileyonlinelibrary.com]

wind for the period 2010–2020 is negative to indicate
prevailing easterlies. Each offshore box also has a cor-
responding onshore box, used to compare onshore and
offshore momentum-budget evolution.

Composites are used in this article to compare simi-
lar wind events. The algorithm for selecting events for the
extremes analysis in Section 3.2 is as follows.

1. Define six ‘offshore box’ regions, shown in Figure 1.
2. Calculate the mean six-hourly 10-m zonal wind over

these regions for the period 2010–2020.
3. Order the zonal wind values from most negative

(strongest easterly) to most positive.
4. For each value, check if it is in the lowest 10th per-

centile of zonal winds (i.e., top 10th percentile of east-
erly strength) for the box region and not within 4 days of
a date already included in the list of composite events.

5. If both conditions are met, add the date of the value
to the list of composite events until 100 events are
obtained.

A four-day window is included as a condition in
the algorithm above to avoid double counting of the
same extreme wind event. 10-m zonal winds are used
for compositing, as the prevailing flow direction is east-
erly. An additional advantage of using zonal winds rather
than 10-m wind speed is that it ensures the individ-
ual composited events are more similar (all associated
with a particular flow direction) and hence the com-
posites themselves are more physically meaningful. This
avoids, for example, cancellation of strongly easterly and
strongly westerly winds in the composite. Nonetheless,

all results were also recalculated using the top 100 10-m
wind speeds. No significant differences were found, with
between 70 and 92 of the chosen events (out of 100) at
each station overlapping between the two compositing
methods.

2.3 Momentum budget

A momentum budget is calculated to distinguish the role
of large-scale and locally driven forcing. Our implemen-
tation of a momentum budget for the Antarctic coastal
region follows the form described by van den Broeke
et al. (2002), used to characterise the relative role and
seasonality of budget terms Antarctica-wide in van den
Broeke and van Lipzig (2003). The budget equations are
a form of the Ball model (Ball, 1960), which divides the
Antarctic atmosphere into a free atmosphere component
and shallow well-mixed near-surface inversion layer. A
review of early applications of this approach is given in
Parish and Cassano (2001). The pressure gradient force
divides into a large-scale component and one associated
with a temperature deficit layer (TDL), defined by the
difference between the actual potential temperature pro-
file 𝜃 and a ‘background’ potential temperature profile
𝜃0. The TDL is typically defined as a near-surface layer
which is diabatically cooled relative to some predefined
ambient atmosphere (Parish & Cassano, 2001) and may
be equivalent with the inversion layer. Here, it takes on
a broader definition as a low-level atmospheric layer
which is colder than expected based on a linear extrapo-
lation of mid-tropospheric temperatures. We assume that
this TDL is due to surface-related processes such as dia-
batic cooling due to emission of longwave radiation and
hence terms relating to it are sources of ‘locally driven’
acceleration. In the budget as set out by van den Broeke
et al. (2002), the effects of variations in the depth of the
TDL are also accounted for, which becomes especially
important close to the coast where hydraulic jump for-
mation and sea-breeze dynamics can cause the TDL to
deepen substantially (Pettré et al., 1993), in turn affecting
the katabatic flow near the coast (Yu et al., 2005). Fur-
thermore, the budget accounts for horizontal advection,
which is usually small.

Over land, terms are calculated on a downslope/
cross-slope coordinate system; a positive acceleration here
means positive in the downslope direction (y-direction
terms) or positive to the right of downslope (x-direction
terms). Offshore, the coordinate system reverts to
north–south, east–west, meaning positive is southerly
(y-direction) and westerly (x-direction). Acceleration
terms for the tendency of the cross-slope wind (u) and
down-slope wind (v) are obtained from components of the
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CATON HARRISON et al. 5

momentum budget based on the form in van den Broeke
et al. (2002):

𝜕u
𝜕t
= −u𝜕u

𝜕x
− v𝜕u

𝜕y
⏟⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏟

Horizontal Advection
(advhu )

+
g
𝜃0

𝜕

̂

𝜃

𝜕x
⏟⏟⏟

Shallow Baroclinicity
(sbcx )

+fv
⏟⏟⏟

Coriolis Forcing
(corx )

−fvlsc
⏟⏟⏟

Large-Scale Forcing
(lscx )

− Ru, (1)

𝜕v
𝜕t
= −u 𝜕v

𝜕x
− v𝜕v

𝜕y
⏟⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏟

Horizontal Advection
(advhv )

+
g
𝜃0

𝜕

̂

𝜃

𝜕y
⏟⏟⏟

Shallow Baroclinicity
(sbcy)

−fu
⏟⏟⏟

Coriolis Forcing
(cory)

+fulsc
⏟⏟⏟

Large-Scale Forcing
(lscy)

+
g
𝜃0
Δ

𝜃

sin 𝛼

⏟⏞⏞⏞⏞⏟⏞⏞⏞⏞⏟

Katabatic Forcing
(kat)

− Rv, (2)

where x and y are the cross-slope and downslope direction
(reverting to zonal and meridional offshore), g is gravi-
tational acceleration, 𝛼 is the surface slope angle, Δ

𝜃

is
the difference between 𝜃 and 𝜃0 (see below), ̂

𝜃 is Δ
𝜃

inte-
grated between the top of the previously defined top of
the TDL and the surface, ulsc and vlsc are the large-scale
cross-slope and downslope wind, respectively, and f is the
Coriolis parameter. The terms Ru and Rv in the momen-
tum budget absorb any other sources of acceleration in the
cross-slope and downslope directions respectively, and are
obtained by calculating the residual between the sum of
the estimated terms and the actual u or v time derivative
in ERA5. These include the effects of friction and turbu-
lence as well as the vertical advection term. All horizontal
gradients are estimated on ERA5’s hybrid height coordi-
nates (i.e., terrain-following), except in the calculation of
the large-scale forcing term. Individual components of this
momentum budget are referred to throughout the article
with the notation in brackets below each term.

The key underlying uncertainty in the momentum-
budget approach is how the potential temperature (𝜃) is
distinguished from the background potential temperature
(𝜃0). 𝜃0 should be as close as possible to the actual 𝜃,
with the exception of the lowest layer of the Antarctic
atmosphere, which tends to be diabatically cooled. Some-
times the TDL is quite shallow and capped by an inversion
layer, but it may also extend several thousand metres above
ground level. In Parish and Cassano (2001), estimation
of 𝜃0 is achieved by a linear fit to 𝜃 between 1500 and
5000 m above ground level (a.g.l.), which is then extrapo-
lated to the surface (on sigma levels). In van den Broeke
et al. (2002), 𝜃0 is again obtained by extrapolation, though,
based on fig. 5 therein, the chosen heights within which

the linear fit is calculated may have been higher, as a
temperature deficit layer extends up above 4000 m a.g.l.

In our approach, 𝜃0 is obtained by selecting a model
level m in ERA5 (level 100, corresponding to approxi-
mately 4300 m a.g.l.), calculating the mean value of 𝜃 at
that level m, interpolating the data to levels of constant
𝜃, then extrapolating based on a linear fit to the vertical
𝜃 gradient between the selected theta level and the one
20 K lower (i.e., lower in the atmosphere). Values of 𝜃0
found to be lower than 𝜃 as a result of this are reverted to
𝜃. The result of this was a smooth interpolated field of 𝜃0
down to the surface across Antarctica and in different sea-
sons, including at sub-daily time-scales. The rationale for
selecting an m of 100 is detailed further in Appendix A.

To obtain the large-scale forcing, we first assume that
the large-scale wind (ulsc, vlsc) well above the TDL is equal
to the geostrophic wind (ug, vg), which is estimated on
pressure levels with

ug = −
g
f
𝜕z
𝜕y

(3)

and
vg =

g
f
𝜕z
𝜕x

, (4)

where z refers to the geopotential height. The level at
which ulsc = ug is set at 300 hPa. To obtain ulsc and vlsc
on higher pressure levels (i.e., nearer the surface), they
are scaled by assuming thermal wind balance with the
horizontal gradient of 𝜃0 following

𝜕ulsc

𝜕 ln p
= Rd

f

(
p
p0

)Rd∕cp
𝜕𝜃0

𝜕y
(5)

and
𝜕vlsc

𝜕 ln p
= −Rd

f

(
p
p0

)Rd∕cp
𝜕𝜃0

𝜕x
, (6)

where p is pressure (with p0 a reference pressure, here
1000 hPa) and Rd and cp are the gas constant and specific
heat capacity for dry air, respectively. The resulting values
of ulsc and vlsc are subsequently interpolated onto ERA5’s
hybrid height levels.

A key term in Equation (2) is the katabatic forcing or
kat. This term captures the buoyancy-driven flow, which is
large over the steep coastal slopes where slope angle (𝛼) is
large. kat also depends on background temperatures and a
sharply defined TDL.

Another key term is the shallow baroclinicity or sbc. sbc
only tends to become large in the coastal margins (van den
Broeke & van Lipzig, 2003), but as a representation of the
thermal wind induced by changes in the depth of the tem-
perature deficit layer it quantifies the effect of baroclinicity
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6 CATON HARRISON et al.

at low levels due to long-wave cooling, as well as other dia-
batic processes. In the coastal margins, these could include
cold-air pooling due to orographic effects, advection, or
sea breezes. Our interpretation of the term is that in a
coastal context it represents the effects of low-level baro-
clinicity not captured by large-scale gradients in 𝜃0. As the
large-scale term also includes a thermal wind, we refer
to this term as the shallow baroclinicity, rather than the
thermal wind term as used elsewhere in the literature.

To understand the role of budget terms in explain-
ing variance in the surface winds, we compare the actual
ERA5 wind speed with the balanced winds derived by
assuming steady-state flow with acceleration terms bal-
anced by the Coriolis force, that is, the time derivative goes
to zero in Equations (1) and (2):

−fv = −u𝜕u
𝜕x
− v𝜕u

𝜕y
+

g
𝜃0

𝜕

̂

𝜃

𝜕x
− fvlsc − Ru, (7)

fu = −u 𝜕v
𝜕x
− v𝜕v

𝜕y
+

g
𝜃0

𝜕

̂

𝜃

𝜕y
+ fulsc +

g
𝜃0
Δ

𝜃

sin 𝛼 − Rv. (8)

By dividing both sides of Equation (7) by −f and
Equation (8) by f to obtain them in terms of v and u, respec-
tively, then neglecting non-large-scale terms, our balanced
flow estimate of the vector magnitude of the large-scale
wind becomes

|lsc| =√
v2

lsc + u2
lsc. (9)

To understand the role of non-large-scale terms, we com-
pare this with the balanced flow obtained by including
other active terms in the budget (i.e., all except the resid-
ual), which we refer to as |A|:

|A| =

√√√√√√√√√

(
−u 𝜕v

𝜕x
−v 𝜕v

𝜕y
+ g

𝜃0
𝜕

̂

𝜃

𝜕y
+fulsc+

g
𝜃0
Δ

𝜃

sin 𝛼

f

)2

+
(
−u 𝜕u

𝜕x
−v 𝜕u

𝜕y
+ g

𝜃0
𝜕

̂

𝜃

𝜕x
−fvlsc

−f

)2 . (10)

3 RESULTS

3.1 Wider role of budget terms

3.1.1 Long-term mean balance of budget
terms

Coriolis forcing is large at high latitudes and winds
adjust relatively rapidly to geostrophic equilibrium. As a
result, x-direction winds (cross-slope onshore, zonal off-
shore) are generally well correlated with the y-direction
pressure-gradient forcing (downslope onshore, meridional

offshore) terms from Equation (2) and vice versa, giving
the balanced flow in Equation (8) when the acceleration
is relatively small. Zonal flows, including the coastal east-
erlies, respond at large scales to pressure gradients in the
meridional direction. These y-direction terms (Figure 2)
are larger than the x-direction terms (Figure 3). When
describing y-direction terms, we are describing terms most
relevant to the zonal winds (e.g., easterlies), and vice versa
for x-direction terms.

The relative size and sign of budget terms differs greatly
between the onshore and offshore sector. In most offshore
sectors, a simple balance exists between large-scale forcing
(the largest active term), Coriolis forcing, and the residual
term (Figure 2) for y-direction terms. lscy is consistently
positive offshore, indicating easterlies (in geostrophic
balance). At Mawson and Dumont D’Urville (DDU)
(Figure 2c,f), shallow baroclinicity is also large offshore.
Onshore, the picture is more complex, with the largest
terms being katabatic forcing and large-scale forcing, bal-
anced by Coriolis forcing, shallow baroclinicity, and the
residual. Very near the coast, a complex interplay of terms,
occurs with horizontal advection becoming large as well.
Katabatic forcing peaks 200–250 km inland at Neumayer,
Syowa, Davis, and Casey (Figure 2a,b,d,e), but at Mawson
and DDU it peaks very close to the coast (Figure 2c,f).

The x-direction terms are generally smaller (account-
ing for variations in meridional winds in geostrophic bal-
ance). Large-scale forcing remains the largest active term
offshore, but its sign differs regionally (Figure 3a–f). At
Mawson (Figure 3c), a positive lscx indicates large-scale
southerly flow, whereas at Syowa (Figure 3b) negative
lscx indicates large-scale northerly flow. Section 3.2.4
addresses how the meridional flow component can differ
so substantially between two relatively nearby stations by
considering the evolution of the flow during extremes.

Judging by the magnitude of the terms, large-scale forc-
ing is not dramatically larger than others in the coastal
sectors sampled. However, changes in the flow through
time occur due to momentum-budget imbalances; such
imbalances may be driven by terms that are not the largest
in magnitude (Chen et al., 2020). To understand the con-
tribution of budget terms to short time-scale variability, we
next correlate their vector magnitude with the evolution of
surface wind speed at each grid point in ERA5.

3.1.2 Role of budget terms
in short-time-scale variability

Across Antarctica and the Southern Ocean, surface wind
speed is weakly to moderately well correlated with the
|lsc| term from Equation (9) alone (Figure 4a). Within
the domain of the offshore coastal easterlies indicated by
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CATON HARRISON et al. 7

F I G U R E 2 Cross-sections of 10-m y-direction momentum-budget terms at the centroid longitude of each offshore box, averaged over
the period 2010–2020. The horizontal axis is distance from the location of the coastal stations for each region, with negative values of distance
indicating higher latitude (further onshore) and positive values lower latitude (further offshore). Shaded envelopes indicate the 95%
confidence interval. A vertical dashed red line indicates the latitude of the station. Panels include (a) Neumayer, (b) Syowa, (c) Mawson, (d)
Davis, (e) Casey, and (f) DDU. [Colour figure can be viewed at wileyonlinelibrary.com]

the dashed black line, a spatial mean r2 of 0.57 indicates
that |lsc| explains 57% of the surface wind-speed vari-
ance. Regions where r2 is relatively low include those over
complex orography (such as the Transantarctic Moun-
tains near 170◦E and south of 70◦S), over the Ross and
Filchner–Ronne Ice Shelves, and over steeply sloping sec-
tors of coastal Antarctica. Over the plateau, r2 is rela-
tively high, demonstrating the connection between surface
winds and large-scale processes in the Antarctic interior,
as shown for the South Pole on decadal time-scales by
Neff (1999). Some offshore sectors exhibit comparatively
low r2, including off Adélie land (140◦E), the Mawson
coast and Cape Darnley (65◦E), and east of the Antarctic
Peninsula (60◦W). Large-scale forcing is noticeably better
at explaining offshore coastal winds in the West Antarctic
sector (60◦W to 180◦) compared with much of East Antarc-
tica, where large regions of weaker correlation are found.

When katabatic forcing (kat), shallow baroclinicity
(sbc), and horizontal advection (advh) are added to obtain
the term |A| (Equation 10), r2 increases in many regions
and decreases in a small number of regions (Figure 4b).

Within the offshore coastal easterly domain, the spatial
mean r2 increases to 0.81. The largest impact of these terms
is over ice shelves where pooling of cold air generates
shallow baroclinicity, over confluence regions and steeply
sloping terrain where katabatic drainage flow is strong,
and over the offshore coastal margins.

The residual terms Ru and Rv are needed to explain
the remaining wind-speed variance (Figure 4c). These
represent friction and other processes not captured by
the momentum budget, such as gravity-wave drag and
vertical advection of momentum. Such processes may
induce highly ageostrophic motion, for which the sim-
ple thermal wind-balance assumption used to derive
momentum-budget terms in Equations (1) and (2) are not
appropriate.

Other areas with reduced r2 seen in Figure 4b close to
complex orography and near the pole are likely affected
by the finite-difference approximations used to estimate
gradients such as d ̂

𝜃∕dy. In the real ECMWF IFS cycle
from which ERA5 was generated, a semi-Lagrangian
scheme and a spectral transform technique are used for
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8 CATON HARRISON et al.

F I G U R E 3 As in Figure 2 but for the x-direction. [Colour figure can be viewed at wileyonlinelibrary.com]

F I G U R E 4 (a) Coefficient of determination for 2010–2020 (r2) between ERA5 10-m wind speed and |lsc|, (b) the additional r2 at each
grid point obtained by adding other active terms to obtain |A| (the sum of active terms, defined in Equation 10), and (c) the additional r2 at
each grid point obtained by adding the vector magnitude of the residual term R to |A|. Black dashed regions indicate the coastal easterly
domain, over which the r2 values quoted in each panel and in the text are averaged. [Colour figure can be viewed at wileyonlinelibrary.com]

discretisation of momentum-budget equations in time and
space. The calculation of budget terms in spectral space
could result in a smoother wind field over regions with
sharp discontinuities, such as near complex topography or
the coast.

In summary, large-scale forcing is the largest budget
term offshore in magnitude and is generally the largest

contributor to explained wind variance across most of
Antarctica. Other budget terms help explain additional
sources of variance, especially over ice shelves and com-
plex orography. It is possible that non-large-scale terms
play a greater role in explaining changes to the wind field
over longer time-scales (for example seasonal). Another
possibility is that the role of the temperature deficit layer
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CATON HARRISON et al. 9

in the momentum budget differs across wind regimes. To
test this, we next examine how well |lsc| and |A| correlate
with wind speed across three wind-speed bins.

3.1.3 Role of budget terms across
wind-speed ranges

Although large-scale forcing is the leading-order budget
term, its relationship to wind speed and the role of other
terms varies with wind speed. During weak to moderate
wind states (0–10 m⋅s−1, Figure 5a), large-scale forcing as
estimated in Equation (9) is more effective as a predictor
of wind-speed variance over the plateau than in terrestrial
coastal sectors. In the coastal margins (delineated with
the dashed black line) and over the Southern Ocean, |lsc|
is only moderately correlated with surface wind speeds.
Inclusion of other budget terms (Figure 5b) is critical for
these weaker winds, especially over the coastal slopes, con-
fluence region, and offshore coastal margins. The residual
term still has an active role in many regions (Figure 5c),
especially the coastal slopes, where a complex balance of
terms exists (Figure 2) and gravity-wave drag is likely to be
important.

During strong winds (10–20 m⋅s−1, Figure 5d), |lsc|
alone is a better predictor of surface wind speed over most
of the coastal slopes than when combined with other terms
such as |A| (Figure 5e), except over certain confluence
regions (e.g., south of the Amery Ice Shelf at 70◦E). Addi-
tional terms in |A| still play an important role offshore,
especially around east Antarctica. This is due predom-
inantly to the sbc term (not shown) and suggests that
pooling of cold air, local diabatic cooling, and sea-breeze
circulations are important. At these wind speeds, the resid-
ual term is critical (Figure 5f) to explaining surface winds
onshore and contributes significantly offshore as well as
suggesting that complex terrain-driven flows play a role
over the marine sector of coastal Antarctica.

Interestingly, the peak extreme winds over 20 m⋅s−1

(Figure 5g–i) are almost entirely restricted to the Antarctic
onshore and offshore coastal sectors, with other regions
masked due to a lack of samples. At these highest wind
speeds, the samples are dominated by short-lived instances
of rapidly evolving flow, which are likely separated by
long periods of weaker winds. Furthermore, the size of
the tendency term itself may become non-negligible, with
winds approximating less well to a balanced flow. |lsc|
alone is weakly correlated with the wind speed during
these peak winds (Figure 5g), improved in some regions
such as the offshore Mawson coast (60–70◦E) when other
active terms are added (Figure 5h). The residual term is
very important (Figure 5i), accounting for errors in estima-
tion of the budget terms and unresolved processes, which

may have a large impact during these highly transient
states.

The very strongest extreme winds as shown in
Figure 5g–i are likely to occur at a local scale over a
period of hours and may not be represented reliably in
a coarse reanalysis, as suggested when comparing a sin-
gle grid point with real observations in Figure S1. When
we describe extreme winds in the next section, our focus
is not on the very short-lived dynamics occurring at the
peak (time-scale of hours), but rather on the evolution
through the course of the entire event (time-scale of days).
In addition, we average over the regions shown in Figure 1
and over 100 events to reduce noise, such that peak
composite-mean offshore winds typically fall within the
15–20 m⋅s−1 range.

3.2 Extreme coastal wind events

3.2.1 Synoptic conditions

The top 100 extreme coastal wind events within all off-
shore boxes are associated with a low mean sea-level
pressure (MSLP) anomaly situated offshore, with a
high-pressure anomaly located to the east (Figure 6). The
composite MSLP anomaly patterns for each offshore box
are strikingly similar. Each region’s offshore box at lag 0
(T + 0H) is situated at the southern flank of a low-pressure
anomaly, which is apparently deformed by the coastal ter-
rain, with high-pressure anomalies also extending to the
south over the continent, maximising the pressure gradi-
ent. Over the high interior of the continent, MSLP may
not be a meaningful variable, as it is derived by extrap-
olating surface pressure to sea level over a deep layer.
However, composite anomaly patterns for 600 hPa height
(not shown), which lies above the surface over much of
Antarctica, are very similar to those for MSLP. Lagged
composites from T − 72H to T + 72H (Figures S2–S7, pan-
els a–g respectively) indicate that the decay of the system is
relatively rapid following the peak, such that the dipole of
anomalies is significantly weaker at T + 48H than T − 48H
(comparing panels b and f).

A large negative zonal wind anomaly occurs in all sec-
tors by definition (Figure 7, middle row). Interestingly, the
meridional wind anomaly differs greatly by sector. This
is discussed further in Section 3.2.4. Warm-air advection
aloft induces a positive temperature anomaly, which is
particularly pronounced during the T − 24H to T + 24H
period shown in Figure 7, and in all cases a sloping sec-
tor of lower or slightly negative temperature anomalies
is found offshore in the lowest 1000 m and extending
200–400 km offshore (Figure 7 top row). We refer to this
latter feature as the coastal ‘cold pool’. The post-peak

 1477870x, 0, D
ow

nloaded from
 https://rm

ets.onlinelibrary.w
iley.com

/doi/10.1002/qj.4727 by B
ritish A

ntarctic Survey, W
iley O

nline L
ibrary on [15/04/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



10 CATON HARRISON et al.

F I G U R E 5 As in Figure 4 but for the subset of wind speeds in the ranges (a–c) 0–10, (d–f) 10–20, and (g–i) 20–30 m⋅s−1. Grid points
with fewer than 100 available data point in the corresponding wind-speed category are masked with hatching. [Colour figure can be viewed
at wileyonlinelibrary.com]

and pre-peak temperature profiles differ substantially;
whereas T − 66H to T − 24H are generally associated with
a weakly negative temperature anomaly in the lower tropo-
sphere with regionally varying levels of offshore extension
(Figure S8a–f, top row), T + 24H to T + 66H consistently
exhibit low-level horizontally homogeneous warm anoma-
lies (Figure S9a–f, top row).

The coastal cold-pool feature varies in its structure
and intensity around the East Antarctic coastal margins.

At Neumayer, the cold pool is more diffuse and decou-
pled from a warm anomaly over the Ekström Ice Shelf
in the lowest 100 m (Figure 7a, at the location of the ver-
tical dashed grey line). By contrast, at Mawson, Casey,
and DDU, the cold pool is quite well defined (Figure 7c–e
respectively). At these stations there is also a near-zero
or slight cold anomaly extending inland within a layer
approximately 200–400 m above ground level, with warm
anomalies below. The structure of these anomalies is quite
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CATON HARRISON et al. 11

F I G U R E 6 Composite mean ERA5 MSLP (shaded) and 10-m wind (arrows) anomalies with respect to 2010–2020 averaged across the
100 extreme coastal wind events for each region indicated, including (a) Neumayer, (b) Syowa, (c) Mawson, (d) Davis, (e) Casey, and (f) DDU.
[Colour figure can be viewed at wileyonlinelibrary.com]

F I G U R E 7 Composite cross-sections of anomalies with respect to 2010–2020 of Theta (K, upper), zonal wind (m⋅s−1, middle), and
meridional wind (m⋅s−1, bottom) from ERA5 averaged across the lag period T − 24H to T + 24H at the centroid longitude of each offshore
box. Columns are (a) Neumayer, (b) Syowa, (c) Mawson, (d) Davis, (e) Casey, and (f) DDU. The horizontal axis is distance from the location
of the coastal stations for each region, with negative values of distance indicating higher latitude (further onshore) and positive values lower
latitude (further offshore). [Colour figure can be viewed at wileyonlinelibrary.com]
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12 CATON HARRISON et al.

F I G U R E 8 Composite time series of mean 10-m y-direction momentum-budget terms averaged across each of the regional offshore
boxes, with shaded envelopes indicating the 95% confidence interval. The vertical dashed grey line indicates lag 0. Panels include (a)
Neumayer, (b) Syowa, (c) Mawson, (d) Davis, (e) Casey, and (f) DDU. The solid black line and grey envelope indicate the 10-m zonal wind
and its 95% confidence interval respectively, plotted on the right-hand vertical axis. r2 values quoted indicate the coefficient of determination
between the u wind and the y-direction large-scale forcing term (lscy). [Colour figure can be viewed at wileyonlinelibrary.com]

similar to the pattern shown by Vignon et al. (2020) in sim-
ulations of a strong coastal wind event at DDU, in which
they identify cold-air pileup over the coastal sea ice, fol-
lowed by katabatic jump formation and ‘backfolding’ of
low-level isentropes and trapped gravity-wave formation,
inducing vertical motion and drag on the flow near the
surface. Evidence of a decoupled cold anomaly over land
at Mawson, Casey, and DDU persists during the post-peak
period (Figure S7c–e).

3.2.2 Offshore momentum-budget
evolution

In the coastal margins of Antarctica, the dominant
flow direction is zonal. As a result, here we focus
primarily on the acceleration terms in the y-direction
(downslope–upslope onshore and north–south offshore),
which, in geostrophic balance, account for x-direction
winds.

In the lead-up to peak winds, each station is subject to
an increase from mean 10-m u winds (i.e., at T − 48H) of
between 0 and −5 m⋅s−1 up to a peak of −15 to −20 m⋅s−1

(at T + 0H: Figure 8). In this pre-peak state, the large-scale
forcing and shallow baroclinicity are balanced by the
Coriolis force and friction (residual), with a negligible
contribution from horizontal advection.

As the composite time series approaches the peak (T +
0H), each region in Figure 8 broadly follows the same pat-
tern: the large-scale acceleration term begins to increase
substantially 24–36 h prior to T + 0H before reaching a
peak and then declining gradually over the following 48 h.
At all stations, the mean surface 10-m u winds are highly
correlated with the lscy term (between 96% and 98% of the
variance explained), indicating a major role for large-scale
forcing through the course of the event. The v winds are
not as consistently well correlated with the lscx term. For
instance, at Mawson, Casey, and DDU, the r2 between the
10-m v wind and lscx is 0.0, 0.11, and 0.11 (Figure S10c,e,f)
compared with 0.83, 0.91, and 0.88 at Neumayer, Syowa,
and Davis (Figure S10a,b,d), with other regional dispari-
ties onshore (Figure S11a–f). It should be noted that the
high correlation with lscy is not necessarily inconsistent
with the much greater role for the residual term suggested
by Figure 5. Correlations calculated for Figure 8 track
the evolution of individual events, whereas correlations in
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CATON HARRISON et al. 13

Figure 5 for the strong–extreme categories are only for the
period when the winds are at their strongest and are calcu-
lated across many separate events at individual grid points.

The magnitude of the Coriolis acceleration term is
quite consistent across the sampled regions, which is
unsurprising, as all are found at similar latitudes and
have similar peak wind speeds. A larger point of differ-
ence is the magnitude of the residual term. At Syowa
and Davis (Figure 8b,d), the large-scale term is princi-
pally balanced by the Coriolis term, whereas at Casey
and DDU (Figure 8e,f) the residual term nearly equals
the Coriolis term in magnitude. Regional differences in
these residual terms could be due to variations in nearby
terrain, orography, and sea-ice cover, which can introduce
frictional effects, as well as unresolved processes such as
gravity-wave drag. A larger friction term at Mawson is also
expected relative to Neumayer, for example, because of
the greater u wind magnitude shown in Figure 8c relative
to Figure 8a.

On average, the shallow baroclinic term sbc is sec-
ondary in magnitude to large-scale forcing offshore dur-
ing the strongest wind events. The only sampled regions
where the term becomes large are Mawson and Dumont
d’Urville (Figure 8c,f). The term retains a near-constant
magnitude from T − 48H to T + 0H, however, and does not
increase in response to the arrival of the low-pressure dis-
turbance. This constancy suggests that the shallow baro-
clinicity responsible for the high sbc is set up by the back-
ground conditions rather than the anomaly. Nevertheless,
the extreme wind conditions have a clear impact on sbc
following the peak (from around T + 12H onwards), with
an approximately 50% decline in the term’s magnitude at
DDU (Figure 8f) and a decline to near zero at Mawson
(Figure 8c).

Horizontal advection plays a near-negligible role in the
evolution of each of the regions’ composite momentum
budgets.

3.2.3 Onshore momentum-budget
evolution

Onshore, momentum budget composites follow a simi-
lar pattern to the offshore sector but are combined with
the additional influence of the katabatic acceleration term
(Figure 9). In the pre-peak state (at T − 48H), the katabatic
forcing and large-scale forcing are balanced by the shallow
baroclinic term, Coriolis force, and friction, again with a
near-zero contribution from horizontal advection.

Similarly to the offshore sector, between 95% and 98%
of the composite time-series variance in the 10-m u wind
is explained by lscy (Figure 9a–f). The peak in large-scale
forcing onshore lags behind the offshore peak, occurring

approximately 6 h later. This is likely due to the trajectory
of the cyclone (e.g., Figure S2), which moves southward
from T − 24H to T + 0H, reaching the offshore box (from
which the composited dates are identified) prior to the
onshore box. Unlike the offshore sector, there are some
regional differences in the magnitude of the large-scale
term at the event peak. For instance at Casey (Figure 9e),
the peak in large-scale forcing is muted in magnitude (near
zero) compared with at DDU (Figure 9f, 5 m⋅s−1 ⋅h−1). In
all cases, the magnitude of the peak onshore is smaller
than that offshore. A reduction in large-scale forcing at
Casey may be due to the impact of the Law Dome, which
acts as a barrier to large-scale flow.

Katabatic forcing is a major acceleration term for
each of the onshore boxes sampled (Figure 9), in all cases
being the largest budget term during the pre-peak period
(T − 60H to T + 0H). As shown in Section 3.1.3, however,
above 10 m⋅s−1 the |A| term is not as well correlated with
the actual surface winds as the |lsc| term over most of the
onshore coastal sector. In fact, an increase in wind speeds
at the event peak is not associated with an increase in kata-
batic forcing. Instead, the peak cross-slope winds onshore
are driven primarily by an increase in large-scale forcing,
with katabatic forcing actually declining in magnitude
in response to the cyclone passage. This slight decline
is a feature that occurs in all sampled regions, implying
this is a common dynamical response to large-scale syn-
optic forcing. A decline in the magnitude of katabatic
forcing is mirrored by a decline in the magnitude of sbc.
Whereas offshore sbc is positive in the same direction
as the increasing large-scale acceleration term, onshore
the sbc actually opposes the flow in the direction of both
the large-scale and katabatic acceleration terms. This is
expected, as onshore sbc represents the deepening of the
temperature deficit layer at the coast responsible for the
apparently abrupt cut-soff in downslope flow found in
observations and model simulations (van den Broeke &
van Lipzig, 2003).

3.2.4 Anomalous meridional winds
at Mawson

As shown in Figure 7 (bottom row), an anomalous
southerly develops offshore at Mawson, Casey, and DDU
during the peak extreme winds. Furthermore, unlike at
Neumayer, Syowa, and Davis, the v winds at these loca-
tions are poorly correlated with the lscx term, suggesting
that the development of the southerly cannot be explained
as a geostrophically balanced response to an increas-
ing large-scale zonal pressure gradient. The southerly
anomaly also has a distinct structure, which mirrors the
cold anomaly (Figure 7c, top row).
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14 CATON HARRISON et al.

F I G U R E 9 As in Figure 8 but for the onshore domain. [Colour figure can be viewed at wileyonlinelibrary.com]

To investigate the development of these winds,
we compare the offshore meridional wind with the
momentum-budget terms at both Mawson and Syowa.
These are relatively nearby sectors of the East Antarc-
tic coast, but during peak winds a southerly develops at
Mawson, whereas a moderate northerly develops at Syowa
(Figure 7b, bottom row). To test which momentum-budget
terms can explain this, we correlate various x-direction
terms with the meridional winds averaged over the
Mawson and Syowa offshore boxes in Figure 10.

As indicated in Figure 10b, winds at Syowa are cor-
related very well with lscx alone and the development
of the northerly mirrors the large northerly large-scale
flow that occurs. Addition of other terms to the bud-
get has only a small impact on the correlation, with
the inclusion of the residual term scaling the magni-
tude of the total acceleration via friction. By contrast, the
meridional wind at Mawson is entirely uncorrelated with
lscx (Figure 10a), and the addition of other active terms
has a negligible impact on the correlation. Whereas the
large-scale forcing in the 24 h prior to the peak of the storm
favours a northerly like at Syowa, instead winds develop
a southerly component. After the peak, the large-scale
term changes sign but only favours a southerly flow during
the day following the peak winds. The actual meridional

winds can only be explained with the inclusion of the
residual term.

The apparently active role played by the residual
term at Mawson suggests that an ageostrophic flow is
set up where the large-scale northerly flow comes into
contact with the coastal slopes. On short time-scales, an
ageostrophic flow directly away from the coast is typical
of barrier-jet formation (e.g., Chen et al., 2021; Overland
& Bond, 1995; Petersen et al., 2009). Additional sources
of cold air, for example due to the Amery Ice Shelf near
Mawson, may support a more ‘hybrid’ form of barrier jet
(Loescher et al., 2006; Olson et al., 2007), whereby con-
tinental cold-air outbreaks allow a cold pool to form off
the Mawson coast, as suggested by Figure 7c (top row).
A detailed analysis of barrier-jet formation is beyond the
scope of this article, but the mechanism appears to be com-
mon based on the large role for the residual term around
the East Antarctic coast above 10 m⋅s−1 in Figure 5.

4 DISCUSSION

Climatological easterlies in ERA5 extend out over ocean
approximately 380 km from the shore (based on the mean
distance between the northern and southern edges of
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F I G U R E 10 Composite time series of mean 10-m x-direction combined momentum-budget terms averaged across the offshore boxes
of (a) Mawson and (b) Syowa. Variables shown include the v wind (thick dark blue), the lscx term (red), the sum of lscx , sbcx , and advhu

(pink), and the previous with Ru added (cyan). [Colour figure can be viewed at wileyonlinelibrary.com]

the red contour in Figure 1) and are found in a region
uniquely prone to extreme winds. At these spatial scales,
our momentum budget indicates that large-scale forc-
ing accounts for the largest proportion of total explained
variance in surface wind speed. Reanalyses such as
ERA5 are limited in their capacity to capture the full
range of wind speeds associated with locally driven pro-
cesses. Furthermore, compared with observations, ERA5
generally underestimates the strength of the strongest
winds, indicating certain processes are misrepresented,
under-represented, or too local in scale to be captured by
reanalysis. Nevertheless, studies of extreme winds based
on in situ observations and remote sensing have also gen-
erally found that large-scale synoptic pressure patterns
are crucial in the coastal sector (Ebner et al., 2014; Parish
et al., 1993; Parish & Bromwich, 1998; Turner et al., 2009;
Wang et al., 2021). What role, then, does locally driven
forcing play in the dynamics of Antarctica’s coastal
winds?

In Figure 4, we show how the full variance in six-hourly
wind speed cannot be explained without additional
momentum-budget terms, corresponding to katabatic and
shallow baroclinic forcing (as well as horizontal advec-
tion). Of these, the dominant contribution offshore within
the coastal easterlies comes from pooling of cold air gener-
ating shallow baroclinicity (sbc). This is also a process that

plays opposite roles over the terrestrial and marine sectors
of coastal Antarctica. Whereas on land it opposes kata-
batic flow (Gallée & Schayes, 1992) by generating isolated
pockets of warm air at the foot of the coastal slopes (e.g.,
King et al., 1998), offshore it enhances the flow by driving
a thermal wind in the same direction as the background
easterlies. However, we also show in Figure 5 that this con-
tribution is greatest for weaker winds, and the residual
term is critical at the highest wind speeds.

Despite the apparent importance of shallow baro-
clinicity for background wind variance offshore, the
prominent cold-pool feature shown in Figure 7c,f at Maw-
son and DDU, and the size of the shallow baroclinic
terms in Figure 2, the role of sbc in the evolution of the
momentum budget during extremes is small. Key to this
puzzle could be the time-scale over which the cold pool
is established. Like the preconditioning of coastal isen-
tropes by katabatic drainage flow described by Fulton
et al. (2017), cold pooling may be set up over longer,
seasonal time-scales and hence holds importance for the
structure of the background flow, which is then modified
primarily by large-scale forcing on shorter time-scales,
especially during extremes. This could also explain why
non-large-scale terms appear to play a larger role at higher
wind speeds offshore in Figure 5 than suggested by the
composite means; they may not change much through the
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course of an individual extreme event, but they may help
explain the baseline flow.

Sources of shallow baroclinicity are not well under-
stood. One analysis of regional Antarctic heat budgets
finds that horizontal advection is important in the for-
mation of an offshore temperature deficit during austral
winter (van de Berg et al., 2007). We find that Mawson
and DDU have both the highest katabatic acceleration
terms onshore (Figure 9c,f) and shallow baroclinic terms
offshore (Figure 8c,f), so it is plausible that cold airmasses
advected from onshore are a key source of shallow baro-
clinicity. Some regions are also likely more prone to a
buildup of cold air than others, due to damming effects
along steep topography (Parish, 1983).

There has been discussion in the literature about
whether variability and trends in the coastal easterlies
are related to changes in katabatic winds. For instance,
Hazel and Stewart (2019) define a pole-to-coast index to
estimate the contribution of katabatic winds to changes
in easterly ocean wind stress. Others have suggested that
changes in pressure gradients induced by synoptic forc-
ing can enhance katabatic winds on short time-scales
(Turner et al., 2009; Yu & Zhong, 2019b), given the cor-
respondence between large synoptic pressure gradients
and the most intense terrain-following winds (Parish
& Bromwich, 1998). A recent analysis by Davrinche
et al. (2023) uses the same momentum-budget approach
to estimate the role of surface-driven processes (includ-
ing katabatic forcing) for winds at different time-scales
across an Adélie Land transect (the longitude of Dumont
d’Urville). They find that, although these processes are
important for seasonal and spatial variability, large-scale
forcing is the most important at short time-scales, which
we corroborate in this analysis.

In our momentum budget time-series analysis, we
find that katabatic forcing in the coastal sector is some-
what weakened during extreme winds. This could be due
to a range of factors, including warm-air advection, adi-
abatic descent, and turbulent mixing. We classify only
the acceleration due to the temperature deficit over slop-
ing terrain as katabatic. Under strong wind conditions,
this temperature deficit is often reduced and hence the
conditions are less favourable for the formation of kata-
batic winds. As Fulton et al. (2017) suggest, katabatic
drainage flow may be important for setting up Antarctica’s
terrain-following isentropes, but based on our findings it
is large-scale forcing that controls the bulk of sub-daily
variability superimposed on this steady state. Bintanja
et al. (2014) estimate the katabatic acceleration term over
Antarctica in the EC-Earth global climate model and
find only minor changes between the present day and
end of the 21st century under the A1B SRES scenario
(rapid economic growth with a balance of energy sources)

relative to changes in the large-scale term, implying this
dynamical relationship may also apply for changes on
longer time-scales. Our analysis of ageostrophic processes
at Mawson also supports the hypothesis of Parish and
Cassano (2003) that orographic blocking is likely to be
important as a driver of terrain-constrained flow.

A question that follows is whether locally driven
processes are important for ocean circulation in coastal
regions. Coupled climate models project a 21st century
weakening of zonal mean easterlies under strong forcing
scenarios (Neme et al., 2022). Antarctic coastal winds have
been linked to ocean circulation across a range of spatial
scales (Morrison et al., 2023). For instance, hypothetical
changes in the meridional overturning circulation shown
by Stewart and Thompson (2012) occur in response to an
idealised zonally symmetric wind stress forcing applied
over hundreds of kilometres. Other studies emphasise
the impacts of wind forcing over the shelf break or in
sea-ice producing regions (Morrison et al., 2023; Schmidt
et al., 2023; Silvano et al., 2022). Our analysis highlights
the central role of large-scale forcing, but there appears to
be a close correspondence between regions where addi-
tional terms are important (Figure 4b) and regions of
Antarctic Bottom Water (AABW) production (Schmidt
et al., 2023). Higher spatial resolution is needed to investi-
gate wind dynamics at the spatial scales relevant to AABW
production, given that Antarctic coastal polynyas extend
at most around 100 km offshore (e.g., based on fig. 1 of
Kern (2009)).

One limitation of the approach adopted in this arti-
cle is that distinguishing large-scale and locally driven
processes is not straightforward and our momentum
budget assumes a split between the two based on lin-
ear extrapolation. As shown by van den Broeke and van
Lipzig (2003), however, 𝜃0 follows the contours of Antarc-
tic orography, meaning the ice sheet has an influence that
extends beyond just the temperature deficit layer, and an
absence of an Antarctic ice sheet would likely have con-
siderably remote feedbacks on the climate system (e.g.,
Patterson et al., 2020). Furthermore, Antarctic katabatic
drainage flow is thought to feed back on the large-scale
pressure gradient, given its spatial scale and potential to
transport mass equatorward (Parish & Bromwich, 1997).
Model sensitivity experiments are needed to disentangle
large-scale forcing entirely from processes originating
from the Antarctic ice sheet and sea ice.

5 SUMMARY AND CONCLUSIONS

The ERA5 reanalysis has been used to characterise the
structure and dynamics of coastal easterly winds on
sub-daily time-scales and to analyse the momentum
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budget dynamics of extremes. In the long-term mean, the
balance of acceleration terms offshore is mostly between
large-scale forcing, the Coriolis force, and a residual term
(mostly friction). In some regions, additional shallow baro-
clinicity also contributes. Onshore, a more complex bal-
ance of terms occurs due to the very large katabatic term
and non-negligible horizontal advection.

Across the entire six-hourly period from 2010–2020,
57% of 10-m wind speed variability in the region of the
offshore coastal easterlies can be explained by large-scale
forcing, increasing to 81% of variability when additional
terms associated with the temperature deficit layer and
horizontal advection are included. The role of budget
terms differs with wind speed, with the residual playing
a proportionally larger role at stronger wind speeds. The
very strongest winds in ERA5 south of 60◦S are notably
confined to the Antarctic coastal margins.

Composites of 100 of the most extreme easterly
zonal wind events from 2010–2020 show a transient
synoptic-scale high–low pressure disturbance concurrent
with warm-air advection towards the coast and large-scale
and low-level baroclinicity. During the peak of the compos-
ite winds, an onshore and offshore low-level jet is present
over the coast. After the peak, warmer anomalies persist
over the affected region in the lower troposphere and baro-
clinicity is reduced relative to the pre-peak period. From
a detailed analysis of the surface momentum budget off-
shore and onshore during extreme coastal winds, we find
the following.

1. Large-scale forcing is the primary driver behind
extreme coastal winds in both offshore and onshore
sectors.

2. The shallow baroclinic and katabatic terms play a rela-
tively passive role through the evolution of composited
extremes.

3. A southerly anomaly develops in some sectors, which
cannot be explained by large-scale forcing, only by the
residual term.

The results underscore the distinct dynamics of
extreme coastal winds in Antarctica. Although locally
driven forcing is important for the six-hourly variability of
onshore winds across the entire sampling period, on aver-
age its role during the evolution of composited extremes
in ERA5 is a passive one. Similarly, extreme offshore
coastal easterlies in ERA5 are primarily baroclinic jets, but
also with a substantial ageostrophic component in some
regions, which we attribute to barrier-jet formation. How-
ever, ERA5 underestimates the peak strength of coastal
wind extremes. Given the importance of coastal winds for
ice sheets, ocean circulation, and sea ice, there is a need
to evaluate the representation of these differing dynamical

regimes in simulations used for climate projections and for
driving ocean models.
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APPENDIX A. SELECTION OF LEVEL m

In our implementation of the momentum budget (see
Section 2.3), the estimation of the background potential
temperature (𝜃0) depends on the selection of a model

F I G U R E A1 Cross-sections through Mawson station (62.87◦E) of (a–c) the cross-slope wind U (shaded) averaged across August
20–22, 2012. Thick black dashed contours show the two 𝜃 levels (the top one obtained from model level m and the bottom 20 K lower) used to
extrapolate 𝜃0. Dashed grey contours show 𝜃. (d–f) Ulsc for the same period (shaded) calculated using different m levels. Dashed grey
contours show 𝜃0. m levels tested include (d) 90, (e) 100, and (f) 110. [Colour figure can be viewed at wileyonlinelibrary.com]

hybrid height level of m, which in turn is used to select
two levels of constant 𝜃 from which 𝜃0 is linearly extrap-
olated down to the surface. Here, we show the effect of
varying model level m on 𝜃0 and ulsc, the large-scale wind
in the cross-slope direction, which in turn is used to obtain
lscy, the most important of the momentum-budget terms
identified in this article. A three-day period (August 20–22,
2022) was selected, which has a relatively well-defined
temperature deficit layer extending offshore (i.e., a cold
pool). A transition from negative cross-slope winds
onshore (mostly easterly) to positive cross-slope winds off-
shore (mostly westerly) is evident, with the largest shear
present in the lowest 1000 m (Figure A1a–c), where a layer
of more intense winds occurs over the sloping terrain
and a disruption to the westerlies occurs within the cold
pool offshore. Contours of 𝜃 are clustered near the sur-
face, especially in the lowest 1000 m, compared with the
more linear profile of 𝜃 aloft. Extrapolating the linear 𝜃

aloft down to the surface yields the 𝜃0 shown as dashed
grey contours in Figure A1d–f. These match the 𝜃 in the
Figure A1a–c closely, except near the surface. All three
tested m values produce qualitatively similar 𝜃0, though
the smoothest is obtained with m = 100 (Figure A1e), for
which there is little evidence of a near-surface temperature
deficit.
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As with 𝜃0 and 𝜃, ulsc (shaded in Figure A1d–f) maps
on closely to u (shaded in Figure A1a–c), indicating that
for this period the geostrophic wind and thermal wind
balance (Equation 5) approximates well to the actual
wind. Near the surface, ulsc lacks the strong cross-slope
winds seen in u and there is no evidence of the disruption
to the westerlies seen in Figure A1a–c, again with the

smoothest result occurring for m = 100 (Figure A1e). An
m of 100 is appropriate, as it selects a sector of the midtro-
posphere which does not extend above the tropopause (as
with m = 90) but also does not overlap with the temper-
ature deficit layer (as with m = 110). This value of m was
tested for a variety of seasons and sectors of Antarctica
and found to produce similar results (not shown).
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