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Abstract The mesosphere and lower thermosphere (MLT) plays a critical role in linking the middle and
upper atmosphere. However, many General Circulation Models do not model the MLT and those that do remain
poorly constrained. We use long‐term meteor radar observations (2005–2021) from Rothera (67°S, 68°W) on
the Antarctic Peninsula to evaluate the Whole Atmosphere Community Climate Model with thermosphere‐
ionosphere eXtension (WACCM‐X) and investigate interannual variability. We find some significant
differences between WACCM‐X and observations. In particular, at upper heights, observations reveal
eastwards wintertime (April–September) winds, whereas the model predicts westwards winds. In summer
(October–March), the observed winds are northwards but predictions are southwards. Both the model and
observations reveal significant interannual variability. We characterize the trend and the correlation between the
winds and key phenomena: (a) the 11‐year solar cycle, (b) El Niño Southern Oscillation, (c) Quasi‐Biennial
Oscillation and (d) Southern Annular Mode using a linear regression method. Observations of the zonal wind
show significant changes with time. The summertime westwards wind near 80 km is weakening by up to 4–
5 ms− 1 per decade, whilst the eastward wintertime winds around 85–95 km are strengthening at by around
7 ms− 1 per decade. We find that at some times of year there are significant correlations between the phenomena
and the observed/modeled winds. The significance of this work lies in quantifying the biases in a leading
General Circulation Model and demonstrating notable interannual variability in both modeled and observed
winds.

Plain Language Summary The mesosphere and lower thermosphere (MLT), at heights of 80–
100 km is an important region for the coupling of the middle and upper atmosphere. We carry out a study of the
winds above Rothera (Antarctic Peninsula) for the years 2005–2021. We use observations from a meteor radar
which measures winds at heights of 80–100 km and compare with the eXtended version of the Whole
Atmosphere Community Climate Model (WACCM‐X), a leading general circulation model. We find that
although most of the seasonal cycle in the winds is captured well, WACCM‐X exhibits biases in the winds at
upper heights. In wintertime, the zonal winds are westwards whereas in observations they are eastward. In
summertime WACCM‐X model meridional winds at 90–100 km are southwards but observations northwards.
The observed and modeled winds also display significant interannual variability. We characterize the trends of
the winds and the correlation with various drivers (the 11‐year solar cycle, El Niño Southern Oscillation, the
Quasi‐Biennial Oscillation and the Southern Annular Mode), using a multi‐linear regression method. The study
uses a uniquely long data set of Antarctic MLT winds to test and further develop general circulation models and
quantifies the relationship between these winds and drivers such as the solar cycle.

1. Introduction
The winds in the mesosphere and lower thermosphere (MLT) are strongly influenced by gravity wave driving.
Gravity waves generated at lower heights propagate upwards into theMLT, growing in amplitude before breaking
and depositing their momentum after they break and thus driving the winds (Fritts & Alexander, 2003;
Smith, 2012).
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This process poses unique problems for models of the planetary scale circulation because the details of gravity
wave driving remain poorly understood, largely due to limited measurements of the wind in the MLT region. This
limitation is particularly so in Antarctica where instrument deployment is logistically difficult. Nevertheless, the
Antarctic Peninsula and nearby Southern Andes mountain ranges are one of the largest orographic gravity wave
source regions (Hoffmann et al., 2013). This makes observations here vital in understanding the gravity wave
driven dynamics and constraining models in this region.

The general circulation of the MLT is known to display a clear seasonal cycle. The meridional wind of the MLT is
dominated by the global pole‐to‐pole circulation of the gravity wave driven upper branch of the Brewer‐Dobson
circulation (also known as the residual circulation). Further, there is good evidence that there is significant
interannual variability in the winds (Baumgaertner et al., 2005; Dowdy et al., 2007; Sandford et al., 2010) and a
number of studies have attempted to quantify and explain the physical causes of this variability. However, such
studies are often limited by the relatively small number of reliable observational data sets available of long enough
duration. Despite this difficulty, some observational studies have explored the possible influence of the solar
cycle on the winds in the MLT region (e.g., Bremer et al., 1997; Cai et al., 2021; Greisiger et al., 1987; Jacobi
et al., 1997; Jaen et al., 2023; Middleton et al., 2002;Wilhelm et al., 2019). However, as noted by Cai et al. (2021),
results from such studies vary by location and time period used. Karlsson and Kuilman (2018) investigated the
influence of the solar cycle on the middle atmosphere residual circulation near the solstices in CMAM30 (the
Canadian Middle Atmosphere Model for 1979–2009) and proposed a mechanism wherein at high solar activity,
the residual circulation was strengthened due to the influences of enhanced heating affecting temperature gra-
dients and the filtering of gravity waves. This is a potential mechanism for solar modulation of MLT winds.
Similarly, other atmospheric phenomena have been proposed to affect the winds in the MLT. Observational
evidence of an influence from the El Niño Southern Oscillation (ENSO) has been reported by Li et al. (2016),
Llamedo et al. (2009), Sundararajan (2020) and Kishore et al. (2014) for the stratosphere/mesosphere at various
different locations. Some studies (Ford et al., 2009; Kishore et al., 2014) report an influence from the Quasi‐
Biennial Oscillation (QBO) on MLT winds. However, Baumgaertner et al. (2005) found no such influence
from the solar cycle, ENSO or the QBO on MF radar observed Antarctic winds. In addition, the influence of the
Southern Annular Mode (SAM) on MLT winds has not been widely explored aside from briefly in Merzlyakov
et al. (2009) where no link was found with winter winds.

Modeling studies have also investigated the interannual variability of the MLT and attempted to identify the
causal drivers of such variability. In particular, Cullens et al. (2016) inspires the basis for this study wherein they
used Whole Atmosphere Community Climate Model (WACCM) (version 4) to explore the influence of the 11‐
year solar cycle on atmospheric winds globally. They found that in the southern hemisphere there are statistically
significant changes in gravity wave drag and associated winds that are likely due to the solar cycle. Gan
et al. (2017) and Ramesh et al. (2020) used a linear regression method to investigate the interannual variability of
winds and temperatures in the global climate models eCMAM andWACCM, respectively. This method was used
to attribute changes in the winds and temperatures to different drivers. Both Gan et al. (2017) and Ramesh
et al. (2020) found a positive temperature response to higher levels of solar irradiance for all latitudes in the mid
stratosphere and upwards, with the strength of the correlation increasing with height. In addition to this tem-
perature response, both Gan et al. (2017) and Ramesh et al. (2020) found changes in the wind correlating with the
solar cycle, although these were more varied than the temperature responses and were latitude and height
dependent.

In this work we present a long‐term study (2005–2021) of the interannual variability of Antarctic winds from a
meteor radar equipped with height resolving capabilities and compare these observations to the predictions of
WACCM‐eXtended (WACCM‐X) for the same location. WACCM‐X is the eXtended version of the Whole
Atmosphere Community Climate Model, a general circulation model based on Community Earth System Model
(CESM), more details can be found in Section 2.2.

Long‐term Antarctic MLT winds have been explored in the past by meteor radars without height resolving ability
(e.g., Merzlyakov et al., 2009; Portnyagin et al., 1992). Whilst some of these studies span a longer time period
than that considered here, theMLTwinds have strong variation with height which could not be addressed by these
meteor radars. Other long‐term work has used observations from MF radars (e.g., Baumgaertner et al., 2005;
Dowdy et al., 2007; Iimura et al., 2011; Merzlyakov et al., 2009; Portnyagin et al., 1992), however, MF radars
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have known and significant biases in winds measured at heights above ∼90 km (Jacobi et al., 2009; Manson
et al., 2004; Wilhelm et al., 2017). Meteor radars are generally free from these biases.

Here we use data recorded from 2005 to 2021 by the Rothera meteor radar and build upon work done earlier by
Sandford et al. (2010) who reported first results from this radar and compared them to winds measured at Esrange
(68°N, 21°E), in the Arctic. The radar at Rothera has an interferometer to determine meteor heights and has been
running since 2005. This unique combination yields a data set ideally suited to investigate seasonal and inter-
annual variability. Our goal is to determine the seasonal and interannual variability found in this long radar data
set and compare the winds to the WACCM‐X model. We use a linear regression method to explore the rela-
tionship between both observed and modeled MLT winds with four particular potential phenomena, namely, (a)
the 11‐year solar cycle, (b) the ENSO, (c) the QBO and (d) the SAM.

In Section 2 we present the meteor radar data, WACCM‐X data and climate indices for the linear regression.
Section 3 describes the linear regression method used to explore the interannual variability. The results are split
over two sections with Section 4 presenting and comparing the wind climatologies from both the radar obser-
vations and WACCM‐X model. Section 5 presents the results from the linear regression. The discussion can be
found in Section 6 and conclusions in Section 7.

2. Data
2.1. Meteor Radar

In this study we use wind data from the SKiYMet all sky radar at Rothera on the Antarctic Peninsula (67°S, 68°
W). The radar was installed in February 2005. It uses a peak power of 6 kW and operates with a radio frequency of
32.5 MHz. The antennas were replaced in February 2019 due to hardware degradation and the PRF was changed
from 2144 Hz to 625 Hz at the same time in order to bring it in line with current operating radars, this change does
not have an effect on the determination of the mean wind. Further details on the configuration of this particular
radar can be found in Sandford et al. (2010) and a complete description of meteor radar processing methods in
Hocking et al. (2001). Here we derive hourly zonal and meridional wind values from meteor echoes for heights of
80–100 km. A collection of meteor echoes is needed to determine the horizontal wind. We use a Gaussian
weighting in height and time with a full width half maxima of 2 hr in time and 3 km in height. This Gaussian
weighting is then stepped by 1 hr in time and 1 km in height. For a complete description of this method see
Hindley et al. (2022).

The meteor radar data is presented in Figure 1. Panel (a) shows the location of the meteor radar on the Antarctic
Peninsula indicated by a red dot. The surrounding blue dots show the spacial distribution of meteor echoes
detected over one day (1 July 2005), this serves to demonstrate that the distribution of meteor radar echoes around
the radar are not biased in any direction. Panels (b) and (c) present the distribution of meteors over 1 month, with
panel (b) showing their distribution in height, indicating that although the meteor count peaks at 90 km, there are
sufficient meteors to derive wind information between 80 and 100 km. In panel (c), we show the diurnal cycle of
meteor counts, with again sufficient meteor counts to determine wind information even at the minimum count.

There are some notable periods of poor data quality. Radio interference reduced data quality in the interval
December 2009 to January 2010. December 2010 also experienced interference from an unknown source
(possibly summertime base activities at the British Antartic Survey base at Rothera). The largest period of poor
data quality takes place in the years preceding the replacement of the antennas due to degradation of the hardware
because of repetitive freeze‐thaw cycling. For this reason, we exclude the three years, 2016–2018 from the meteor
radar data. These periods are identified either by abnormal meteor count or an unusual distribution of the zenith
angle of the meteors (caused by poor determination of the zenith angle, indicative of hardware failure). The zenith
angle distribution through time is presented in the Supporting Information S1.

2.2. WACCM‐X

The WACCM is a General Circulation Model (GCM) which simulates the atmosphere from the surface to the
lower thermosphere (∼140 km). WACCM‐X, reaches to the upper thermosphere and includes additional ther-
modynamic processes and ionospheric electrodynamics (Liu et al., 2018). The numerical framework for
WACCM‐X is based on the CESM. WACCM‐X includes chemical, dynamical and physical processes to model
the lower, middle, and upper atmospheres (Marsh et al., 2013; Neale et al., 2013). Gravity waves are modeled
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using a parametrization based on Lindzen (1981) and Richter et al. (2010). The model resolution is 2.5° latitude
by 1.9° longitude. The vertical resolution is one‐quarter scale height above 1 hPa.

We use data for 2005–2021 (inclusive) from the specified dynamics version of WACCM‐X version 2.1 extended
runs. This nudges to Modern‐Era Retrospective analysis for Research and Applications, Version 2 (MERRA‐2)
data from the surface up to heights of∼50 km (Noble, 2023). The details and validation of WACCM‐X 2.0 can be
found in Liu et al. (2018). For direct comparability with the meteor radar data we extract data from WACCM‐X
using the 3‐hourly output as follows. Firstly, the meteor radar measures winds over a horizontal collecting region
of several hundred km diameter (as shown in Figure 1a). To enable comparison with the model, we average the
WACCM‐X winds over all grid points that lie within this region. Secondly, as a height coordinate, we take the
geopotential height from WACCM‐X, convert to geometric height and interpolate onto the meteor radar height
grid. We again take monthly mean and average year wind values in the zonal and meridional components for
comparison with the radar observations. For complete fairness in our linear regression, we remove the months
from WACCM‐X where the radar data is not useable.

2.3. Climate Indices

To explore potential drivers of interannual variability in the MLT winds, we regress our monthly mean winds
against time and a number of climate indices, specifically the 11 years solar cycle, ENSO, the QBO and the
Southern Annular Mode (SAM, also known as the Antarctic Oscillation). These phenomena are described below,
summarized in Table 1 and presented in Figure 2. F10.7, ENSO, QBO10 and QBO30 are used in the regression
with no pre‐processing, however, the seasonal cycle is removed from the SAM index (mean year subtracted from
each year), because the seasonal cycle dominates the SAM. In Table 1 we also present α, this is the scaling used to
present the regression results. For solar, we scale by 100 sfu, for comparability with other studies. For the other
indices, ENSO, QBO10, QBO30 and SAM, we scale by the interdecile range which is defined as the 90th
percentile minus the 10th percentile. This scaling choice allows the regression results interpreted as the change in
the winds given a change in the index from its minimum to maximum value (whilst allowing for outliers).

Figure 1. (a) The spatial distribution of meteors recorded over Rothera on one day, 1 July 2005. Individual meteors are shown
in blue and the radar location in red (b) The height distribution of meteors recorded over 1 month, July 2005 (c) A histogram
of hourly meteor counts recorded over 1 month, July 2005.
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These indices (except for SAM) are chosen as previous work has found some link between the phenomena and the
MLT dynamics. Studies for the 11‐year solar cycle include Greisiger et al. (1987); Bremer et al. (1997); Jacobi
et al. (1997); Middleton et al. (2002); Cullens et al. (2016); Wilhelm et al. (2017); Ramesh et al. (2020); French
et al. (2020a); Cai et al. (2021). For the El Niño Southern Oscillation, Llamedo et al. (2009); Li et al. (2016);
Ramesh et al. (2020). Finally, Ford et al. (2009) and Ramesh et al. (2020) found links between the MLT and QBO.
To represent the QBOwe use two indices, QBO10 and QBO30, a measure of the equatorial winds at two different
pressure heights (10 and 30 hPa). These two heights are chosen as these two indices are often used together in
atmospheric regression studies (Bojkov & Fioletov, 1995; Nair et al., 2013; Ramesh et al., 2020) to capture
possible influences of the QBO, additionally the two time series are almost orthogonal (Chiodo et al., 2014). The
SAM is the dominant mode of atmospheric variability in the Southern Hemisphere (Marshall, 2003) and beyond

Table 1
Summary of Climatological Indices Used in This Study

Climatological
index Scaling (α) Description Data source

Time 10 years Number of months since January 2005 N/A

Solar 100 sfu Observed solar irradiance at the 10.7 cm wavelength National Research Council of Canada

ENSO 2.7 °C Nino 3.4 index Trenberth (2022)

QBO10 45 ms− 1 Zonal‐mean zonal‐winds between 5°N and 5°S at 10 hPa height ERA5

QBO30 42 ms− 1 Zonal‐mean zonal‐winds between 5°N and 5°S at 30 hPa height ERA5

SAM 3.9 hPa Pressure difference between six observational stations around 65°S and six stations around
40°S. SAM anomaly used (seasonal cycle removed)

Marshall (2018)

Note. The scaling for El Niño Southern Oscillation, QBO10, QBO30 and Southern Annular Mode is the interdecile range defined as the 90th percentile minus the 10th

percentile and is a measure of the spread of the index. For solar, we use the standard 100 sfu for Comparability with existing studies and for time we use 10 years.

Figure 2. Time series of the climatological indices used in our linear regression analysis from 2005 to 2021. The source of each index is given in Table 1.
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the Antarctic, the SAM has been found to have influences on the climate in Australia, South Africa and other
Southern Hemisphere countries (Gillett et al., 2006). We speculate however, that as a Southern Hemispheric
oscillation, the SAM is often excluded from linear regression studies of global models where regional oscillations
are not considered (Gan et al., 2017; Ramesh et al., 2020).

The list of indices used in this regression study are by no means the only possible drivers of variability of the
winds in the Antarctic MLT. Ozone, CO2 concentrations, the timing of the breakdown of the polar vortex or other
atmospheric oscillations could also contribute to the variability. For example, French et al. (2020b) found evi-
dence of a quasi‐quadrennial oscillation in temperature in the polar mesosphere and highlighted the inter con-
nectivity of our entire atmosphere–ocean system. Throughout this study we are aware of these potential drivers
but are restricted by the number of independent variable we can include to avoid over fitting our linear regression
model and therefore have chosen those five indices we regard as most important. CO2 is specifically omitted due
to its strong correlation with time.

3. Method
3.1. Linear Regression Analysis

To carry out our linear regression we use monthly mean winds in the zonal and meridional components from the
radar observations and WACCM‐X predictions. To start, we apply a similar method to (Gan et al., 2017; Ramesh
et al., 2020) by considering the wind anomaly for each month. This wind anomaly is defined as the deviation of
each month from the climatological mean. This removes the seasonal cycle revealing only interannual variability.

We next separate our data and build a multilinear regression model for each month using a 3 month window
centered on the month of interest. The linear regression analysis is carried out on each height level for the
meridional and zonal winds independently. We propose and apply the following linear regression model and use
the Ordinary Least Squares (OLS) method to estimate the β coefficients.

Ψ = β0 + β1 × TIME + β2 × SOLAR + β3 × ENSO + β4 × QBO10 + β5 ×QBO30 + β6 × SAM + ϵ, (1)

where Ψ is the wind anomaly (for radar or WACCM‐X winds, zonal or meridional wind component), ϵ is the
residual, β0 is the regression constant and β1, β2, …, β6 are the regression coefficients which are determined by
linear regression. Solar, ENSO, QBO10, QBO30 and SAM are the climate indices described in Section 2.3 and
are functions of time. Statistical significance of each regression coefficient is determined using Student's T‐test.

Linear regression is a powerful tool for identifying relationships between variables and it allows us to decompose
the wind anomaly into component parts that we may attribute to various drivers. However, the application re-
quires some care in the interpretation of the results. Firstly, linear regression is by definition, linear, but the at-
mosphere is not in general a linear system. As such, any results are potentially a simplification of the interactions
that are occurring. Secondly, we note that the results presented in this study do not necessarily mean causation,
and a correlation between the winds and the indices could be a coincidence and not a causal link. Despite these
points, this analysis allows us to investigate the linear influences of atmospheric and solar oscillations on the
winds in the Antarctic MLT and thus gain useful insights into potential drivers of variability.

3.1.1. Multicollinearity

To ensure the regression analysis is valid, we must check that there is no correlation between our independent
variables (time, F10.7, ENSO, QBO10, QBO30 and SAM). The presence of a correlation is called multi-
collinearity and would lead to biased coefficients and standard errors in the regression. To check for this, we
consider the variance inflation factors (VIFs) between the independent variables (Montgomery, 2012; Nair
et al., 2013). Possible values of the VIF range from 1 to infinity. VIF values and their meanings can be found in
more details in Gareth et al. (2013); Kutner et al. (2005) and We summarize them here: A VIF near one indicates
there is no multicollinearity while VIFs between 1 and 5 suggest some multicolinearity but not enough to require
adaption to the model. Values over 5 are cause for concern and values over 10 are a major problem and the model
will require adaptation. Our VIFs range from 1.02 to 1.28 and we conclude that these independent variables do not
suffer from significant multicollinearity and we can safely proceed. Further details on the VIF calculation can be
found in the Supporting Information S1.
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3.1.2. Auto‐Correlation

Another assumption of linear regression is that the residuals (the difference between the regression model's
predicted value and the actual value) are free from auto‐correlation, that is, that the residuals from the regression
analysis are not correlated with each other. Auto‐correlation indicates that important information is missing from
the model and the standard errors cannot be relied upon.

To test for auto‐correlation, we use the Durbin Watson (DW) test, we summarize this method in the Supporting
Information S1 and further details can be found in Webster (2012). This tests for serial correlations and is based
on the correlation between model residuals. The residuals are the difference between the linear regression model
predicted values and the actual values. The output of the DW test is a number in the range (0, 4) (where square
brackets indicate the closed interval). A result of 2 means that there is no auto‐correlation present, results closer to
0 mean positive auto‐correlation and toward 4 means negative auto‐correlation. Generally, values between 1.5
and 2.5 are acceptable (Sofroniou & Hutcheson, 1999), whilst results below 1 and above 3 can be cause for
concern (Field, 2013). We apply the DW test to each regression performed in the study that is, each 3 month
model, each wind direction and for the meteor radar and WACCM‐X data separately. For the regressions run on
radar data 88% lie in the interval (1.5, 2.5) and 98% in (1, 3). For WACCM‐X regression, 84% lie within (1.5, 2.5)
and greater than 99% lie within (1, 3). Any deviation from a DW result of two indicates that some auto‐correlation
is present, however, almost all of our DW statistics lie in the acceptable (1, 3) region. So whilst there will be some
uncertainty over the standard errors for a small minority (<1%) of models, the large majority of models do not
suffer from this problem.

4. Results: The Winds in Radar Observations and WACCM‐X
4.1. Zonal Winds

The monthly mean zonal winds are presented in Figure 3. The first row shows the average year, with panel (a) the
radar observations and (b) theWACCM‐X predictions and (c) their difference. In the observations, the zonal wind
is characterized by the summertime wind reversal where the wind below heights of about 90 km reverses
from eastwards to become westwards throughout the Antarctic summer (October‐March), maximizing at speeds
of ∼ ‐35 ms− 1 at the lowest heights observed. The eastward winds maximize in February, above the zero‐wind
line at heights of 95–100 km. The summertime wind reversal in WACCM‐X has a similar temporal pattern, with
the reversal to summertime westward winds beginning in October. However, the westwards winds in the
WACCM‐X reversal are stronger, maximizing at − 45 ms− 1 at heights near 80 km. However, the most notable
difference between the observations and the model occurs in April–October at heights of 85–100 km where
WACCM‐X predicts westward winds of up to 10 ms− 1, but the radar observations reveal eastward winds of
magnitude 10–15 ms− 1. From panel (c), we can see that throughout wintertime (April‐September), the winds are
more westwards in WACCM‐X at all heights and up to 20 ms− 1 more westwards at upper heights around August.
In summary, the two main differences in the zonal wind between the observations and the model are as follows.

• For wintertime winds (April‐September) at heights of 85–100 km, the radar observations show eastward winds
of magnitude 10–15 ms− 1, whilst WACCM‐X has westward 5–10 ms− 1 winds.

• The maximum wind speeds in the summer wind reversal (October–March) are weaker in radar observations
than in WACCM‐X.

The full timeseries of monthly mean winds for the radar and WACCM‐X, respectively, are shown in panels (d)
and (e). We draw attention to the zonal wind wintertime bias (April‐September) that appears every single year as a
persistent feature, that is, observed wintertime winds at heights of 85–100 km are eastwards but WACCM‐X
predicted winds are westwards.

4.2. Meridional Winds

In Figure 4 we show the meridional component of the wind, with panels (a) and (b) presenting the average year for
the radar and WACCM‐X respectively. In the radar wind observations and WACCM‐X we see the MLT Brewer‐
Dobson circulation at heights of 80–90 km where in winter the wind becomes southwards. Throughout summer,
the winds are northwards, flowing away from the pole.
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Similarly to the zonal component, we also note a persistent bias when comparing the observations to the model.
However, this occurs in the summer (unlike the zonal wind bias which occurs in wintertime). In particular, in
summer, at heights of 90–100 km WACCM‐X predicts southwards flow, but the radar results reveal northward
winds throughout the whole year at this height. In the difference plot, panel (c), we find that the largest difference
between model and observations is in October‐December toward the upper heights where the meteor radar reveals
winds that are over 15 ms− 1 more northwards. In panels (d) and (e) we can see that this difference is present in all
years.

To summarize, the main difference between the radar observations andWACCM‐X predictions in the meridional
component is.

• During Antarctic summer at heights above 90 km the wind observed by the radar is northwards but in the
WACCM‐X prediction it is southwards.

• The largest magnitude difference occurs in October‐December at upper heights where the winds are over
15 ms− 1 more northwards in radar observations than WACCM‐X.

4.3. Interannual Variability

As can be seen in Figures 3 and 4, panels (d) and (e), there is significant interannual variability evident in both
wind components and in both the radar results and the WACCM‐X predictions. In the zonal component of the
radar observations, the shape and magnitude of the summertime wind reversal and the eastward winds above it
change every year for example, the wind reversal at the end of 2007 is far stronger than that of 2019.

Figure 3. Monthly mean zonal winds as a function of height and time. (a) Radar observations average year, (b) the eXtended
version of the Whole Atmosphere Community Climate Model (WACCM‐X) predictions average year, (c) Meteor radar
observations average year minus WACCM‐X average year. (d) Monthly mean winds from the radar observations for the
interval 2005–2021, (e) Corresponding monthly mean winds from WACCM‐X for the interval 2005–2021. Solid black line
indicates the zero‐wind contour line and the contour interval is 10 ms− 1.
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Figure 5 shows the interdecile range of each month at heights of 85 and 95 km, for the radar and WACCM‐X
monthly mean winds, and for zonal and meridional components. The interdecile range is the 90th percentile
minus the 10th percentile, which gives a measure of the variation in the monthly mean wind speeds across the
years considered. In (a), it can be seen that the interdecile range of the meteor radar observed zonal wind
maximizes in the summer, when the zonal wind reversal occurs, due to the variability in the strength and timing of
this reversal. Whereas for WACCM‐X the peak is earlier in the year. For both heights, there is more variability in

Figure 4. Monthly mean meridional winds as a function of height and time. (a) Radar observations average year, (b) the
eXtended version of the Whole Atmosphere Community Climate Model (WACCM‐X) predictions average year, (c) Meteor
radar observations average year minus WACCM‐X average year. (d) Monthly mean winds from the radar observations for
the interval 2005–2021, (e) Corresponding monthly mean winds from WACCM‐X for the interval 2005–2021. Solid black
line indicates the zero‐wind contour line and the contour interval is 5 ms− 1.

Figure 5. A measure of the interannual variability of the monthly mean winds. The interdecile range (90th percentile minus
10th percentile) of zonal and meridional winds for each month. Figures show radar data (red) and the eXtended version of the
Whole Atmosphere Community Climate Model data (blue) at two heights, 85 km (solid line) and 95 km (dashed line).
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WACCM‐X than the radar observations for the first 10 months of the year. In panel (b), the interdecile range of
the meridional winds observed by radar peaks in the winter, indicating variations in the strength of the MLT
Brewer‐Dobson circulation. Similarly to the zonal direction, in the meridional direction, the interdecile range in
the WACCM‐X is higher than the meteor radar observations.

5. Results: Linear Regression Analysis
5.1. Trends With Time

In Figure 6 we present the results from the linear regression analysis for the zonal wind. The first row shows the
results from the time term in the linear regression. that is, β1 from Equation 1. Each regression coefficient value
and statistical significance level is calculated and presented on the figure at the location of the center month of the
3 month windows. Hatching indicates where the relationship is statistically significant at the 95% level, using the

Figure 6. Regression coefficient from the linear regression analysis for the zonal winds. Left column is results from radar
observed winds, right column is from the eXtended version of the Whole Atmosphere Community Climate Model predicted
winds. First row is the coefficient results from the time term in the linear regression, second row solar term, third row El Niño
Southern Oscillation term, fourth row QBO10 term, fifth row QBO30, and bottom row Southern Annular Mode term. Units
are ms − 1 per α, where α is defined in Table 1. Hatching indicates regions statistically significant at the 95% level. Each
regression coefficient and statistical significance level is determined using data from a 3‐month window, stepped by 1 month,
and displayed at the location of the center month.
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Student's t‐test. Throughout the results and discussion we refer to results that are significant at this 95% level as
statistically significant. For this independent variable we assign α= 120 months, this gives the change in the wind
in ms− 1 per decade. The full description of the α values chosen for each term is given in Table 1.

The most striking and significant trends are seen in Figure 6 panel (a), for the zonal wind recorded by the meteor
radar. Here we find a significant weakening of the westwards summertime wind at lower heights (October‐
December at heights of 80–90 km), with the regression results suggesting that the winds are becoming more
eastwards at a rate of up to 5 ms− 1 per decade. At the same time, the eastwards winds above (95–100 km) are
weakening also, at rates of up to 7 ms− 1 per decade, with this change extending throughout the summer into
January and February. The wintertime (May‐July) eastwards winds at 85–95 km are strengthening with time. For
the equivalent zonal wind results from WACCM‐X there are absolutely no significant trends in time.

The equivalent for meridional wind is shown in Figure 7. The meteor radar observations (panel a) show no
significant trends in time, whereas the model predictions (panel b) show an northwards trend in July and August at
heights of 90–100 km.

5.2. The 11 Years Solar Cycle

The results from the solar term are presented in panels (c) and (d) in Figures 6 and 7. The colored contours show
the difference we see in wind speeds for a 100 sfu increase in F10.7, that is, α = 100sfu. Statistically significant
differences at the 95% level are hatched.

In the regression results from the radar zonal‐winds for the solar term (Figure 6c), the biggest region of signif-
icance is in November and December at heights of 80–98 km, where we see a response of up to 8 ms− 1 per 100 sfu
eastwards. This can be interpreted to mean that the linear regression fit to the winds suggests that were F10.7 to
increase by 100 sfu the winds would be 8 ms− 1 more eastwards. This result suggests that during a solar maximum,
the summertime westward winds at the lower heights are weaker and the strength of the eastwards winds above
increased. Another, significant time of year with a negative response is found in April‐May at heights of 90–
97 km of magnitude up to 5 ms− 1 per 100 sfu. However, again like the results from the time term, there is no
significant correlations between F10.7 and the WACCM‐X zonal winds at the 95% significance level.

Figures 7a and 7b show the results for the meridional wind. In the radar observed winds we see a small statistically
significant negative correlation at heights of 97–100 km throughout the summer. In the results fromWACCM‐X,
again the vast majority of correlations are not significant.

5.3. The El Niño Southern Oscillation

We present the results from the ENSO coefficient in (Figures 6e, 6f, 7e, and 7f). This term is scaled by the
interdecile range of the ENSO index, to give a representation of the change in winds between a typical El Niño
(25.8°C) and La Niña event (28.5°C).

At heights of 90–100 km, we see large values of this coefficient in both zonal and meridional (although only
significant in the zonal direction) components during May‐June. This implies that there are stronger north
westwards winds when the ENSO index is large that is, an El Niño event. In WACCM‐X there is almost no
significant correlation between the ENSO index and the winds.

5.4. The Quasi‐Biennial Oscillation

There is no agreement between the coefficient results from the radar and WACCM‐X in either zonal (Figures 6g
and 6h) or meridional components (Figures 7g and 7h) for the QBO10 index. In the zonal direction for the radar
observed winds (Figure 6g), when the QBO10 index is larger (i.e., a westerly phase), the results suggests a
generally eastwards change in the winds in the summer and a westwards wind influence in the winter, however,
the significant regions are almost negligible. In WACCM‐X zonal winds (Figure 6h) we see a large significant
negative wind correlation between the zonal winds and the QBO10 index in July–August. In the meridional
direction (Figures 7g and 7h), the WACCM‐X results show that the winds are significantly more westwards
during May–July at heights of 80–90 km and at all heights in July, this suggests that the summertime westwards
winds in WACCM descend lower during the westerly phase of the QBO.
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In the coefficient results for QBO30 there are some non‐significant similarities between the radar wind results and
WACCM‐X results. In the zonal component (Figures 6i and 6j), we see results suggesting that the wind is
generally more eastwards during the first half of the year, and more westwards in the later half (August–
December). However, the regions that are significant again do not coincide. In the meridional component
(Figures 7i and 7j), an increase in the QBO30 index suggests winds are more southwards. The radar meridional
results also see a stronger, significant, southwards wind response during June‐July around 90–97 km.

5.5. The Southern Annular Mode

The bottom row in Figures 6 and 7 shows the regression coefficient results from our final index, the Southern
Annular Mode (SAM). The SAM index exhibits its largest correlation with the winds in the zonal component
(Figures 6k and 6l) whilst the meridional results see fewer significant areas (Figures 7k and 7l).

Figure 7. Regression coefficient from the linear regression analysis for the meridional winds. Left column is results from
radar observed winds, right column is from the eXtended version of the Whole Atmosphere Community Climate Model
predicted winds. First row is the coefficient results from the time term in the linear regression, second row solar term, third
row El Niño Southern Oscillation term, fourth row QBO10 term, fifth row QBO30, and bottom row Southern Annular Mode
term. Units are ms − 1 per α, where α is defined in Table 1. Hatching indicates regions statistically significant at the 95% level.
Each regression coefficient and statistical significance level is determined using data from a 3‐month window, stepped by
1 month, and displayed at the location of the center month.
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In the zonal winds, we find conflicting correlations between the observed winds and WACCM‐X prediction. In
the observations, we see the strongest response in November‐January, where the results show that for increase of
α = 3.9 hPa in the SAM index, the zonal winds are 10 ms− 1 more westwards. This contributes to a stronger and
higher‐reaching summertime reversal. However, the linear regression results from WACCM‐X predict no cor-
relation in November‐January, but show a large significant eastwards correlation throughout May–July above
85 km.

6. Discussion
6.1. Wind Annual Climatology

In our study we have presented the first long‐term radar wind observations from Antarctica made by a meteor
radar with height resolving ability.

Here we consider comparisons between our radar observations and the WACCM‐X predictions also presented in
this work. We find that although there is agreement in some periods of the seasonal cycle, WACCM‐X has
persistent biases that occur every year. Specifically, in Antarctic winter at heights of 85–100 km, our radar ob-
servations reveal eastwards winds (of magnitude ∼10 ms− 1) and yet WACCM‐X predicts westwards winds (of
magnitude ∼5–10 ms− 1) that is, winds in the opposite direction. The observed and WACCM‐X meridional wind
results also differ in the summer at heights of 90–100 km. The radar observations reveal northwards winds (∼5–
10 ms− 1) yet WACCM‐X predicts southwards winds (∼10 ms− 1). This bias in the meridional winds has far
reaching impacts in accurately modeling the chemical transport in the MLT and consequently the downwelling on
chemical species at the poles.

In Zhou et al. (2022) they compare meteor radar wind observations in the MLT and SD‐WACCM version 4 (note
that whilst this is different from the WACCM‐X version used in this paper, both versions are nudged to MERRA
data) for a variety of low‐ and mid‐latitude meteor radar sites in the Northern Hemisphere in China. Our meteor
radar results show some similarity to the highest latitude site (Mohe, 53.5°N, 122.3°E) with the same summertime
wind reversal appearing in the zonal winds. This suggests that the wintertime bias in zonal winds at high latitudes
may also be present in the Northern Hemisphere. An important point to note here is that this bias is not present at
the other lower latitude sites that they investigated.

Stober et al. (2021) carried out a comprehensive comparison of MLT winds from 6 meteor radar sites at conjugate
latitudes with model results fromWACCM‐X, GAIA and UA‐ICON (Borchert et al., 2019). They found the same
summertime bias in the zonal winds between high latitude observations (in both hemispheres) and WACCM‐X
and UA‐ICON, but not GAIA. They note that whilst WACCM‐X and GAIA have similar gravity wave
parametrization schemes, there are differences in the net zonal gravity wave drag and the vertical structure of this
drag which could perhaps explain the differences (Stober et al., 2021). note that UA‐ICON and WACCM‐X
parametrisations seem to be more appropriate for the summer mesopause wind reversal whereas GAIA is bet-
ter for winter.

Dempsey et al. (2021) presented radar results from 2009 from Rothera and showed that both WACCM and
eCMAM (the extended CanadianMiddle Atmosphere Model) suffer from the same, westward (negative) winds in
the winter as our results. Griffith et al. (2021) also finds very similar biases between ExUM (Extended Unified
Model) and meteor radar winds at Rothera for 1 year. Our work extends on these single year studies and shows
that the discrepancies are persistent biases occurring every year in our data set. Becker and Vadas (2018) propose
that the missing eastwards gravity wave momentum in the models is responsible for this bias between obser-
vations and models of the wintertime winds. Their model, the HIAMCM (The High Altitude Mechanistic general
Circulation Model) includes secondary gravity waves and correctly predicts the mesospheric wintertime eastward
flow seen in the radar zonal climatology (Vadas et al., 2018). Neither WACCM‐X (our study), WACCM and
eCMAM (Dempsey et al., 2021) and the ExUM (Griffith et al., 2021) capture the winter eastwards winds above
85 km at Rothera. Our findings here are consistent with the hypothesis of Becker and Vadas, that secondary
gravity wave processes are important in recreating the eastwards winds above 85 km found in the wintertime
observations. More recently (Harvey et al., 2022), investigated this bias in further detail, finding that the modeled
wintertime polar MLT zonal winds were closer in agreement to observations during periods where the polar night
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jet below was weakened. This would allow the propagation of eastwards gravity waves into the MLT, driving
winds that are more eastwards (in closer agreement with the observations). As proposed by Becker and
Vadas (2018), they state that the lack of higher order waves in circulation models could be a reason for the bias.
However they also discuss additional known deficiencies in the current gravity wave parametrization that could
contribute to this bias. In their conclusions (Harvey et al., 2022), discuss future work to investigate this bias in
more detail.

We can also make specific comparisons to other studies. Dowdy et al. (2007) presented climatologies of ob-
servations made by MF radars at Davis (69°S, 78°E, 1994–2005) and Syowa (69°S, 40°E, 1999–2003). Their
zonal wind observations revealed some general similarities in the seasonal variability with our meteor radar
results. However, there are notable differences. The MF radar observations of zonal winds show weaker east-
wards winds above the zero wind line (5–10 ms− 1 in the MF radar winds compared to 10–20 ms− 1 in the meteor
radar winds in January at heights of 95–100 km).

Baumgaertner et al. (2005) presented wind observations from 1985 to 2004 made by an MF radar (heights of 75–
95 km) at Scott Base (78°S, 167°E). It is worth noting that the 10° latitude difference between Rothera and Scott
Base may affect comparisons, however, due to the limited availability of Antarctic observations, this remains a
useful comparison. In their study they found that there is a large degree of interannual variability in the wind
speeds, noting that the interannual variability peaks in December zonal winds, in good general agreement with our
results. We find that the climatologies presented by Baumgaertner et al. (2005) had much lower wind speeds in
both zonal and meridional components, with the zonal summertime wind reversal reaching a maximum of
18 ms− 1 in their results compared with ∼30 ms− 1 in our results. Additionally, although the data only extends to
95 km in height, the zero wind line in the zonal winds is higher in Baumgaertner et al. (2005) (95 km in January
compared to 90 km in the meteor radar results) and the eastwards winds above are very weak. This is a similar
difference to that seen when we compared our meteor radar to Dowdy et al. (2007).

Another study of interest is Hibbins et al. (2005), where wind observations for 1997–1998 and 2002–2004 from
the MF radar at Rothera (i.e., the same location as our meteor radar) were presented. The average year presented
by Hibbins et al. (2005) shows some general agreement with our average year from the meteor radar observed
winds. However, the zero wind line in both the zonal and meridional winds is far lower in height in Hibbins
et al. (2005) than our results in this work. For example, in January the zonal zero wind line is 6 km lower in
Hibbins et al. (2005) and in June the meridional zero wind line is 8 km lower. As noted by Sandford et al. (2010)
this is significantly different to both Antarctic MF and meteor radar climatologies and that later analysis of the
Rothera MF‐radar data from 2005 onwards shows a much higher summertime zero‐wind line, closer to the results
of other MF radar studies. We suggest that this may indicate a bias in height estimates in data from the Rothera
MF radar recorded before 2005.

(Iimura et al., 2011) also explored high latitudeMF radar results in their paper comparingMFwinds, semi‐diurnal
tides and diurnal tides over 1999–2010 for Syowa (69°S, 39.6°E) and Andenes (69.3°N, 16°E). The magnitude of
observed winds at Syowa and our study are comparable and like our work, they also found significant interannual
variability in observed winds. They compared their observations to (Sandford et al., 2010) which discussed the
same meteor radar winds from Rothera as this study for 2005–2010 (Iimura et al., 2011). noted that specific
differences may be due to the longitudinal difference of the sites and the influence of stationary planetary waves.

In summary, we find that there are differences between our meteor radar observed winds and the MF radar winds
from Baumgaertner et al. (2005), Dowdy et al. (2007) and Hibbins et al. (2009). These discrepancies may arise
due to interannual variability, longitudinal differences or biases between the different techniques. Here, we draw
attention to Manson et al. (2004) and Jacobi et al. (2009) where the differences between MF radar and meteor
radar observed winds for collocated instruments were quantified. In general, although there is good agreement at
heights of 80–90 km, MF radars were found to record significantly weaker winds at heights above 85–90 km than
were recorded by meteor radars. Wilhelm et al. (2017) also explored the differences between the meteor radar and
MF radar winds. They attribute the differences to two potential reasons, both arising from theMF radar technique.
Firstly, differences between the measured centre of scatters and the true centre in the MF radar beam and sec-
ondly, sidelobe contamination. This highlights the suitability of MF radar studies for winds below 80 km and
meteor radar for above 80 km.
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6.2. Linear Regression Results

In this study we have regressed wind observations from the meteor radar andWACCM‐X predictions against time
and five climatological indices. As discussed in Section 3.1 we acknowledge that these are not the only possibly
drivers of interannual variability and that the method assumes any relationships are linear. Due to our use of
3 month windows, there may be some intra‐seasonal contamination in our results. Additionally, when comparing
correlations between the indices in the winds in the observations and the model it is important to note that
(particularly in winter in the zonal winds) the background winds do not agree. The results of our linear regression
are discussed below.

6.2.1. Trends With Time

In any long term data set, an exploration into trends with time is vital. One of the main strengths of this study lies
in the length of the data set (2005–2021). This is the longest such study from an Antarctic meteor radar with height
finding capability. Even though 3 years are removed due to poor data quality, the range of this time period allows
us to identify and separate long term trends from the influence of the 11‐year solar cycle. This is something which
Qian et al. (2019) notes can be very difficult in shorter studies. There have been a number of studies on long term
trends in the MLT region. Beig et al. (2003) carried out a comprehensive review of long term temperature changes
in the middle/upper atmosphere (heights of 50–100 km) and associated them with anthropogenic activities. They
emphasized that increases in greenhouse gases are expected to have a substantial impact on the radiative‐
chemical‐dynamical equilibrium of the middle atmosphere. More recently, longer observational data sets and
model capabilities have allowed for further long term studies which are noted in the updated review, Beig (2011a).
The review finds that for southern hemisphere temperatures in the MLT region, there is a cooling trend. However,
they specifically highlight the importance of exploring different trends in different seasons, for example, French
and Mulligan (2010) found that the cooling trend maximized in September/October, coincident with Antarctic
ozone depletion. Ramesh et al. (2020) in a multi‐linear regression study using WACCM 6 also finds a correlation
between increased atmospheric CO2 and a cooling thoughout the whole upper atmosphere for June–August and
December–February (they did not investigate other time periods).

There have been a few long term trend analyses using observational meteor radar wind data sets. Recently, Jaen
et al. (2023), studied summertime trends using MF radars and meteor radars in Northern and middle latitudes. At
northern high latitudes, they found a weakening of the eastwards winds at 90–105 km of 4.5 ms− 1 per decade
which is in agreement with the results that we see in Figure 6a, where the hatched blue region at heights of 90–
100 km throughout October to March indicate the eastwards winds have a more westwards trend (i.e., are
weakening) at a rate of between 3 and 7 ms− 1 per decade. This suggests that the wind trends found in our study
may have similarities to the northern hemisphere. They also found a strengthening of the westward wind jet in the
mesosphere (centered around 70 km but reaching up to 90 km at times) at middle latitudes but no clear trend in
northern latitudes, our results suggest a small strengthening of this westwards summertime jet around 80 km.
Jacobi et al. (2012) carried out a piece‐wise trend analysis on northern hemisphere midlatitude meteor radar sites.
They found that wind trends varied by longitude, which they attribute to standing planetary wave influence. This
location dependence highlights the complexity of observational analysis of wind trends in the MLT, especially
with ground based radar. Wilhelm et al. (2019) in their study from three northern hemisphere meteor radars, found
that the zonal and meridional wind at all three sites exhibited a linear trend in time in some seasons, although the
pattern of this trend varied across all three sites. More recently, Song et al. (2023) carried out an exploration into
trends and solar cycle influences for 2007–2021 using data from a meteor radar at King Sejong Station in
Antarctica. They found conflicting trends to our findings in Antarctic summer, however, they also found a trend
toward a strengthening of the eastwards winds in winter around 85–95 kmwhich agrees with our results. All three
meteor radar studies (Jacobi et al. (2012), Wilhelm et al. (2019) and Song et al. (2017)) use meteor radars with
height finding capabilities and find varying trends at different heights, this height dependence is also present in
our findings and emphasizes the importance of using meteor radars with height finding capability when exploring
long term trends in the MLT region.

Using MF radar (Iimura et al., 2011) explored long term trends over 1999–2010 for Syowa (69°S, 39.6°E) and
Andenes (69.3°N, 16°E). They found positive trends of up to 2 ms− 1 per year in winter around 70 km but
stretching up to 95 km (the top of their data set) for August. They also found significant positive correlations
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around 70–85 km in January–March of up to around 1ms− 1 per year. This equates to up to 10ms− 1 per decade and
is similar in magnitude to the wind correlations we found in our results.

The seasonal dependence found throughout all the studies mentioned in this section is especially clear in our
results presented in this paper. The majority of studies agree that there is a significant trend in the MLT for at least
some times of the year. Despite the studies disagreeing in what this trend is (possibly due to variations in location
and time period), it indicates that the MLT winds are experiencing a significant change with time. We note that
these trends in the winds are found alongside significant cooling trends in the Southern Hemisphere MLT region
as discussed by Beig (2011a) and associated with anthropogenic activity.

6.2.2. The 11 years Solar Cycle

In a companion paper to Beig (2011a) on long term trends, Beig (2011b) summarized studies of solar cycle
influence on MLT temperatures, and found that a solar maximum increases temperatures by a few K per 100 solar
flux units (sfu), and that this change increased to about (4–5 K per 100 sfu) at the upper heights of the MLT
region. Later, a combined modeling and observational paper by Gan et al. (2017) found significant temperature
responses in SABER (Sounding of the Atmosphere using Broadband Emission Radiometry), a satellite‐based
instrument and eCMAM (extended Canadian Middle Atmosphere Model) using a linear regression method.
They found a significant correlation between solar maximum and a hotter atmosphere in the middle and upper
atmosphere, with the temperature response increasing with height. This is in agreement with the temperature
responses summarized by Beig (2011b) and found by Ramesh et al. (2020) and Cullens et al. (2016) using the
WACCMmodel. The wind responses in Gan et al. (2017), Ramesh et al. (2020) and Cullens et al. (2016) are less
statistically significant and more variable than the temperature response. This is perhaps due to the complex wave
processes governing the winds in the MLT. However, all three studies find a significant relationship between the
solar cycle and the Antarctic MLT winds, at least during some seasons. This is in general agreement with our
results from observations, however, WACCM‐X winds shows no correlation with the solar cycle in either wind
direction.

We find the largest positive correlation with F10.7 in the observed zonal wind at heights of 80–98 km in spring
and early summer, this correlation is found in the radar observations but not the WACCM‐X predictions. We
compare this to Ramesh et al. (2020) where WACCM6 temperature and wind results were regressed against
indices for F10.7, QBO, ENSO, EESC (Equivalent Effective Stratospheric Chlorine), CO2 and AOD (area‐
weighted global average of stratospheric aerosol optical depth at 550 nm). We find that, for the latitude of
Rothera, our result of a positive correlation of F10.7 with the zonal winds agrees with Ramesh et al. (2020).
However, the response in Ramesh et al. (2020) is ∼1 ms− 1 per 100 sfu, much smaller than the response of ∼5–
8 ms− 1 per 100 sfu found in our results. A possible reason for this magnitude difference could be the time period
used: Ramesh et al. (2020) used a much longer interval (1850–2014) and it is recognised that trend results can be
dependent on the time period Beig (2011a). Additionally, Ramesh et al. (2020) considered zonal‐mean zonal‐
winds, whilst our radar and analysis of WACCM‐X data are localized to the zonal winds at Rothera.
Smith (2012) states that due to planetary scale oscillations in monthly averaged winds, the local time‐averaged
zonal wind is likely to differ from the zonal‐mean zonal‐wind.

Cullens et al. (2016) also usedWACCM to explore the influence of the solar cycle on temperature and wind in the
atmosphere. Cullens et al. (2016), like Ramesh et al. (2020) used zonal‐mean zonal‐wind values. For the latitude
of Rothera, our results disagree with those from Cullens et al. (2016) who found that the winds are significantly
more westwards during a solar maximum than a solar minimum during September‐October and with no sig-
nificant change in December‐January. We propose that our WACCM‐X results differ to that of Cullens
et al. (2016) due to the different time periods analyzed. Cullens et al. (2016) used model data for 1955–2005; not
only is this a far longer period, incorporating 5 solar maxima, it has no overlap with our study.

Baumgaertner et al. (2005) examined observational wind data from 1985 to 2004 from an MF radar at Scott
Base, Antarctica. They found no significant correlation between the solar cycle and winds (when partitioning
for QBO phase); however, this station is significantly further poleward than Rothera. Wilhelm et al. (2019)
fitted an 11‐year period sine wave (unconstrained in phase) to radar winds from three northern hemisphere
sites in the Arctic. Andenes at (69°N, 16°E) is at conjugate latitudes to Rothera and Wilhelm et al. (2019)
found the strongest amplitude response in summer (2–4 ms− 1 at heights of 80–85 km in June‐August). This is
in general agreement with our results from the meteor radar and suggests that similar correlations in observed
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winds with the solar cycle may be evident in both the Arctic and Antarctic, although differences in meth-
odology preclude further comparisons in the sign of this correlation. In the meridional component Wilhelm
et al. (2019) found little significant change in the winds with the 11‐year solar cycle, this is in broad
agreement with our radar results where there were no persistent statistically significant correlations with the
solar cycle.

6.2.3. The El Niño Southern Oscillation

In the radar observations for the regression results from the ENSO coefficient, there are no regions of sta-
tistically significant correlations aside from in May. This leads us to conclude that there is little linear influence
on the MLT winds by ENSO throughout the year, except for May. Li et al. (2016) explore the response of the
summer southern hemisphere MLT winds to ENSO, proposing a mechanism wherein Northern Hemisphere
planetary wave activity is increased during an El Niño event causing a chain of changes leading to anomalous
southern hemisphere mesospheric eastward gravity wave forcing at heights of 70–100 km. Llamedo
et al. (2019) also found a 3.5–4 years oscillation in lidar observed gravity wave activity in the stratosphere in
Tierra del Fuego that they suggest could be an ENSO influence. Ramesh et al. (2020) found that the zonal mean
winds have the strongest and geographically largest regions of correlation to ENSO at mid latitudes. Whereas at
higher latitudes, the correlation is weaker but still significant at times. We see in our radar results the strongest
response in May, however, Ramesh et al. (2020) does not present results for May and so we are unable to
compare. Our results suggest that there may be some interaction between ENSO and the MLT winds during
May but not throughout the rest of the year.

For the results from WACCM‐X there is no significant correlation between the winds and ENSO, suggesting no
such relationship between this index and the winds in the model.

6.2.4. The Quasi‐Biennial Oscillation

For the QBO results there is little agreement between the radar results and theWACCM‐X. The wind responses to
the QBO10 and QBO30 index also show no notable similarities with each other as expected because the indices
are orthogonal. Ramesh et al. (2020) also used a QBO10 and QBO30 term in their linear regression analysis of
WACCM6 zonal mean zonal winds. Their results showed the QBO response as a primarily equatorial response
that did not extend above the stratopause throughout June–August. In their results for the MLT region, in
December‐February the QBO has an influence on the equatorial region and the northern hemisphere, but not the
southern hemisphere. Ford et al. (2009) explored the QBO effects on Antarctic mesospheric winds using an
Imaging Doppler Interferometer at Halley (75.6°S, 25.5°W) and found that different lags of the QBO at 50 hPa
correlated with wind effects at different times of the year in the mesosphere. They proposed that the winds are
modulated by action of the equatorial QBO on planetary wave activity. We see little agreement when comparing
the results with Ford et al. (2009) at nearly similar QBO pressure levels; at 7 hPa (34 km) to our 10 hPa (31 km)
and the 23 hPa (27 km) to 30 hPa (24 km). However, this may be a product of the different time periods used,
different location or different observational techniques. In contrast, using MF radar winds from Scott Base,
Antarctica, Baumgaertner et al. (2005) found no consistent relationship betweenMLT winds and the QBO using a
variety of techniques.

Like Ford et al. (2009), our regression results show that there is a significant influence from the QBO on the
Antarctic MLT at some times of the year. This could be due to the differential filtering of gravity waves through
the alternating wind directions of the QBO and the importance of wave driving for MLT dynamics. However, the
full complex influence of the QBO on MLT winds is hard to characterize by only considering the two indices. In
this study, the inclusion of the QBO10 and QBO30 indices serve to identify that there is a change in the winds
during times of opposing QBO phases and to remove the main effects of the QBO from the other results. More
research is needed to understand the processes behind this link between the QBO winds and the Antarctic MLT
dynamics.

6.2.5. The Southern Annular Mode

There have been very few previous studies on the influence of the SAM on Antarctic MLT winds. Merzlyakov
et al. (2009) found no significant correlations between the winter zonal wind and the SAM index with a composite
data set of radar observations (with no height resolving ability) for 1970 to 2006 across a variety of Antarctic sites.
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This is consistent with our radar observations where there is little significant influence of the SAM on the zonal
winds in winter (as per Figure 6k). However, in winter WACCM‐X results there is a strong, significant positive
correlation between the zonal winds and the SAM index that is not present in observations.

In summer, from observations, we see a large negative correlation between the zonal wind and the SAM index. A
possible suggestion for this is in the influence of the SAM on filtering gravity wave propagation from the surface.
In the meridional direction there is little significant correlation suggesting that MLT wind corellations with the
SAM are primarily zonal.

7. Conclusions
In this work we have carried out the first long‐term study of the seasonal and interannual variability of
Antarctic MLT winds using the meteor radar at Rothera on the Antarctic Peninsula. We have presented a
multi‐year climatology of meridional and zonal winds and compared these meteor radar observations to
predictions from WACCM‐X. Further, we have characterized the interannual variability of both observed and
modeled winds with a multilinear regression model, regressing against six key indices, namely; time, the 11‐
year solar cycle, El Niño Southern Oscillation (ENSO), two indices for the Quasi‐Biennial Oscillation (QBO)
and the Southern Annular Mode (SAM). We find that there are notable differences between the observed and
modeled winds in both the multi‐year seasonal climatology and in their interannual variation with climato-
logical indices.

From our work, we conclude that.

1. Persistent biases are found between observations and the WACCM‐X model. In particular, the observations
reveal eastward winds of ∼10 ms− 1 in wintertime (April–September) at heights from about 85 to 100 km, but
at these heights WACCM‐X predicts westward winds of ∼5–10 ms− 1. In the meridional component, sum-
mertime (October–March inclusive) winds at heights from 80 to 100 km are observed to be northwards but are
predicted to be southwards from 90 to 100 km in WACCM‐X.

2. Both the observed and model winds show a significant degree of interannual variability with the highest
interdecile range occurring between September–December in the zonal winds, largely due to variations in the
strength and height of the summertime wind reversal.

3. The summertime westwards winds near 80 km are weakening by up to 5 ms− 1 per decade, with the eastwards
winds above this also weakening throughout summer. Simultaneously. The eastward wintertime winds around
85–95 km are also strengthening by up to 5 ms− 1 per decade. However, none of these changes are reflected in
WACCM‐X. This seasonal structure in the trends highlights the importance of partitioning by season and
height when examining data for long term trends.

4. In summer (October–March inclusive), the observed zonal winds vary with the solar cycle. In particular, at
heights of 80–95 km these winds are up to 9 ms− 1 more eastwards for an increase in solar activity of 100 sfu.
WACCM‐X has no such correlation.

5. The variation of observed wind with the Niño3.4 ENSO index is sporadic and generally less significant than
for the other indices, however we see a small correlation throughout May–June above 90 km between the
observed wind and ENSO. This suggests that for the majority of the year, there is no clear linear ENSO in-
fluence on the MLT Antarctic winds. No correlation between the model winds and ENSO is found.

6. Determining the wind response to the QBO is challenging with a linear regression method due to the char-
acteristic descending phases of eastwards and westwards winds and their role in the filtering of gravity waves.
In our results, we find differing responses to the QBO between the observations and the model and depending
on the height used to capture the QBO behavior.

7. The relationship between MLT winds and the SAM has not previously been explored in detail in other studies.
Our results suggest that both the observed and model MLT zonal winds do vary strongly and significantly with
SAM. However, the sign and timing of this response differs between the observations and WACCM‐X. This
may be a consequence of filtering of gravity waves by the SAM.

This work highlights the importance of using observations to constrain GCMs as they are extended upwards into
the mesosphere and above.
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Data Availability Statement
Data for F10.7 is provided by (Government of Canada, 2022). Data for ENSO comes from Nino 3.4 index,
Trenberth (2022). QBO indices from ERA5 reanalysis, Copernicus Climate Change Service (2022), and the SAM
from Marshall (2018). The meteor radar data used in this work is from Mitchell (2021). The WACCM‐X data is
available alongside the code and processed meteor radar data at Noble (2023).
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