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Abstract: Precise knowledge of the antenna pointing direction is a key facet to ensure the accuracy of
observations from scanning weather radars. The sun is an often-used reference point to aid accurate
alignment of weather radar systems and is particularly useful when observed as interference during
normal scanning operations. In this study, we combine two online solar interference approaches to
determine the pointing accuracy of an X-band mobile weather radar system deployed for 26 months
in northern England (54.517°N, 3.615°W). During the deployment, several shifts in the tilt of the radar
system are diagnosed between site visits. One extended period of time (>11 months) is shown to
have a changing tilt that is independent of human intervention. To verify the corrections derived
from this combined approach, quantitative precipitation estimates (QPEs) from the radar system
are compared to surface observations: an approach that takes advantage of the variations in the
magnitude of partial beam blockage corrections required due to tilting of the radar system close
to mountainous terrain. The observed improvements in QPE performance after correction support
the use of the derived tilt corrections for further applications using the corrected dataset. Finally,
recommendations for future deployments are made, with particular focus on higher latitudes where
solar interference spikes show more seasonality than those at mid-latitudes.

Keywords: antenna pointing; solar monitoring; pedestal tilt; weather radar; X-band

1. Introduction

Weather surveillance radars are an important tool for atmospheric scientists and
hydrologists and are deployed both operationally in national networks and to support
specific research objectives [1,2]. One of the most fundamental considerations for the
use of weather radar data is having precise (within 0.1° [3]) knowledge of the pointing
position of the electromagnetic beam. At the broad scale, antenna pointing determines
the accurate geolocation of the observed radar echoes, but it is also critical for mitigating
several common sources of uncertainty in weather radar observations, including partial
beam blockage, where the beam blockage fraction can be computed from terrain models
when the beam position is known accurately, and the “bright-band”, where integration
of external data relies on accurate knowledge of position [4,5]. These impacts are more
pronounced in areas of complex orography where partial beam blockage is more severe,
potentially impacting multiple elevation angles, and the melting layer is typically closer to
the surface and is observed more frequently at the lowest usable radar beam elevation [6].

As an electromagnetic source with a precisely known position in time, the sun has
become an often-employed tool for accurately assessing the pointing accuracy of weather
radars [7–9]. Any variation between the known position and radar-observed position of
the sun can be considered to be representative of a pointing offset in the radar system
and compensated for. The positional offset value can include variations due to position
encoder errors, pedestal tilt and offsets of the electromagnetic axis of the antenna assembly
relative to its mechanical position [10,11]. The most precise assessment of position offset
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is typically achieved through the use of solar box (i.e., raster) scans, where the known
position of the sun is slowly scanned by the radar system at high resolution, recording
power observations with the transmitter turned off. However, it is known that position
offset can vary as a function of the actual azimuth and elevation angle of the radar system
(due to pedestal tilt or encoder error, for example), requiring multiple box scans to be
undertaken at a range of azimuths and elevations to fully characterise the pointing accuracy
of the system. As these box scans are often manual interventions in the radar system, they
are typically not performed on a routine basis and thus are not able to fully monitor the
pointing accuracy of the radar system through time. Instead, the most commonly employed
technique for ongoing monitoring is that developed by Huuskonen and Holleman [12],
where opportune instances of solar interference from repetitive volume scans (as typically
implemented in national weather radar networks) are analysed to determine pointing
accuracy. Comparison of the box scan and solar interference techniques shows good
agreement between the two, especially where the weather radar system is capable of
obtaining multiple opportune solar hits each day [13]. The interference technique has
been widely applied to large operational networks [14,15]; however, it is less commonly
used for research radars. Research radars often have shorter deployments and transmit at
higher frequencies, such that the solar interference is closer to the noise floor of the radar
receivers [7]. The sun has also been used to assess whether a radar system is tilting relative
to the horizontal plane [11,13,16]. Recently, Curtis et al. [16] demonstrated the possibility
of inferring pedestal tilt for operational C-band and S-band radar systems using solar
interference, with tilt being identifiable even when analysing relatively short (16 week) time
windows. Such a short time window raises the possibility of applying the methodology to
non-permanent deployments of research radars.

The research presented here focuses on the application of online solar monitoring to
an X-band research radar (now referred to as NXPol-1 [17]). Our analysis considers the
potential for tilting of the radar rotational axis through time, as the observing platform was
installed indirectly on soft ground for a total of 26 months, during which time access for
maintenance was restricted due to the COVID-19 pandemic. In contrast to the study of
Curtis et al. [16], the system analysed here was located at a higher latitude (54.5°N), where
wintertime solar interference is restricted to the southern sky (Northern Hemisphere) at
lower elevation angles, leading to analytical challenges when considering a tilting platform.

This paper begins with a discussion of the NXPol-1 radar system deployment in
Cumbria, UK, including factors that may influence its positioning accuracy during the
deployment. Then follows a description of the online solar interference methodology
applied to the NXPol-1 volume scans, including raw results from the 26-month deployment.
This includes a description of the methods applied to derive time-variant positioning
offsets from the solar interference data, including the magnitude and bearing of antenna
tilt relative to the horizontal plane. We then consider the accuracy of these corrections and
how they can be verified using radar and ground observations. A discussion of the impact
radar tilt can have on derived radar products (particularly surface precipitation) in regions
of complex orography follows, along with a discussion of the wider applicability of the
methodology and verification options, considering both radar specification and the location
and duration of the radar deployment. Finally, we provide future recommendations
focused particularly on short- to medium-term deployments of higher-frequency weather
radar systems.

2. Weather Radar Deployment and Data

NXPol-1 is a dual-polarisation mobile X-band research radar that undertakes short
(one month) to medium (two year) duration deployments [17]. NXPol-1 is a single-axle
trailer-mounted system built by Leonardo Germany GmbH and is capable of operating
independently using only the trailer. NXPol-1 is, however, typically deployed on top of two
20-foot (6.06 m) shipping containers, which house radar control computers and additional
field campaign supplies while elevating the radar above the surrounding environment
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(Figure 1). The radar is manually levelled on top of the platform using the trailer’s three
adjustable legs: two at the rear and one centred at the front. A dual-axis bubble level
provides 0.05° precision per graduation for this process and is mounted on the radar trailer.

Figure 1. NXPol-1 deployed in Sandwith, Cumbria for the RAiN-E project. The two shipping
containers are installed on a scaffolding frame over an uneven grassed surface. The scaffolding
extends to form an access staircase and safety railings for working on NXPol-1 during the deployment.

The focus of this paper is NXPol-1’s deployment for the Radar Applications in North-
ern England (RAiN-E) campaign [18]. The radar was deployed from October 2018 to
December 2020 at the United Utilities reservoir near Sandwith in Cumbria (54.517°N,
3.615°W). Given the radar’s location, site visits were limited by travel time and typically
occurred bi-monthly during the first year of the project. However, following the onset of the
COVID-19 pandemic, visits were restricted to emergency situations only for the majority
of 2020 (all visits are shown in Table 1). These site visits were primarily to check on site
safety or to address minor non-radar issues. During this deployment, the two shipping
containers were placed on a scaffold subframe supported on multiple legs with wooden
bases constructed over a grassed (soft surface) area (Figure 1). As a result, the radar was
routinely re-levelled on its container platform to account for potential settling of the scaffold
frame on site. During the entire deployment, NXPol-1 scanned a volume coverage pattern
of 10 elevations from 0.5° to 20° (at 0.5, 1, 1.5, 2, 3, 4.5, 6, 7.5, 10 and 20 degrees) followed by
a 90° elevation rotation and a semi-hemispheric (180°) range-height indicator (RHI) scan
along a fixed azimuth (90° to 270°), with the whole sequence repeating roughly every 6 min.
The radar collected dual-polarimetric moments including reflectivity in both horizontal and
vertical channels, differential reflectivity, cross-polar correlation coefficient and differential
phase shift, along with the signal-to-noise ratios in both channels. A complete set of the
radar moments stored can be found in the open-access radar data archive [18].

While NXPol-1’s control software (RAVIS®, Leonardo Germany GmbH, Neuss, Ger-
many) allows offline solar raster scans, they cannot be scheduled to occur at regular
intervals; instead, they require manual intervention. These were, therefore, only used
during the radar’s initial deployment (to align the azimuth angles to north and check the
elevation) and following intervention with the radar system. For a period of four days in
September 2020, multiple raster scans were undertaken to provide an additional assessment
of the preliminary results that led to this study. The results from these scans cannot be
automatically saved for further analysis. In this case, the elevation, azimuth and receiver
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(Rx) offsets were manually recorded along with the time of the scan. These results can be
found in Table A1 in Appendix A.

Table 1. List of all site visits during the RAiN-E campaign during which it was possible to undertake
level adjustment of the radar. The primary reason for the site visit is stated in the right column.

Date Reason for Site Visit

30 October 2018 Deployment of the radar at Sandwith
7 November 2018 to 8 November 2018 Partner site induction and general check
13 December 2018 Site inductions and replacement of satellite dish cable
14 February 2019 Routine site inspection
15 April 2019 to 17 April 2019 Routine site inspection
30April 2019 Digital receiver fault, removed and sent for repair
4 July 2019 Radar returned to operational mode with new receiver
25 September 2019 Routine site inspection
28 October 2019 to 30 October 2019 Receiver fault investigation and corrosion check
05 November 2019 New receiver board installed
25 February 2020 Project meeting and general-interest site visit
14 October 2020 Scaffold maintenance visit
18 December 2020 No visit, end of campaign radar operations due to fault

To further support the analysis presented here, observations made by NXPol-1 at
the Chilbolton Observatory (51.145°N, 1.439°W) have also been utilised [19]. The data in
question are from a seven-week (2 February 2017 to 21 March 2017) test period during
which the radar’s signal-to-noise ratio (SNR) required for data storage was reduced. While
the reduction led to the retention of a significant amount of background noise, it also
captured a greatly increased number of opportune solar hits at a reduced intensity, which
have been useful for analysing the NXPol-1 system.

In addition to data from NXPol-1, raingauge data from the Environment Agency
(EA) and Scottish Environment Protection Agency (SEPA) are used to provide external
verification of the tilt corrections. Fifteen-minute accumulation time series are used during
the study, with data quality-control and processing discussed in Section 5.2.2.

3. Solar Interference Assessment Methodology

Leveraging opportune solar hits collected during standard-volume scanning provides
the most accessible option for ongoing monitoring of the pointing of the NXPol-1 radar
system and is the only option for assessing historic campaigns. To assess this historic
campaign, we implement the multi-step methodology described in the following sections.

3.1. Solar Hit Identification

To determine instances of solar interference within the RAiN-E observations, a com-
bination of open-source radar tools (including the scansun module of BALTRAD’s RAVE
toolbox and PyART) were used to parse the CfRadial files and identify interference spikes
occurring close to the sun’s position [20–22]. The BALTRAD RAVE toolbox implements
KNMI’s scansun functionality, first described by Huuskonen and Holleman [12]. For this
work, we use unfiltered horizontal reflectivity as input to the RAVE scansun tool. Within
the RAVE toolbox, the following process occurs to identify solar hits for further analysis.
Firstly, using the ray timestamps within the radar files, a search radius of five degrees
around the sun’s known position is calculated and used to find radials that contain a near-
continuous (>70%) linear echo (at least 20 km long) at a consistent power level (within 2 dB
of a first-estimated mean power value) at high elevations (i.e., higher in altitude than typical
weather signals: 8 km for first identification in this case, and 4 km for the second filtered
estimation). The RAVE toolbox then converts this power to solar equivalent units (dBsfu)
using the radar’s calibration constant and fixed parameters (wavelength, antenna gain,
etc.), which allows potential monitoring and calibration of the radar receiver in addition to
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providing a basic indication of the radar’s pointing accuracy. We then use the pvlib Python
package [23] to update the position information from these interference spikes to account
for local pressure and temperature information (observed by an automatic weather station
deployed with NXPol-1), adjusting the solar position to its apparent position as a result of
refraction. These solar identifications (i.e., ’hits’) can then be analysed using the methods
described in the following sections to better characterise radar positioning offsets.

3.2. Application of a Multi-Parameter 2D Gaussian (Bullseye) Fit

To analyse the raw solar hits, a five-parameter model is fitted to their position offsets
and recorded solar power. This models the two-dimensional Gaussian form of the combined
sun, antenna beam shape and azimuthal beam averaging as first proposed by Huuskonen
and Holleman [12]. This approach is commonly referred to as the “bullseye” method, as
the solar power decreases from the centre of the disk, producing a bullseye target. The
Huuskonen and Holleman [12] method is set out here for completeness. The form of this
model is:

p(x, y) = a1x2 + a2y2 + b1x + b2y + c (1)

where p(x, y) is the received solar power, x is the difference between the radar azimuth
and the solar azimuth (read-sun), and y is the difference between the radar elevation and
the solar elevation (read-sun). The equation is described by the linear parameters a1,2, b1,2
and c, allowing the solar hit data to be fit to it using least squares regression.

From these linear parameters, five physical parameters: azimuth width (∆φ), elevation
width (∆θ), azimuth offset (x0), elevation offset (y0) and peak solar power (p0) can be
calculated through the following equations:

∆φ =

√
−

40 log10 2
a1

, (2)

∆θ =

√
−

40 log10 2
a2

, (3)

x0 = − b1

2a1
, (4)

y0 = − b2

2a2
, (5)

and

p0 = c−
b2

1
4a1
−

b2
2

4a2
. (6)

Here it is important to note that the azimuth and elevation widths are a function of
the convolution of the antenna beam widths and the apparent width of the solar radiation
rather than the absolute beam widths of the weather radar, which are already known. To
further improve the quality of the fit, outliers are removed based on a comparison to the
initial modelled parameters. In this case, any solar hits that deviate by more than 1 dBsfu
from the modelled Gaussian form are removed before refitting the model. In the case of
both the initial and second (final) fits, the root mean square error (RMSE) is calculated to
assess the bullseye model. The RMSE is calculated as follows:

RMSE =

√
ΣN

n=1(pn − p̂n)2

N
(7)

where pn is the observed relative solar flux, p̂n is the relative solar flux predicted by
Equation (1), and N is the total number of solar observations in the analysis window.
Calculating the RMSE also allows comparison of different time windows.
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During their work, Huuskonen and Holleman [12] used a daily time interval for fitting
their data, whereby they were able to obtain 20 to 30 solar hits per day across a range of
elevations. In contrast, the NXPol-1’s RAiN-E dataset typically contains fewer than ten hits
per day. To mitigate this reduced number of hits and increase the stability of the resulting
fit, two modifications are made to their original methodology. Firstly the azimuth and
elevation widths (∆az and ∆el) are fixed to 1.29° and 1.11° respectively, for the RAiN-E
campaign, and secondly, the time windows analysed are lengthened.

The model azimuth and elevation widths used here (1.29° and 1.11°) were derived
using the five-parameter fitted model using data from a previous NXPol-1 deployment at
Chilbolton Observatory where, during a 7-week period, decreased SNR requirements led to
a greater number of low-intensity (estimated solar power below −110 dBm) observations
being recorded across a wider elevation and azimuth range (off-axis hits). The additional
observations enable a more precise derivation of the 2D power Gaussian as expected
considering NXPol-1’s beam width of 0.98°, the antenna rotation speed and the apparent
width of the solar radiation source (Figure 2). This step is essential to provide a robust
fit with respect to the peak solar power, as otherwise, the narrow sampling of the solar
disk when the SNR threshold is increased allows too much freedom for a five-parameter
model to broaden the Gaussian through inflation of the azimuth and elevation widths. If
an empirical fit is not possible due to sensitivity limitations, theoretically derived values for
the model widths can be used instead; Altube [24] covers how to derive these in great detail.

Figure 2. Bullseye plots for 1 February to 22 March 2017, during which time the SNR threshold
was reduced. The solar power delta is the difference between the power observed by the radar and
the reference solar power (see Section 3.2 for more details). The red dashed line is the beam ellipse
predicted by a 5-parameter fit with the red cross denoting the pointing offset from that fit. All data
were collected while NXPol-1 was deployed at Chilbolton Observatory.

The second modification is to extend the time window used for model fitting to
increase the number of observations available. The extension of the time interval has
previously been shown to be valid provided that the Sun’s solar emissions do not vary
significantly during the period being investigated [12]. While this is generally the case
for the duration of the project (brown line, Figure 3), the observations here are converted
to relative solar flux using the closest available observations from the Dominion Radio
Astrophysical Observatory (DRAO) to reduce the impact of variable solar activity on the
resulting fit. Gabella and Leuenberger [25] previously applied such an approach while
using solar interference as an absolute calibration source for the radar receiver chain. They
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employ Tapping’s [26] approximation for 3 cm wavelength to convert DRAO observations
from S-band to X-band, and here we take the same approach, which is as follows:

PX = 10 log10(255 + 0.69(FS − 64)) (8)

where FS is the observed S-band solar flux in solar flux units (sfu), and PX is the equivalent
solar flux at X-band in logarithmic solar flux units (dBsfu).

Conversion from absolute observations of solar emission to relative values (termed
solar power delta in this work) allows the time windows to be extended without introducing
uncertainty due to variability in the Sun’s emissions, increasing the number of observations
available and allowing cross-comparison of these multi-parameter power fit estimates with
the long-duration tilt estimates described in the following section.

Figure 3. Solar interference observations identified by the BALTRAD RAVE scansun toolbox.
Panel (A) shows the difference between radar azimuth and solar azimuth, where each hit is shaded
by its radar-measured elevation. Panel (B) shows the difference between radar elevation and solar
elevation, where each hit is shaded by its radar-measured azimuth. Panel (C) indicates the observed
logarithmic solar flux (dBsfu) for each observation, shaded by radar azimuth, along with a time
series of the converted DRAO observations used as a reference (brown line). Solid vertical lines on
each panel indicate the maintenance dates listed in Table 1. In total, 2907 solar hits are shown on
each panel.
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3.3. Using Online Solar Hits to Assess Radar Axis Tilt

The potential for radar axis tilt is assessed here following the ideas presented in
Muth et al. [11] and Curtis et al. [16], whereby online solar hits are analysed as a function
of solar azimuth. For a visual depiction of these bias sources, see Muth et al. [11], which
presents them well. In this case, the tilt is modelled using a simple sine approximation,
where only the impact of the tilt on elevation offsets is considered, as the impact on azimuth
is significantly smaller for low-elevation angle scanning data at small degrees of tilt. This
allows a three-parameter model of the offset

Eφ = I. cos(D + φ) + y0 (9)

to be fit to the observed azimuthal distribution of elevation offsets (difference between radar
elevation and solar elevation; a function of the pointing biases and position of the radar
beam within the solar disk) using least squares regression, for which the three parameters
that define the tilt are the orientation of the tilt, declination (D); the magnitude of the tilt,
inclination (I); and a fixed elevation offset parameter (y0) such that the tilt varies between
y0 + I and y0− I depending on the solar azimuth (φ). As per Curtis et al. [16], the power
of the observed interference is omitted from the analysis, which thus relies on only the
positional information.

This approach provides an alternative estimate of the fixed elevation offset (y0) to the
bullseye approach outlined in the previous section. Where there is no observable tilt, these
two estimates will be near equivalent due to the expected symmetry of the solar observation.
Where they are not equivalent, it provides a strong indication that tilt is impacting the radar
system and the bullseye results are being biased by asymmetric observations.

3.4. Combined Methodology

Both the bullseye (2D Gaussian) analysis and the tilt analysis provide complementary
information that can inform the most probable correction required for already collected data
or the likelihood that corrective maintenance is required when used in real-time. To analyse
historical data, the dates of site visits are treated as boundary conditions, where each
intervening period is considered individually unless the analysis for consecutive intervals
suggests they can be combined. Key factors to consider when determining the correction
required are the RMSE of the bullseye fits along with the number of points removed as
outliers, the magnitude and direction of the modelled tilt, and the consistency between the
fixed offset between the two methods. Another necessary factor to consider is the quality of
the radar data as a whole, particularly whether the wider radar observations are consistent
with the modelled results. For example, where the results indicate a significant tilt, the
melting layer signal observed in a PPI would be more oblate in shape, while patterns would
also be visible in ground clutter returns and beam blockage at low elevations. Considering
each of these factors in turn, high original RMSE’s along with large reductions in RMSE
between the two fits and removal of numerous points by the 1 dB filter are indicative of
potential tilt, where the bullseye model fails to fit the observations well due to the points
having a bi-modal distribution. This leads to the 2D Gaussian being fit to pass through
the two modes with a peak between them, thus also overestimating the solar power delta
and leading to filtering of points that lie between the two modes. The declination of the
tilt also needs careful consideration, as declination results aligned near north could be
due to the semi-sinusoidal path of the sun through the sky, which becomes particularly
evident at higher latitudes. In this case, the slow procession of the sun through the sky at
relatively low elevation angles creates a sinusoidal track in the offset results, which can lead
to the misdiagnosis of tilt aligned to north, particularly as the solar power delta of these
hits is not considered when assessing radar axis tilt. The magnitude of the inclination is
easier to consider, with high magnitudes less likely to occur and easier to visually confirm
with inspection of PPIs at low elevation. For example, visual inspection of PPIs during
widespread stratiform precipitation can indicate whether beam blockage has increased
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preferentially in a certain direction, which could be an indicator of tilt. This may also be
visible as an elliptical or oblate melting-layer signal within the PPIs, particularly when
viewing a field such as the co-polar correlation coefficient as the sweep no longer cuts
through the melting layer at a constant range for each azimuth (care must be taken that this
is not a function of heterogeneous temperature profiles though). Through consideration of
these factors, it is possible to determine a pointing correction for historical data even when
time periods are data sparse; this leads to improvements in radar data quality, as will be
discussed in the following two sections.

4. Results of the Tilt Estimation Method

Figure 3 shows the positional offsets (radar recorded position minus solar known
position) of the identified solar interference observations from the RAiN-E project through
time, with the azimuth record shaded by solar elevation in Figure 3 (Panel A) and the
elevation record conversely shaded by solar azimuth in Figure 3 (Panel B) to highlight any
potential dependencies through time. For an accurately pointing radar with zero tilt, the
identified solar interference would vary around zero offset in both azimuth and elevation as
the radar traverses the solar disk. However, these results show significant variation in both
directions. The elevation time series consistently shows a positive offset, which increases in
magnitude from July 2019 and then splits in summer 2020 with observations of low/high
azimuths displaying increasing/decreasing trends, respectively. These initial findings
indicate significant errors (>0.2°) in the radar pointing accuracy, which can potentially be
attributed to changes in NXPol-1’s tilt. It is also noticeable that solar hits are observed more
frequently after July 2019, when the radar receiver board was replaced due to a fault, which
also coincides with a change in the relative offset between the radar-observed solar flux
and the equivalent observations from DRAO, as shown in Figure 3 (Panel C).

Also shown in Figure 3 are the site visits detailed in Table 1. These interventions
subdivide the time period into the nine periods shown in Table 2, which vary in length
from 7 to 344 days, with only the longest sector (Period 8) exceeding Curtis et al. [16]’s
recommended length of 16 weeks for a stable diagnosis of antenna tilt. Table 2 also
indicates that NXPol-1 observed significantly fewer (fewer than half as many per day) solar
interference spikes than other systems outlined in the literature, particularly during the
first eight months of the deployment, as a result of the reduced sensitivity of NXPol-1 and
the scanning geometry.

Table 2. Time periods analysed during the project. Each is separated by a maintenance visit (Table 1).
The number of solar hits identified during each period is shown along with the average number
per day.

Period Start Date End Date Length (Days) N N/Day

1 1 November 2018 8 November 2018 7 40 5.7
2 8 November 2018 13 December 2018 35 75 2.1
3 13 December 2018 14 February 2019 63 130 2.1
4 14 February 2019 15 April 2019 60 48 0.8
5 17 April 2019 30 April 2019 13 39 3.0
6 4 July 2019 25 September 2019 83 285 3.4
7 25 September 2019 29 October 2019 34 97 2.9
8 5 November 2019 14 October 2020 344 1607 4.7
9 14 October 2020 18 December 2020 65 579 8.9

To analyse each of these periods, the combined methodology outlined above is applied
to each separately. Figure 4 is an example of this approach for Period 8, while Table 3
summarises the results for all of the time periods. To determine the correction for each
time period, an informed assessment of the consistency of these results is undertaken. To
demonstrate this, we here take Period 8 (Figure 4) as a detailed example, from which it can
be observed that:
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• A significant number (>40%) of points are excluded between the first and second fit
of the bullseye model, which is accompanied by a large reduction in the RMSE from
1.34 to 0.50 (seen on the lower-right panel of Figure 4). This suggests that a Gaussian
model with fixed offsets does not model the observations well.

• The estimated solar power offset of 1.64 dBsfu exceeds expectations based on Figure 3,
again indicating the fitted model is not characterising the observations.

• The estimated elevation offsets of the two approaches agree very closely (within
0.05◦) despite the limitations of the bullseye fit due to averaging through time, which
increases confidence in the results.

• The magnitude of the inclination is significant enough (>0.1°) to impact radar observa-
tions through time without being such a severe deviation from the previous period
(>0.5°) as to prompt immediate intervention.

• The bullseye figure has a v-shaped distribution of points, with more-extreme elevation
offsets also having more positive azimuth offsets. This is a particularly unusual
distribution of points, even for a system with tilt, and is an indication that the offsets
(either tilt/fixed or both) have changed through time, particularly as the solar flux
delta is high within these distributions.

• Further evidence of time-variant offsets are the broad distribution of points across an
extended elevation offset range (>1.0°, the typical maximum bullseye size given the
radar sensitivity during the project) between 60◦ and 120◦ azimuth and the time-series
plot (Figure 3), where the distribution of points is clearly asymmetric around the
summer solstice. In the case of a system with a constant tilt through time, you would
expect a more-symmetrical distribution as the azimuths sampled within the radar
volume during spring are the same as those sampled during autumn.

Period 8 is unique in the dataset as it is the only period to be longer than the 16 week
interval recommended by Curtis et al. [16] and is also the only time period during which
offline raster scans were taken, which act as a complementary assessment. A total of ten
raster scans (Table A1) were undertaken across a 3-day period from 14 to 17 September
2020, covering elevation angles from 5 to 40 degrees and an azimuth range of 173 degrees
(94° to 267°). These results also show the elevation offset to be azimuthally dependent,
where the fitted tilt model has a declination of 288.4°, an inclination of 0.51° and a fixed
elevation offset of 0.74°(Figure A1). While these are roughly comparable to the results of
the analysis of solar hits collected during normal operation of the radar, there is a factor of
two increase in the inclination compared to the period as a whole. This is accompanied by
a subtle shift in the declination, perhaps indicating the radar platform as a whole or some
component of it (trailer/scaffold etc.) sank during this time period (see later discussion).

Given the significant change in magnitude and the length of the data record for Period
8, it has been split into two periods (5 November 2019 to 15 June 2020 and 15 June 2020
to 14 October 2020) to derive the final correction. The final 16 weeks of the period (from
15 June 2020) were analysed separately, and a tilt model of 261° declination, 0.48° inclination
and 0.58° offset was derived, which is similar to the raster scan observations if refraction
correction is applied to those results. The results are not a closer match, as the split into two
time periods does not fully characterise the changes in pointing offsets occurring during
this period. Alternative approaches to characterising the variable tilt during Period 8 were
explored, including a short-duration (7-day) moving window approach and splitting the
period into shorter arbitrary time windows, but given the potential non-linearity of the
tilting system (it is not clear whether the changes are step-changes at fixed points in time
or rather more gradual changes that may or may not have a constant rate of change) and
the greater uncertainty of small time windows for tilt estimation, the simple approach of
an arbitrary split was used for the final correction. The final fitted tilt model for the first
part of Period 8 is shown in Table 4, which shows the final corrections used for all of the
time periods.



Remote Sens. 2023, 15, 5637 11 of 22

Figure 4. Diagnostic plots for Period 8. The top panel displays the elevation offset of each solar hit
as a function of radar azimuth. The solid black line is the fitted tilt model, with the declination (D),
Inclination (I) and fixed elevation offset (E) shown on the plot legend. The bottom left plot is a time
series of elevation offset for the period being investigated. The bottom right plot is the bullseye fit,
with azimuth offset (radar–sun) on the x-axis and elevation offset on the y-axis. The fitted parameters
(azimuth offset (Az), elevation offset (El) and solar power delta (P)) are shown on the plot along with
the number of solar hits during the period after outlier removal (N) and with the RMSE of the second
fit (RMSE), with N and RMSE for the first fit (including outliers) included in brackets. In all panels,
the solar power delta of each individual hit is shown through the colour shading.

Table 3. Results from the first application of the multi-method pointing accuracy investigation.
Results are shown for both the final bullseye fit and the tilt model fit. In this case, N is the number
of solar hits after outlier removal (with the total including outliers shown in brackets), x0 is the
fixed azimuth offset, y0 is the fixed elevation offset, and Psun is the estimated peak solar delta. The
RMSE shown is for the final fit, with the initial fit results shown in brackets. For the tilt fit results,
D is the declination of tilt measured from north, I is the inclination of the tilt, and y0 is the fixed
elevation offset.

Bullseye Fit Tilt Fit
Period N x0 y0 Psun RMSE D I y0

1 15 (40) −0.45° 0.07° 2.12 0.43 (1.63) 119° 0.72° −0.14°
2 75 (75) −0.05° 0.16° 0.39 0.27 (0.27) 0° 0.50° 0.57°
3 130 (130) −0.03° 0.16° 0.43 0.29 (0.29) 353° 0.24° 0.37°
4 47 (48) 0.00° 0.35° 0.48 0.36 (0.45) 181° 0.41° 0.20°
5 37 (39) −0.10° 0.24° 0.39 0.41 (0.48) 43° 0.11° 0.31°
6 262 (285) −0.19° 0.49° 1.46 0.44 (0.63) 186° 0.23° 0.52°
7 93 (97) 0.01° 0.46° 1.70 0.40 (0.50) 292° 0.14° 0.49°
8 953 (1607) 0.08° 0.54° 1.64 0.50 (1.34) 268° 0.25° 0.50°
9 495 (579) −0.08° 0.05° 1.29 0.43 (0.72) 307° 0.27° 0.19°

Each of the other time periods was assessed using the metrics in Table 3 along with
additional observations and expert intuition, leading to the final corrections shown in
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Table 4. Given the small yet non-negligible impact of tilt on the azimuth offset, the final
azimuth corrections were recalculated using a bullseye model after undergoing tilt and
elevation offset correction. These tilt corrections were then applied to the data within each
time period such that 10 different corrections were applied during the whole duration of
the project. In almost all cases, the tilt model approach was employed: however, notable
exceptions are as follows. Firstly, Periods 2 and 3 were combined, using a single correction
for both due to the closeness of their original results in Table 3. During this combined period,
the fitted tilt model was also discounted as more general radar observations (individual
reflectivity PPIs and monthly echo occurrence plots, for example) showed no evidence of a
pointing offset in excess of 1.0°, with this result highlighting the difficulty of applying a
tilt correction at high latitudes in winter (see discussion). The other period for which the
tilt model was discounted was Period 5, which was the second-shortest period, with a low
number of solar hits per day. In this case, the bullseye fit was taken as a final correction
based on analysis of polar volume radar data and processed data products (see verification).
Given all but one of the corrections is based on a time interval significantly shorter than the
16 weeks recommended by Curtis et al. [16], additional verification of the correction has
been considered prior to acceptance of the corrections for application to future work. The
following section describes that approach and its results.

Table 4. The final 4-parameter corrections applied to each of the time periods from Table 2. These are
the fixed azimuth offset, x0; the fixed elevation offset, y0; the inclination of tilt, I; and the declination
of tilt, D. Period 8a is from 5 November 2019 to 15 June 2020, and Period 8b is from 15 June 2020 to
14 October 2020. Note that Period 2 and Period 3 have the same correction applied.

Period x0 y0 I D

1 −0.13° −0.14° 0.72° 119°
2 −0.04° 0.16° 0.00° 0°
3 −0.03° 0.16° 0.00° 0°
4 −0.03° 0.20° 0.41° 181°
5 −0.10° 0.24° 0.00° 0°
6 −0.17° 0.52° 0.23° 186°
7 −0.01° 0.49° 0.14° 292°
8a −0.08° 0.42° 0.18° 238°
8b 0.26° 0.58° 0.48° 261°
9 −0.12° 0.19° 0.27° 307°

5. Pointing Correction Verification

While the methods utilised here have a strong theoretical underpinning and have
previously been implemented successfully for identifying radar defects, there still remains
a degree of underlying uncertainty for the results shown in 4 that is difficult to quantify due
to the data sparsity in many time periods and the location of the radar at a high latitude
that limits the observed solar hits to a narrow azimuth range in winter. As a result, post-
correction verification is an essential step for understanding the results and the limitations
of the underlying methods for high-latitude locations. Here we present two approaches:
the first based on reanalysis of the solar hits themselves and the second being an analysis
of radar quantitative precipitation estimates (QPEs) before and after correction. The first
approach can be considered a simple sense check of the results, while the second approach
provides a much wider verification but is prone to its own uncertainties. Alternative
approaches were also considered, such as an analysis of retrieved melting layers (again
prone to a wide degree of uncertainty due to atmospheric variations), but the two presented
here are more robust and provide additional verification to support the derived corrections.

5.1. Solar Hit Reanalysis

The simplest method for verifying the correction is to consider its impact on the solar
hits themselves. Re-analysis of the solar hits using the 2D Gaussian fit model indicates an
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increase in consistency across the field campaign (even though the power differential has
not been addressed). Figure 5 shows these fits for the entire campaign both before and after
correction. In addition to the derived offsets now being near zero, there is an improvement
to both the first and second fit RMSEs along with the second fit now retaining all but
seven of the data points. While these results are a strong indication that the correction has
improved the pointing accuracy of the data, they do not provide independent verification;
this is considered in the following section on radar QPE.

Figure 5. Solar disk plots of observed solar interference before (left) and after (right) correction for
tilt and pointing offset. Elevation offset is shown on the y-axis and azimuth offset on the x-axis.
Data for the entire field campaign (November 2018 to December 2020) are shown, with the colour
scale indicating the difference between the observed solar power flux and the closest-time DRAO
observations scaled to X-band.

5.2. Radar QPE and Verification with External Data

Assessing the impact of tilt and its correction on the accuracy of QPEs allows external
verification of the tilt correction using ground data while also being indicative of the benefit
of the correction for future end users. The assessment conducted here compares radar QPEs
to precipitation surfaces produced by the interpolation of raingauge networks and assesses
performance by comparing areal averages calculated over hydrological catchments. This
approach was used in preference to a direct assessment against raingauge measurements
at point locations because catchment averages are more indicative of whether improve-
ments due to the tilt correction will be carried forward to a final use such as hydrological
modelling, and they are also less sensitive to any potential localised radar artefacts. The
verification was undertaken considering the project as a whole but also for each individual
time period. This allows each individual correction to be assessed independently while
also considering whether the overall performance of the data improves for the project.

The verification is not a perfect assessment of the tilt correction given the underlying
complexities of radar QPE [6,27], but here we demonstrate the value of this approach
when dealing with a polarimetric processing chain, which is described in the following
section. This verification is also only possible due to the orographic environment the radar
was deployed in, where partial beam blockage (PBB) from high topography at multiple
ranges from the radar has a significant impact on radar visibility and power returns. We
demonstrate this in Section 5.2.3, where the widespread availability of rainfall observations
from regions of varying blockage severity is illustrated, followed by a discussion of the
results of the comparison and their value for assessing the tilt correction.
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5.2.1. Radar QPE Methodology

Quantitative precipitation estimates are generated for this study using the processing
methodology developed for NXPol-1 and previously used to assess QPE in northern
Scotland [28–30]. The methodology first corrects for PBB with a high-resolution DEM
(SRTM 1-arc second global data [31]) using the open-source Wradlib processing library [32].
Figure 6 shows the terrain altitude within 150km of the radar location along with the
resulting blocked beam fraction assuming a constant elevation angle of 0.5° for the entire
sweep. In this work, the PBB correction has been modified to allow variation within a sweep
of the elevation angle, where the correction is applied with a precision of 0.1° in elevation.
After correction for PBB, the reflectivity data are cleaned using a fuzzy-logic classifier to
remove non-meteorological echoes and are then corrected for attenuation and converted
to precipitation intensity using the Marshall–Palmer relationship [33]. The QPEs are solely
derived using a reflectivity-only estimate of precipitation intensity rather than incorporating
dual-polarisation estimators in order to reduce the complexity of the subsequent results given
other radar moments are immune to partial beam blockage. Two estimates are compared
here: one where PBB is corrected using the radar’s recorded azimuth and elevation data as
truth and one where tilt correction is applied before PBB correction. All other processing steps
are identical for both estimates. As per Wallbank et al. [28], after precipitation intensity is
estimated for all radar sweeps, the volume is flattened using a fixed lowest usable elevation
look-up table and then remapped from polar coordinates onto a 1 km Cartesian rectilinear grid
using the area-weighted average of all 2D polar radar pixels intersecting with each Cartesian
grid cell. The gridded precipitation intensities (produced approximately every 6 min) were
then accumulated using a simple trapezoidal rule to produce hourly gridded accumulations
that were used for comparison to raingauge observations (as detailed below). Any period
of greater than 10 min without a radar scan was treated as missing.

Figure 6. Terrain altitude within 150 km of the radar location, show by the red dot (left panel) and
the resulting beam blocked fraction for a fixed elevation angle of 0.5°(right panel). The radar is
located at a height of 133m above mean sea level (amsl).

5.2.2. Verification Using External Data

Raingauge network data over England and Scotland were obtained from the Environ-
ment Agency and Scottish Environment Protection Agency, respectively, and processed
separately using the methods described in Wallbank et al. [28]. Briefly, this entailed an
initial quality control step followed by spatial interpolation of the raingauge values using
the multiquadric method to produce 1 km-resolution precipitation grids that were accumu-
lated to an hourly timestep. These 1 km grids match those produced for the radar data in
the previous section. In total, there were 233 raingauges within 150 km of the radar site.

Verification was performed by comparing catchment averages of the hourly gridded
radar QPE and raingauge surfaces over the 215 catchments outlined in Figure 7. Of
these, 85 catchments (shown with bold outlines on Figure 7) have a mean lowest usable
elevation for the radar beam of less than 2 km, indicating that the beam elevation should
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not be considered excessive for these catchments. Several statistical quantities were then
computed over each catchment in order to assess different aspects of the performance of
the radar QPE.

Figure 7. Catchment average performance statistics for the full campaign period, calculated using
radar QPEs without the tilt correction (left column) and with the tilt correction (central column)
and showing the difference between the two ((right column); shows corrected minus uncorrected).
Catchment outlines are also shown on the figures, with a bold outline being used for catchments with
lowest usable beam elevations of less than 2 km. The blue dot on all panels is the location of NXPol-1.

The first statistic,

percentage bias = 100%
〈pi〉 − 〈Pi〉
〈Pi〉

,

assesses the relative difference in the total depths of water between radar and raingauge
QPE, where pi and Pi are the hourly catchment averages of the radar QPE and raingauge
interpolation “truth”, respectively, and angular brackets, 〈· · · 〉, denote temporal averaging
over all non-missing timesteps. A second statistic,

MAPE = 100%
〈|pi − Pi|〉
〈Pi〉

,

was used to assess relative error in the radar QPE. It was chosen in preference to alternatives
such as the R2 efficiency (Nash–Sutcliffe Efficiency) as it is insensitive to the zero-inflated na-
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ture of precipitation data (which has a value of zero for a considerable portion of timesteps).
A final statistic, the correlation coefficient, r, was used to assess the size of errors in the data
independent of any overall bias. Note that the last two statistics are sensitive to the choice
of the hourly timesteps used in the calculation. This was deemed to be a relevant timescale
over which accurate precipitation data would be needed for modelling flood hydrology in
this region.

5.2.3. QPE Correction Results

Figure 7 displays the change in radar QPE performance after tilt correction, assessed
over the whole campaign period. Precipitation in this region, as calculated using the
raingauge network, varies considerably. The wettest catchments are in the west, with the
wettest catchment totalling an average of 6562.3 mm of precipitation during the campaign
period (equivalent to 3078.6 mm/yr), compared to the driest catchments, in the east, with
precipitation totals as low as 1281.8 mm (equivalent to 601.3 mm/yr). This trend is further
exaggerated in the radar QPE due to the high radar beam elevation necessary in the
east due to the interposing Lake District fells (Figure 6). This results in the radar beam
overshooting large portions of the precipitation in this region and consequently produces
strongly negative biases and poor MAPE and correlation in the radar QPE regardless of
any tilt correction. Because of this, it is often instructive to limit the analysis to those
85 catchments, outlined in bold in Figure 7, with a Lowest Useable Elevation (LUE) of
less than 2 km. Here, vertical processes (including melting, orographic enhancement and
advection) are less likely to influence the QPE comparisons [28], and they additionally tend
to be closer to the radar (due to the radar beam propagating at a positive elevation angle),
thus limiting the influences of beam broadening, reduced radar sensitivity and partial beam
filling on the QPE comparisons.

The percentage biases shown in Figure 7 are negative to a greater or lesser extent for
all catchments, including those with LUEs less than 2 km. However, the application of
the tilt correction does result in a systematic improvement in bias over the entire radar
domain, including a median increase in bias of 11% for catchments with LUEs less than 2
km. This is expected given the majority of the tilt correction periods lead to an increase in
the magnitude of the partial beam blockage correction across the entire domain. This is due
to all the computed elevation offsets (static + tilt) having a positive sign, which indicates
the radar is always pointing at a lower elevation than requested. As the elevation angle is
lower than requested, the partial beam blockage correction applied in the first instance is
insufficient and must increase in magnitude to correct for the elevation offsets. The absence
of positive percentage biases across all catchments in the corrected QPE is a strong indicator
that the increase in tilt correction is not an overestimation, which would introduce too
much beam blockage correction and hence positive rainfall biases.

The benefit of using the tilt correction is also clear in the general trend to lower MAPE.
This statistic displays a median reduction of 5% for catchments with LUEs less than 2 km.
There are, however, two catchments in Scotland that suffer a slight (less than 3%) increase
in MAPE, which highlights the spatially distributed impact of applying a tilt correction
that is strongly dependent on local topography.

The application of the tilt correction produces a more mixed effect on the correlation
coefficient, with some of the catchment with LUEs less than 2 km displaying a modest
increase (five display increases > 0.05), some displaying slight decreases (three display
decreases < −0.02 ) and the majority displaying little change, particularly among those
with acceptable correlation coefficients to begin with. Given the tilt correction changes
temporally, this suggests that the variability it creates from period to period is not the
dominant control for the correlation of the QPE with surface observations, and that the
correction is not causing additional decorrelation across the dataset.

Figure 8 summarises the performance of radar QPEs both before and after tilt correc-
tion for each of the correction periods in turn. In this case, only the 85 catchments with
LUEs below 2km are included. The limited influence of tilt correction on the correlation
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coefficient found for the full campaign is repeated during each of the periods. It is also
noticeable that the correlation during each period is higher than that for the dataset as a
whole, indicating the temporal variability of radar QPE performance, particularly when
using a fixed Z-R relationship. Considerably larger changes are observed in the percentage
bias and the MAPE, both of which display improvement for all periods except Period
1. Period 1’s worsening performance is driven by an increasingly negative percentage
bias, perhaps suggesting that the positive changes to radar elevation pointing lead to an
under-correction of partial beam blockage. Period 1 is, however, only seven days long, and
the correction is based on only 40 solar hits, suggesting a limitation of the methodology,
particularly when it indicates significant changes to pointing are required. Additionally,
seven days is a very limited period over which to assess the data. Results for Period 5, only
13 days long, should also be treated with caution.

Figure 8. Boxplots summarising catchment average performance statistics calculated using radar
QPEs without the tilt correction (light green bars) and with the tilt correction (darker green bars)
for the 85 catchments with mean lowest useable elevations of the radar beam of less than 2 km.
The coloured box displays the interquartile range, the median is shown as the horizontal black line
therein, and the typical range of the statistic is shown as black dashed lines extending to a maximum
of 1.5 times the interquartile range, with outliers beyond this range shown as hollow circles. An
outlier for a single catchment in Period 5 lies beyond the range of the boxplot showing MAPE.

The performance clearly varies across the time periods, with a possible decline in
performance seen later in the project (periods 6 to 8b, in particular), with an increasingly
negative percentage bias, an increase in MAPE and a reduction in correlation. While the tilt
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correction has a positive effect on these results, it does not fully restore performance. This
is likely due to the increasing occurrence of total beam blockage that cannot be corrected.
Figure 6 clearly shows total beam blockage occurring at 0.5° elevation to the east of the
radar where there is high topography close to the radar location. This total beam blockage
occurs more frequently as the elevation offset (both fixed and due to tilt) increases because
the radar’s actual elevation angle is lower than the one requested (a nominal elevation angle
of 1.0° is actually scanning at 0.5° or lower in some cases). To mitigate this error, one option
would be to introduce dynamic elevation selection into the processing, which may recover
more information from the dataset; however, this would come from higher elevations,
which then have a greater uncertainty due to the impacts of horizontal advection, phase
changes and vertical profiles of reflectivity. This highlights the requirement to monitor
tilt in real-time, as it can have a fundamental, uncorrectable impact on radar QPE quality
depending on its magnitude and the local topography.

6. Discussion and Conclusions

Through the combination of two analysis techniques, this work derives a pointing
offset correction for an historical dataset collected by NXPol-1. The study can be gen-
eralised to provide recommendations for both the correction of historical data and for
future monitoring of radar systems, with a particular focus on deployments/radars at
high latitudes.

6.1. Review of the Analysis Methods and Results

The two analysis techniques applied here (a 2D Gaussian model and a sinusoidal tilt
model) complement one another through the introduction of quality-of-fit metrics allowing
them to be applied to shorter time periods. The methods are of particular relevance to
mobile research radars, which are often deployed for short-duration research projects and
are more likely to be deployed on less-stable structures than long-term, static operational
weather radar. The combination of techniques is especially important given the relatively
high latitude of the radar (greater than 50°), which introduces additional uncertainty into
the tilt methodology of Curtis et al. [16] due to the concentration of solar hits within a
narrow azimuth range (southerly in this case) and the sinusoidal procession of the sun
through the sky at lower elevations during this period. Figure 4 clearly shows these
artefacts between azimuths of 165° and 195° where the sun is at a low enough elevation
to generate a collection of solar hits at the same radar-recorded elevation angle. It is
particularly in this context that alternative sources of information are useful: in this case,
the additional QPE verification described in Section 5 can be used to assess the plausibility
of the derived corrections relative to raingauge observations. In the case of NXPol-1 and the
RAiN-E datasets, the improvement in percentage bias and MAPE of the radar QPE for the
majority of catchments across the region provides external confidence that the corrections
are accurate. In the context of tilt corrections, where QPE variation largely results from
changes in partial beam blockage correction, the use of catchment average precipitation
rather than gauge point estimates is preferable as it provides a degree of averaging that
compensates for the highly spatially variation and non-linear nature of beam blockage
change, the varying locations of gauges, and the known variability in radar for point
observation comparisons.

While the corrections can be deemed plausible following verification, determining the
exact cause of the tilt variation, particularly during Period 8 where no manual intervention
occurred, is not possible. The most likely explanation is a settling of the scaffold construc-
tion through time, possibly compounded by changes in soil conditions. Other possibilities
are movement of the radar’s own legs during such an extended deployment without inter-
vention or, less-likely, differential heating of the radar and containers, leading to movement
of the system. While deployment on a concrete foundation would be preferable for future
field campaigns, the techniques presented here, along with the following recommendations,
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would make it easier to manage such an uncertain, soft-ground deployment in the future.
In all cases, regular monitoring and site visits would be recommended.

6.2. Recommendations

Based on the analysis presented here, we have the following recommendations, which
are applicable to both NXPol-1 and weather radars in general, with a particular focus on
higher latitudes.

All weather radars should be monitored for potential errors in pointing accuracy—
both mobile research systems and fixed-location operational systems—as demonstrated
by this work along with previous studies. During installation/commissioning of radar
systems, we recommend more traditional approaches to radar levelling are taken, including
the use of manual level assessment using gunners quadrants or high-precision levels.
Chandrasekar et al. [34] provide detailed instructions that could be followed to manually
assess the tilt of a radar system during deployment. To complement these techniques,
we recommend offline raster scans be undertaken on multiple days covering a broad
azimuth range to give the highest confidence that the system is level from the beginning.
We would also recommend that the results from these raster scans be saved/recorded for
further analysis, as demonstrated by Frech et al. [10]. We would also encourage all radar
manufacturers to add this functionality to their raster scan procedures in cases where it
does not already exist. The online approaches detailed here do not provide results quickly
enough to be sufficient for accurate installation.

After installation, record as much data as possible by using a low minimum SNR (or
collecting received power/equivalent reflectivity at every range gate if possible) to increase
the number of solar hits obtained. This is particularly important for radar systems with a
lower sensitivity due to receiver architecture or antenna gain (like X-band systems, which
typically have smaller antennas). If collected, online solar hits provide a reliable method
for assessing pointing accuracy. We recommend analysing these on an ongoing basis and
under standard conditions. Tilt analysis can augment these results once a sufficiently long
data sample has been collected. However, if a radar system is found to deviate beyond
acceptable pointing accuracy limits using the ongoing monitoring, raster scans should be
introduced to assess the potential for tilt more rapidly, as a drift in fixed offset through
time and a change in tilt can both produce a comparable signal when assessing ongoing 2D
Gaussian fits. Alternatively, site intervention may be the best option if a system is observed
to drift in time.

For radar systems at higher latitudes, solar hits may not be a sufficient option for
monitoring—at least without additional information. This is particularly true during winter,
where the possibility exists that some radars may observe few to no solar hits. For these
systems, potential options are the use of indirect assessments, such as analysis of QPE
error structures. The use of radar QPE may only be a viable option for verification in
areas of complex topography, where partial beam blockage is a potential component of
the QPE variability. In flatter regions, the impact of radar tilts of this magnitude on QPE
would be significantly lower, though they may lead to an increase in ground clutter returns.
This could potentially be monitored or evaluated using the relative calibration adjustment
(RCA) technique of Silberstein et al. [35], provided careful consideration of other sources
of reflectivity fluctuation are also considered. Another option would be to use dedicated
clutter scans of a fixed target such as a television tower or similar, Gabella [36] has been
actively pioneering such an approach for dual-polarisation monitoring. It is also likely
that independent monitoring of pedestal tilt would be advantageous through the use of
a digital inclinometer, for example. While this would allow monitoring of pedestal tilt, it
may not capture encoder errors and, therefore, should be viewed as an additional measure
rather than a one-stop solution.
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Appendix A. Raster Scan Results

The following results (Table A1) were manually recorded from raster scans manually
initiated during a short period of the project following some initial analysis of online
solar hits. The raster scan procedure is an automated procedure within the Leonardo
Ravis operating software that does not provide for saving of the results automatically and
provides no functionality beyond a screenshot for saving the results from scanning the
solar disk itself (to analyse beam squint, for example). These results were then also used to
assess radar tilt (Figure A1).

Figure A1. Manual raster scan results plotted as solar azimuth versus elevation offset (black crosses)
along with the fitted tilt result (grey dashed line), with the declination (D), inclination (I) and fixed
elevation offset (E) shown on the plot legend.
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Table A1. Recorded results from the Leonardo raster scan procedure.

Date Time (UTC) Azimuth Offset Elevation Offset Rx Offset

14 September 2020 12:12:18 0.778 0.504 −1.089
15 September 2020 10:42:37 0.651 0.871 −1.086
15 September 2020 10:53:54 0.663 0.835 −0.966
16 September 2020 10:07:39 0.565 0.908 −0.756
16 September 2020 12:40:04 0.754 0.476 −0.79
16 September 2020 13:54:23 0.655 0.337 −1.281
16 September 2020 16:10:30 0.415 0.213 −1.008
16 September 2020 17:45:14 0.328 0.274 −0.994
17 September 2020 06:33:58 0.214 1.199 −1.226
17 September 2020 07:30:06 0.258 1.140 −1.296
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