
Marine and Petroleum Geology 161 (2024) 106604

Available online 28 November 2023
0264-8172/© 2023 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

Seismic characterisation of multiple BSRs in the Eastern Black Sea Basin 

Vanessa Monteleone a,b,*, Tim A. Minshull a, Héctor Marín-Moreno a,c 
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A B S T R A C T   

Long offset seismic reflection data reveal the presence of four Bottom Simulating Reflectors (BSR0-3) within folded sediments of the Tuapse Trough, along the NE 
margin of the Eastern Black Sea Basin (EBSB). Multiple BSRs are observed in other sites worldwide, however, their origin and formation mechanisms are still debated. 
Here, we investigate the formation mechanisms of the EBSB multiple BSRs based on their seismic character and on their physical properties derived from reflected 
and refracted arrival seismic velocities. Seismic reflection data are downward continued to enhance refracted arrivals. A 2D travel-time velocity model of the sub- 
seabed, using combined travel-times from non-downward-continued reflected and downward-continued refracted signals, shows variations in the physical properties 
at the BSRs and nearby sediments. The P-wave velocity (VP) increase of 1.55–1.72 km/s between the seafloor and BSR0 (258 mbsf) reflects normal compaction trends 
in sediments, whereas the VP of 1.75–1.83 km/s between BSR0 and BSR1 (360 mbsf) is higher than that expected for sediments at that depth. Beneath BSR1, a VP 
decrease from 1.83 km/s to 1.61 km/s occurs within a 70-80 m-thick layer including BSR2 (395 mbsf) and extending to BSR3 (438 mbsf). Beneath BSR3, VP increases. 
Based on an analytical model linking seismic velocity to physical properties, these VP trends can be explained by a gas hydrate saturation from 0 to 2% between the 
seafloor and BSR0, reaching 4 ± 2% just above BSR1. A free gas saturation of up to 20–25% is estimated within the low-velocity zone between BSR1 and BSR3. BSR1 
likely represents the present-day base of the gas hydrate stability zone (BGHSZ), which aligns with the theoretical BGHSZ assuming a geothermal gradient of 
26–30 ◦C/km. Based on seismic polarities and results from travel-time analysis and rock physics modelling, we suggest that hydrate dissociation and recycling 
processes may explain the negative polarity of BSR2 and BSR3, which are still visible due to the presence of relict gas, and inferred higher gas hydrate saturations 
close to the present-day base of the stability zone at BSR1. Also, structural and stratigraphic controls seem to have favoured focused free gas flow and hydrate 
formation at the top of an anticlinal structure, thus likely controlling multiple BSR generation in the EBSB.   

1. Introduction 

The presence of a Bottom-Simulating Reflector (BSR) in seismic 
reflection data is commonly interpreted as an indicator for the presence 
of gas hydrates in marine sediments (e.g., Shipley et al., 1979). The BSR 
is a distinct reflector generally characterised by a negative impedance 
contrast resulting from the contrast between high-velocity gas 
hydrate-bearing sediments above, and low-velocity gas-bearing sedi
ments directly underneath (Singh et al., 1993; Holbrook et al., 1996). As 
BSRs generally follow the BGHSZ, they are consequently sub-parallel to 
the seafloor, frequently crosscutting reflectors, and stratigraphic se
quences (Shipley et al., 1979). However, the relationship between BSRs 
and the presence of gas hydrate is not always clear, as changes in li
thology, over-compaction of the sediments (e.g., Cook and Tost, 2014), 
or chemical changes during diagenesis (e.g., Berndt et al., 2004) may 
also result in a BSR-like reflection. 

Multiple BSR-like reflections, subparallel to the seafloor but at 
different sub-bottom depths, have been observed along both active and 
passive margins such as the Tumbes basin, offshore Peru (Auguy et al., 

2017), the Hydrate Ridge offshore Oregon, USA (Bangs et al., 2005), the 
continental slope of the Nankai Trough, offshore Japan (Foucher et al., 
2002), the North Atlantic margins (Posewang and Mienert, 1999), the 
Four-Way-Closure Ridge, offshore SW Taiwan (Kunath et al., 2020), the 
Storegga Slide area on the Norwegian margin (Posewang and Mienert, 
1999; Andreassen et al., 2000), the western Ross Sea, Antarctica (Geletti 
and Busetti, 2011), New Zealand’s northern Hikurangi subduction 
margin (Han et al., 2021) and the Western Black Sea Basin (WBSB) 
(Zander et al., 2017). These studies have presented different possible 
explanations for the origin of multiple BSRs, which are considered to 
represent either (i) remnants of an older BSR that no longer marks the 
hydrate stability limit, which is in a transient state following pressure 
and/or temperature changes that perturb the hydrate phase boundary 
(e.g., Foucher et al., 2002; Zander et al., 2017; Popescu et al., 2006; 
Bialas et al., 2020), (ii) the base of hydrate layers of different gas 
composition (e.g., Geletti and Busetti, 2011), (iii) the top and base of the 
free gas zone or of the hydrate-bearing zone (e.g., Tinivella and Gius
tiniani, 2013; Posewang and Mienert, 1999), (iv) the boundary between 
overpressure compartments, which are generally observed at greater 
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depths compared to the typical thickness of the GHSZ (e.g., Tinivella and 
Giustiniani, 2013), (v) the result of a combination of recent sedimen
tation, tectonic uplift and/or fluid activities at subduction margins (e.g., 
Crutchley et al., 2019; Han et al., 2021), or (vi) unrelated to gas and gas 
hydrate and related to lithological and/or geochemical changes such as 
opal-A to opal CT transition (e.g., Berndt et al., 2004; Cook and Tost, 
2014). When multiple BSRs are linked to past hydrate stability condi
tions, a physical explanation is needed for the paleo-BGHSZ remaining 
visible. It could be that gas or gas hydrate is left behind (e.g., Bangs 
et al., 2005; Popescu et al., 2006), or that the remnants have a different 
pore structure and solid grains orientation after hydrate dissociation due 
to pore collapse or, depending on whether gas hydrate is stable or not, 
there is a geochemical mechanism e.g., the formation of greigite (Kars 
et al., 2021, and references therein). 

Semi-isolation from marine circulation, cyclic periods of anoxia, and 
high sedimentation rates depositing large amounts of terrestrially 
sourced, organic-rich deposits, favour gas hydrate generation in the 
Black Sea (Vassilev and Dimitrov, 2002; Egorov et al., 2011). Abundant 
seepage and mud volcanoes are present along the basin’s margins, and 
evidence of fluid accumulation and escape features on regional seismic 
reflection profiles (i.e., seismic blanking, gas pipes and chimneys, bright 
spots) are associated with the presence of biogenically sourced gas and 
hydrates within the shallow stratigraphic units of the Black Sea (e.g., 
Starostenko et al., 2010; Pape et al., 2011, 2021; Popescu et al., 2007; 
Egorov et al., 2011). Furthermore, thermogenic gas may be sourced 
from deeper stratigraphic levels, particularly from the Oligocene-lower 
Miocene organic-rich Maykop Formation (e.g., Simmons et al., 2018). 

Previous studies have focused on seismic BSRs within the Danube 
and Dnieper delta and deep-water fans of the WBSB (Fig. 1). Here, 
multiple BSRs have been identified as mostly discontinuous seismic 
events limited to few areas (e.g., Popescu et al., 2007; Zander et al., 
2017) (Fig. 1). These features are predominantly interpreted to result 
from the combined effect of increased sedimentation rates along the 
basin’s margins and/or climatic change (i.e., sea-level and/or temper
ature variations) following the Last Glacial Maximum (LGM, e.g., 
Popescu et al., 2006; Zander et al., 2017). 

In the Eastern Black Sea Basin (EBSB), studies have identified the 
presence of single seismic BSRs along the offshore margins of Crimea, 
Georgia, and Turkey (Fig. 1). The only mention to the presence of 
possible multiple BSRs come from a prospect by Rosneft Company and 
Moscow State University researchers on gas hydrates in the Tuapse 
Trough (Shnyukov, 2013). According to Shnyukov (2013), oil-bearing 
cores were recovered at several sites in the Tuapse Trough and along 
their sections “three repetitive BSR boundaries of controversial nature” 
have been identified. However, no other information is available on 
these BSRs. 

This study aims to investigate the nature of four BSRs observed, for 
the first time to our knowledge, within the upper Miocene-Quaternary 
sedimentary section of the Tuapse Trough, on the NE margin of the 
EBSB (Fig. 1). Previous work has focused on explaining the cause(s) of 
the shift in the BGHSZ and corresponding BSR, rather than on under
standing the physical parameters making the paleo-BGHSZ still reflec
tive. However, there are different implications for polarity/velocity 
contrasts depending on the mechanism responsible for the presence of 

Fig. 1. Topography and bathymetry of the Black Sea region contoured at a 500 m interval (GEBCO Compilation Group, 2019, https://www.gebco.net/). A single 
seismic profile (BS–200B; red line), belonging to a regional seismic survey from GWL, is used in this study (Figs. 2 and 3). The thick black segment to the NE-end of 
the profile shows the location of the multiple BSRs identified in this study. Numbered black circles show the DSDP Holes 379, 380 and 381 locations (Ross, 1978). 
Boxes overlaid on map represent the locations of studies previously identifying single BSRs (blue boxes) and multiple BSRs (orange boxes) across the whole Black Sea 
region (1Zander et al., 2017, Bialas et al., 2020, Popescu et al., 2006, Gassner et al., 2019; 2Riedel et al., 2020, Ker et al., 2019, Hillman et al., 2018; 3Zillmer et al., 
2005, Lüdmann et al., 2004; 4Xing and Spiess, 2015; 5Merey and Sinayuc, 2016; 6Dondurur et al., 2013, Menlikli et al., 2009; 7Vassilev and Dimitrov, 2002; 8Minshull 
and Keddie, 2010; 9Cifci et al., 2012; 10Dondurur and Çifçi, 2009; 11Nasif et al., 2020). 
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multiple BSRs on seismic data. Here, we look more closely at the 
physical properties associated with the seismic evidence of multiple 
BSRs, aiming to constrain the mechanisms linked with their generation. 

We obtain the physical properties of BSR reflectors from the analysis 
of pre-stack multichannel seismic reflection data. These data are used to 
define a 2D compressional wave (VP) velocity model for the shallow 
sediments using the travel-time forward modelling approach described 
by Zelt and Smith (1992). The 10.2 km-long offset recording of the 
seismic reflection profile used in this study, allows refracted arrivals to 
be imaged at far offsets within shot gathers. We apply downward 
continuation of these data to a datum closer to seafloor (Berryhill, 1979, 
1984; Harding et al., 2007). Our aim was to be able to pick refractions 
from shallow stratigraphic levels (i.e., BSRs depths) at closer offsets, 
thus providing valuable travel-time information for velocity modelling. 
We then compare the BSR depths constrained by travel-time analysis 
against the expected depth for the present-day BGHSZ, calculated from a 
compilation of regional data (i.e., seafloor temperature, geothermal 
gradient, pore water salinity). Finally, we use the velocities from 
travel-time analysis and a rock physics model to provide an estimate of 
free gas and gas hydrate saturation. 

Results from this study aim to highlight: (i) the link between multiple 
BSRs and the physical properties of sediments and (ii) the formation 
mechanisms that can explain the origin of multiple BSRs in the EBSB. 
Furthermore, our study illustrates some of the advantages and limita
tions of applying downward continuation to streamer data for shallow 
targets in the top few hundred meters below seafloor. 

2. Geological setting 

The Black Sea is a semi-isolated basin located between the Pontide 
Mountains in Turkey to the south, the Caucasus Mountains to the east, 
and the relatively low coastal regions of Ukraine and Balkan countries to 
the west (Fig. 1). The basin is underlain by a flat, 2.0–2.2 km-deep 
abyssal plane that obscures two separate depocenters, the Western Black 
Sea Basin (WBSB) and the Eastern Black Sea Basin (EBSB). These two 
sub-basins formed by rifting in the hinterland of the Pontides magmatic 
arc as result of the subduction of Neotethyan lithosphere below the 
southern part of the Eurasian continental margin (e.g., Okay et al., 1994; 
Robinson and Kerusov, 1997; Nikishin et al., 2003; Stephenson and 
Schellart, 2010). 

Following rifting, the Black Sea underwent rapid basement subsi
dence accompanied by high sedimentation rates, which resulted in the 
deposition of thick sequences of mainly Tertiary sediments reaching up 
to 14 km-thick in the central WBSB and up to 8-9 km-thick in the central 
EBSB (e.g., Okay et al., 1994; Nikishin et al., 2003; Shillington et al., 
2008). At present, the margins of the Black Sea are undergoing 
compressional deformation that has been active since the Eocene 
(Saintot et al., 2006), or possibly the Palaeocene (Sheremet et al., 2016), 
and is related to the convergence of the Eurasian and Arabian plates. The 
Oligocene period is traditionally considered as the beginning of the 
syn-collisional (orogenic) stage forming the Caucasus Mountain range to 
the east of the Black Sea basin, causing the uplift of some areas within 
tectonic units as well as the reactivation of older fault systems and the 
formation of inverted structures (Figs. 2 and 3). This time also represents 
the onset of deposition of the Oligocene-lower Miocene organic-rich 
shale, formally the regional source-rock of the Black Sea basin: the 
Maykop Formation (Tari and Simmons, 2018). Compressive deforma
tion has predominantly concentrated around the EBSB margins, as 
shown by seismic reflection data and earthquake locations (Reilinger 
et al., 2006). This compression has resulted in the folding and thrusting 
of the upper Miocene to Quaternary infills of the Tuapse and Sorokin 
troughs, which have thrusted over the shoulders of the Shatsky Ridge, 
favoured by the presence of the more ductile Maykop units beneath 
(Fig. 2). 

This study focuses on the folded, upper Miocene-Quaternary suc
cessions of the Tuapse Trough, a 40 km-wide and 270 km-long, NW-SE- 

oriented trough representing the foreland basin of the Greater Caucasus 
thrust belt (e.g., Adamia et al., 2010; Tari et al., 2018) (Fig. 3). Its 
stratigraphy mainly consists of a thick sequence of Maykop shale, 
located at the base and squeezed in between the folded and thrusted 
upper Miocene-Quaternary units. These units have been transported and 
deposited within the trough during the uplift of the Greater Caucasus (e. 
g., Meisner et al., 2009; Adamia et al., 2010; Tari et al., 2018; Vincent 
et al., 2007). The Tuapse Trough formed under marine conditions in 
lower Eocene to upper Eocene times (e.g., Tugolesov and Gorshkov, 
1985). Compressional uplift started at ~10 Ma during the upper 
Miocene, with the most intensive folding taking place in the last 5 Myr 
(Pliocene) (Milanovsky, 1991). The more ancient folds are located in the 
NE part of the Tuapse Trough, in a zone where the Tuapse Trough joins 
with the southern slope of the Greater Caucasus, while the youngest 
folds are located to the SW in the western frontal part of the trough, 
where the Tuapse Trough abuts the Shatsky Ridge (Tugolesov and 
Gorshkov, 1985). The sedimentary section of the Tuapse Trough is, 
therefore, dominated by active growth of the fold system, with folds that 
are usually expressed as anticlines generating relief as submarine ridges 
up to 400–600 m high (Almendinger et al., 2011) (Fig. 2). Growth of 
anticlines continues at present, with erosion of the ridges and sedi
mentation in isolated mini basins (Almendinger et al., 2011). 

3. Seismic dataset 

This study uses a single, post-stack time-migrated seismic reflection 
profile acquired as part of a 2D long-offset seismic reflection survey in 
2011 by Geology Without Limits (GWL) and ION GXT (Fig. 1). Data were 
acquired using an 816-channel hydrophone streamer with a maximum 
offset of 10.2 km, a receiver spacing of 12.5 m, and a towing depth of 9 
± 0.5 m. The source was a 5680 cubic-inch airgun array towed at a depth 
of 8 ± 0.5 m and the shot interval was 50 m. Profile BS-200B was ac
quired in a NE to SW direction, with a 200◦ heading. Further information 
on acquisition parameters and on the processing sequence applied by 
GWL is provided by Monteleone et al. (2019) (see their supporting 
material). 

Here, we focus on a 53.1 km-long section of profile BS-200B, 
extending from the Tuapse Trough (NE) to the central basin (SW) 
(Figs. 1–3). 

3.1. Character and distribution of the multiple BSRs 

Up to four, vertically stacked BSRs are visible within the folded 
sediments of the Tuapse Trough (Figs. 2 and 3). BSRs mimic the seafloor 
morphology and crosscut dipping reflectors (Fig. 3). The topmost BSR 
(BSR0) terminates to its SW end on the crest of a folded structure 
(anticline) and shows a weak seismic amplitude and seafloor-like signal 
polarity (Fig. 3A and B). Despite showing a weak signal amplitude on the 
stack profile, BSR0 appears as a clear event on shot gathers, where it is 
visible at offsets ranging from zero to 3.8 km (channel 1–300; Fig. 4). 

Below BSR0, BSR1 is characterised by higher amplitudes and a pre
dominant reversed polarity compared to the seafloor (Fig. 3C). BSR1 
appears as a strong reflection on both the stacked profile and within a 
wide range of offsets (from near offset to ~ 4.5 km) along shot gathers 
(channel 1–350; Fig. 4). BSR1 crosscuts a dipping seismic reflector 
showing phase reversal, with a high-amplitude seabed-like polarity 
above BSR1, and a high-amplitude reversed polarity below BSR1 
(Fig. 3D). 

A third, weak seismic reflection, BSR2, shows a predominantly 
reversed polarity (Fig. 3C). However, BSR2’s waveforms are more 
complex than that of BSR1, likely reflecting the complex impedance 
structure within that layer as well as interference with reflections from 
sedimentary strata. This aspect makes it difficult to identify clearly the 
BSR2 reflection event on shot gathers, where it is visible only within a 
narrow range of offsets (from zero to ~ 1.4 km offset; channel no. 1–110; 
Fig. 4). 
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Fig. 2. Non-interpreted (top) and interpreted (bottom) profile BS-200B, showing the thrusted and folded sediments of the Tuapse Trough foreland basin building on 
top of the Shatsky Ridge. The main structural and stratigraphic features interpreted are the Maykop Formation (yellow), middle-upper Miocene (pink) and Pliocene- 
Quaternary units (light brown), the main thrust faults and their intra-Maykop basal detachment (red dashed lines), onlaps and growth strata, erosional and 
depositional domains at the seafloor topography. 
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Finally, the deepest BSR, BSR3, is characterised also by a high- 
amplitude reflection, which is more clearly identified on shot gathers 
from near-to mid-offset ranges (~3.5 km offset; channel no. 1–280; 
Fig. 4). Although signal polarity seems predominantly reversed to the 
SW-end of BSR3, it changes to normal polarity toward its NE-end 
(Fig. 3E). The apparent change in polarity, and the discontinuous 
character of this seismic reflector, leaves uncertainty in linking the SW 
part of BSR3 with its NE part. Thus, BSR3 could be interpreted as two 
different reflectors. 

4. Methodology 

The post-stack, time migrated seismic profile was used to pick 
seismic horizons, including seafloor, BSR-like reflections and other main 
sedimentary layer reflections. Seafloor was converted into depth 
assuming a constant sea-water velocity (1.49 km/s), whereas all other 
picked horizons were initially converted into depth using a uniform 
velocity gradient of 0.42 s− 1 (Monteleone et al., 2019). Reflected 
travel-times, corresponding to the horizons picked on the time stacked 
profile, were picked on the shot gathers and used in a forward 

Fig. 3. Seismic reflection profile BS-200B, crossing the upper Miocene-Quaternary folded sediments of the Tuapse Trough. Non-interpreted profile (top) and zoomed, 
interpreted profile (middle) showing up to four seismic reflections sub-parallel to seafloor and cross-cutting the background stratigraphy, which are interpreted as 
BSRs. Colour and wiggle displays are shown for the interpreted version. Also, coloured signal polarity for each BSR, compared to seafloor polarity (SEG European 
Polarity; increase in acoustic impedance shown as a trough with blue colour), is shown in the zoomed images (A, B, C, D and E; bottom). Blue and red triangles on the 
wiggle display are used to highlight troughs and peaks associated with the coloured BSR polarity. Note that BSR3 changes polarity from SW (negative) to NE 
(positive). Vertical black segments on the interpreted stack profile show the location of Field File Identification Numbers (FFIDs) 31692 and 31724 shown in Fig. 4. 
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travel-time modelling approach (Zelt and Smith, 1992) to refine the 
velocity model structure and layers depths. 

To improve the velocity model constraints, we considered both re
flected and refracted travel-times. The long-offset nature of the seismic 
acquisition used allows refracted signals from deep and fast stratigraphic 
levels to be imaged as first arrivals at far offsets. However, key velocity 
information would be provided by refractions from shallow strati
graphic levels located within the depth range of the BSRs, a few hundred 
meters below seafloor. Although reflected arrivals could be identified 
and picked from these levels, picking travel-times for refractions are 

difficult to identify as they are obscured by earlier direct and reflected 
signals. Therefore, to try achieving the best result from travel-time 
analysis, downward continuation (Berryhill, 1979, 1984; Harding 
et al., 2007) was applied to streamer data (section 4.1) prior to 
travel-time analysis (section 4.2). The resulting velocity model combines 
non-downward continued reflected travel-times and downward 
continued reflected and refracted travel-times; this velocity model was 
then used to compare BSR depths with the expected BGHSZ (section 
4.3), and to provide estimates of gas and hydrate saturation in sediments 
(section 4.4). 

Fig. 4. Field File Identification Numbers (FFID) 31692 and 31724 (location in Fig. 3). Top) Non-interpreted shot gathers. Bottom) Interpreted shot gathers, showing 
an example of phase identification for all four BSRs. Offsets along the shot gathers are provided as channel number (CHAN #), where channel is a consecutive number 
with 12.5 m spacing. 
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4.1. Downward continuation 

Downward continuation is an efficient technique to extrapolate the 
recorded wave-field to an arbitrary surface, bringing refracted arrivals 
as first arrivals (Berryhill, 1979, 1984; Harding et al., 2007; Arnulf et al., 
2011). It can be carried out in the frequency domain, using pre-stack 
phase-shift methods (Gazdag, 1978), or in the time domain (Berryhill, 
1979), applying Kirchhoff’s integral method and solving the wave 
equation using the finite difference method (Claerbout, 1976). Here we 
apply downward continuation to the streamer data using a pre-stack 
Kirchhoff integral extrapolation technique in the time domain (Berry
hill, 1984), which is formulated by convolving the recorded wavefield at 
the streamer depth with the time lagged delta functions and summing 
these convolved results over all receiver locations for all shot gathers 
(Harding et al., 2007). The time lags are estimated by dividing the dis
tance between the streamer locations of the shot gathers and their 
extrapolated positions on a different depth datum (i.e., seafloor) by a 
constant water velocity. In the absence of more detailed constraints on 
the water column velocity structure, we use a constant water velocity of 
1.49 km/s assumed from stacking velocities. 

The downward extrapolation has several advantages. First, it col
lapses the seafloor diffractions, improving the imaging condition. Sec
ond, there is the advantage of exposing more of the shallow turning 
refractions as first arrivals that can be accurately picked for tomography, 
improving vertical resolution of the resulting velocity model (Harding 
et al., 2016). Furthermore, the differential move-out of reflected arrivals 
is enhanced near to the seafloor, leading to improved velocity analysis 
and imaging (Arnulf et al., 2011). 

Downward continuation can be performed moving both source and 
receivers down to the real seafloor topography or moving them to a 
constant datum above seafloor or below sea-level. Here, we apply a 
simple approach downward continuing to a constant datum below sea- 
level. Since our seismic profile shows seafloor depth ranges from a 
minimum to 1.53 km (bsl) to the NE to a maximum depth of 2.13 km 
(bsl) to the SW, we tested model response to different downward 
continuation depths. After testing, sources and receivers were extrapo
lated at a shallower depth of 1.6 km (bsl), which provided a trade-off 
between avoiding the introduction of artefacts while allowing refrac
ted signals to become first arrivals at sufficiently closer offsets (Fig. 5). 

Downward continuation was carried out in two steps: 1) the 

extrapolation of each set of 816 traces of the receiver gathers (corre
sponding to a single shot point) vertically down to 1.6 km (bsl) and, after 
sorting of the extrapolated shot gathers into Common Receiver Point 
(CRP) gathers, 2) the extrapolation of each source wave field, corre
sponding to 204 shots per CRP gather, to the same depth. Finally, the 
data were sorted back into shot gathers before travel-time analysis 
(Fig. 5). Further details on the pre-conditioning of the data prior to DC 
and testing performed for DC parameter selection are presented in sec
tion A of the supporting material. 

The final output of the downward continuation shows refracted ar
rivals at offsets as close as 2.75 km (channel no. 220) compared to the 
5.5–6 km (channel no. 440–480) within non-downward continued shot 
gathers (Fig. 5). The extent of the arrivals in the downward-continued 
data depends on the distance between the datum and the seafloor, the 
underlying velocity function, and local topography; therefore, the 
source-receiver range of reflected first arrivals changes slightly from one 
location to another (Arnulf et al., 2014). Whereas refracted arrivals have 
been improved by downward continuation, reflected arrivals are noisier 
in downward continued data. For this reason, non-downward-continued 
data were used to pick reflected travel-times, whereas 
downward-continued data were primarily used to pick refracted 
travel-times. 

4.2. Travel-time analysis 

For travel-time analysis, we required a code that could model both 
refractions and reflections, deal with a large number of layers with 
complex geometry defined by reflection imaging and allow integration 
of picks from both downward-continued and non-downward-continued 
data. Thus, reflection tomography and first arrival tomography codes 
could not be used. The widely used reflection/refraction tomography 
code Tomo2D (Korenaga et al., 2000) does not deal with layers con
strained by reflected picks only. The JIVE 3D code (Hobro et al., 2003) 
can deal with such layers but struggles when many layers are present, 
some of which are poorly constrained. Thus, ultimately, we decided to 
use the forward modelling code of Zelt and Smith (1992), which with 
some manipulation satisfies all the above criteria. 

4.2.1. Travel-time phase definition 
The first stage in seismic travel-time modelling is travel-time picking 

Fig. 5. Downward continuation applied to streamer data. Left) seismic profile BS-200B. The vertical line represents the location of the shot gather (FFID 31692) 
shown to the right. Right) FFID 31692 is compared before and after downward continuation. Seafloor reflection (red), and first arrival refraction (blue), are also 
shown. The comparison highlights that downward continuation allows refracted events, originally visible from ~6.8 km offset (channel 550) on non-downward 
continued data, to be visible as first arrivals at ~ 2.7 km offset (channel 220). 
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and the assignment of phase to different arrivals. Layer boundaries were 
defined using seismic horizons mapped in the time domain on the stack 
profile (Fig. 6). The depth-converted horizons were used to construct the 
initial layered model. Reflected arrivals (phases) corresponding to the 
defined layer boundaries were then picked in the non-downward- 
continued shot domain, where visible (shot gather in Fig. 6). Compari
son with the stacked profile and with common receiver gathers was used 
to help identify each phase at near offsets and to provide guidance for 
phase recognition and picking at increasing offsets along the shot 
gathers. For practical reasons, we could not include every shot gather in 
the model. Given that travel-times showed good lateral continuity, 
picking every 8th shot was considered sufficient for this analysis. Phase 
picking was performed following the troughs (or peaks; zero-phase fil
ter) of each reflected phase; for consistency, the same procedure was 
applied to refracted phases picked on downward-continued data. 

A total of ten reflected phases were picked at 13 shot locations at 400 
m spacing. The selected shots cover a distance from 19.45 km to 24.25 
km along the 33 km-long profile (see section A of the supporting ma
terial), which includes the multiple BSR area (Fig. 6). The choice of 
multiple phases associated with stratigraphic reflectors beneath the 
BSRs is due to the geological complexity of this area, with folded 
structures present as steeping-dipping events often cross-cutting the BSR 
(Figs. 3 and 6). Thus, the choice of multiple horizons was necessary to 
constrain the velocity structure beneath the BSRs and within the sur
rounding sediments. Also, a simple model with flat, horizontal layers 
required unrealistic and abrupt lateral velocity variations to fit calcu
lated and observed travel-times at the picked reflection events. There
fore, the real geometry of the reflection events was adopted for 
modelling (Fig. 6). 

The model was then extended from the BSR area (to the NE of the 
profile) basinward (to the SW of the profile) to assess whether seismic 
velocity ranges defined in the BSRs area were representative for the 
shallow sedimentary section in other parts of the basin. Thus, an addi
tional three shots from the more horizontally stratified central basin 
area (SW part of the profile) were included in the modelling (Fig. 6). 
Because of the lateral continuity of the sedimentary layers in this area, 
only three shot gathers at 3 km offset spacing (from 9.85 km to a 15.85 

km offset along the profile) were used for phase picking (Fig. 6). At these 
shot locations, five phases were picked, which are laterally continuous 
on stack data. These layer boundaries can be followed into the NE part of 
the profile (within the BSR area) as boundaries 1 (seafloor), 6, 7, 8, and 
9. 

Downward-continued shot gathers were used mainly to pick refrac
ted arrivals. Some reflections were also picked to check the reliability of 
the downward continuation procedure (Fig. 7). Three reflected phases 
(phase 1 - seafloor; phase 2 - BSR1; phase 3 - BSR3) and three refracted 
phases (phases 4, 5 and 6) were identified and picked on downward- 
continued shot gathers (Fig. 7; Figure B-1). 

Over 27500 reflected travel-time picks were made, on both non- 
downward-continued and downward-continued shot gathers. Pick un
certainties were defined by looking at the dominant period of the 
selected travel-times, and accounted for increased uncertainty at mid-to 
far-offsets due to loss of amplitude, to greater dominant period, to ar
tefacts interfering with the selected phases (especially in downward- 
continued data), and to other interference. Uncertainties were there
fore assigned in the range of 5–10 ms, less than half of the dominant 
period (30 ms), to all near-normal incidence reflections picked on non- 
downward-continued data. An uncertainty of 20 ms was instead 
assigned to reflected events picked on downward-continued data, due to 
the deterioration in the reflected signal and the loss of high frequencies. 
Over 3300 refracted travel-time picks were made on downward- 
continued data and assigned an uncertainty from 20 ms increasing to 
25 ms at far-offsets, corresponding to approximately half of a wave cycle 
(50 ms). 

4.2.2. Travel-time modelling 
Modelling was carried out in a layer-stripping approach using non- 

downward-continued reflected travel-time picks first, where progres
sively deeper phases are modelled while holding the overlying layers 
fixed until all data have been fitted. The resulting model was then in
tegrated with refracted and reflected travel-times picked on downward- 
continued data (Fig. 8, Figure C-1 to Figure C-5). At this stage, the ve
locity model was adjusted where necessary, with only minor adjust
ments to the layer boundaries. 

Fig. 6. Seismic reflection profile showing the interpreted seismic phases used for the velocity model construction (coloured lines), and the location of the shot gathers 
picked for travel-time analysis (vertical black segments). Phase 1 - seafloor reflection; phases 2, 3, 4 and 5 - BSR0, BSR1, BSR2 and BSR3, respectively; phases 6 to 10 - 
stratigraphic horizons beneath BSR3. The thick black segment is the location of the non-downward-continued shot gather to the right (FFID 31692) where interpreted 
phases are overlaid. 
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The number and position of boundary nodes was adapted to the 
horizons picked along the seismic reflection profile, whereas velocity 
node spacing was adjusted to fit the observed data with the minimum 
necessary changes in depth nodes. All layers had a normalised misfit (χ2) 
below 1–1.5, which was the imposed stopping criterion. Further infor
mation on the travel-time model fit and results is available in section D 
of the supplementary materials. 

Downward continuation allowed picking of refracted signals at 
closer offsets, but the observed phases still come from beneath the BSRs 
(Fig. 8; Figures C-1 to C-5). We discuss this limitation of the downward 
continuation method further in section 5.1. 

4.3. Modelling of the BGHSZ 

We compared the depth of the interpreted BSRs with the expected 
depth of the BGHSZ. The GHSZ thickness below seafloor is given by the 
distance between the seafloor and the intersection of the temperature 
profile with a hydrate phase boundary (e.g., Marín-Moreno et al., 2016; 
Tinivella and Giustiniani, 2013). Assuming hydrostatic pore fluid pres
sure and steady state temperature conditions, this calculation depends 
upon parameters such as the bathymetry, geothermal gradient, seafloor 
temperature, pore-water salinity, and molecular composition of the 
hydrate forming gas (e.g., Sloan, 1998). Other parameters affecting 
hydrate stability such as pore size (e.g., Østergaard et al., 2002; De La 
Fuente et al., 2021) are not considered here. 

Seafloor depth ranges from a minimum depth of 1.53 km to the NE, 
to a maximum depth of 2.13 km to the SW of the profile. We compiled 
temperature, salinity, and geothermal gradient data from published 
literature to define average parameters for the GHSZ modelling. Ba
thymetry is defined by the seafloor horizon picked along the time- 
migrated stack profile, which was converted from time to depth 
assuming a constant seawater velocity of 1.49 km/s. The geothermal 
gradient in this part of the EBSB is expected to vary between 20 and 
42 ◦C/km, based on heat-flow measurements and other estimates 

(Vassilev, 2006; Minshull and Keddie, 2010). Results from the DSDP 42B 
Hole 379A (see location in Fig. 1), provide a narrower range of 
geothermal gradients between 32 and 38 ◦C/km (Erickson and Von 
Herzen, 1978). No geothermal gradient information from industry wells 
in the EBSB was available for this study. Analyses of pore water samples 
in the same DSDP cores (i.e., DSDP 379A; Muratov et al., 1978; Ross, 
1978) show that salinity decreases rapidly from ~2.23 wt % at the 
seafloor (Özsoy and Ünlüata, 1997) to ~ 0.2–0.5 wt % in shallow 
sub-seafloor depths (Calvert and Batchelor, 1978), as geochemical 
conditions within the sediments change to lacustrine (e.g., Manheim and 
Schug, 1978; Riboulot et al., 2018; Riedel et al., 2020). Within 25 to 350 
m-deep sediments the pore-water salinity is low at about 0.5% wt, 
caused by the dominant fresh-water stages during Quaternary deposi
tion (Manheim and Schug, 1978). These correspond to limnic conditions 
that occurred during sea-level low-stands, when Mediterranean 
seawater could not pass the Bosporus inlet and the Black Sea was iso
lated (Manheim and Schug, 1978). 

A seafloor temperature of 9 ± 0.1 ◦C is well constrained by numerous 
studies and is generally uniform across the whole basin (Degens and 
Ross, 1974; Xing and Spiess, 2015; Ker et al., 2019; Vassilev, 2006). 
Finally, based on the analysis of methane isotope signatures from cores 
and seeps, the primary hydrate-forming gas composition for the Black 
Sea hydrate is considered to be 99.1–99.9% methane (e.g., Ginsburg and 
Soloviev, 1998; Vassilev and Dimitrov, 2002; Poort et al., 2005; Merey 
and Sinayuc, 2016; Zander et al., 2020; Chazallon et al., 2021). 
Furthermore, gravity corer data from the Batumi region of the EBSB 
have shown that the recovered gas hydrate samples contain 99.96% 
methane gas (Heeschen et al., 2011). Therefore, we focused on Structure 
I methane hydrate-gas composition for our modelling of the gas hydrate 
stability field; nevertheless, we cannot completely rule out the presence 
of thermogenic gasses as those have been reported by some studies from 
the central Black Sea and along the northern upper slope (e.g., Merey, 
2017; Limonov et al., 1997; Kruglyakova et al., 2004; Mazzini et al., 
2004). 

Fig. 7. Phase identification on downward-continued shot gather (FFID 31692). The shot location is shown in Fig. 6. Three reflected phases were identified: phase 1 - 
seafloor, phase 2 - BSR1 and phase 3 - BSR3. Three refractions from mid-to far-offsets were picked (phases 4, 5 and 6). Black box on the shot gather to the right refers 
to a zoomed image in Figure B-1 showing wiggle traces and refracted phase identification (see supplementary material). 
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Based on the compiled data, we consider a 100% methane hydrate 
phase boundary (Moridis, 2003), 0.5 % wt pore water salinity (e.g., 
Soulet et al., 2010; Riboulot et al., 2018; Bohrmann et al., 2018; Bialas 
et al., 2020), seafloor temperature of 9 ◦C (e.g., Degens and Ross, 1974; 
Vassilev and Dimitrov, 2002), geothermal gradient varying between 20 
and 42 ◦C/km (e.g., Erickson and Von Herzen, 1978; Vassilev, 2006; 
Minshull and Keddie, 2010), water density of 1030 kg/m3, and hydro
static pressure. As Moridis (2003) only considers methane hydrate sta
bility curve from pure water, we use Dickens and Quinby-Hunt (1994) 
relationship (their eq. 7) to convert the methane hydrate stability curve 
for pure water to 0.5 % salinity. 

4.4. Effective-medium modelling 

Knowledge of the compressional (VP) and shear (VS) wave velocity 
can be used to estimate gas hydrate and free gas content in the pore 
space (e.g., Ecker et al., 1998; Jakobsen et al., 2000; Waite et al., 2009). 
Higher velocities than those expected for water-filled, normally 

compacted marine sediments within the GHSZ can often be attributed to 
the presence of gas hydrate (e.g., Chand et al., 2004). The presence of 
small concentrations (i.e., only few percent) of free gas in the pore space 
can attenuate the propagation of seismic waves and reduce considerably 
the P-wave velocity, and thus, this can be used to define gas content in 
low-velocity zones (e.g., Singh et al., 1993). 

Here we used the Hydrate-Bearing Effective Sediment (HBES) model 
described by Marín-Moreno et al. (2017). The model mathematically 
represents the concept of hydrate-bearing sediment being an effective 
medium comprised by sediment grains, solid hydrate, water, and gas. It 
is based on the Biot-Stoll formulation (Biot, 1956; Stoll and Bryan, 1970) 
and predicts VP and Vs, and P- and S-wave attenuation (or intrinsic 
attenuation) of hydrate-bearing sediments (Mavko et al., 2009). In the 
HBES model, the hydrate’s habit is considered as either pore-floating, 
cementing hydrate at grain contact, or cementing hydrate enveloping 
the grains (Ecker et al., 1998, 2000) and load-bearing (Sahoo et al., 
2019). Different hydrate habits can affect VP and Vs differently and, 
generally, the presence of pore-floating hydrate results in small changes 

Fig. 8. Travel-time analysis on a representative downward-continued shot gather (FFID 31628). (A) Plot showing the structure of the model and the velocity node 
positions (the corresponding velocity field is shown in overlay in Fig. 9) initially defined by layer stripping approach using reflected travel-time phases picked on non- 
downward-continued gathers. Point-to-point raytracing of every 5th pick is also shown and belongs to refracted and reflected phases picked on FFID 31628, used to 
complement model definition. Phases 1, 2 and 3 in the modelling represent reflections from layer 1 (seafloor), layer 3 (BSR1) and layer 5 (BSR3), respectively (see 
Fig. 6). Three refractions, phases 4, 5 and 6, are associated with layers 7, 8 and 9, respectively. (B) Observed and calculated travel-times are compared. (C) Vertical 
bars mark every nth observed travel-time along with their uncertainties; real shot gather is shown. A reduction velocity (V red) of 2.5 km/s is used. 
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in elastic wave velocities, whereas load-bearing and cementing 
hydrate-bearing sediments show significantly higher VP and Vs than 
those of the host sediment (Priest et al., 2009; Dai et al., 2012). This 
different velocity response depending on hydrate habit is represented in 
the HBES model by considering that pore-floating hydrate only modifies 
the bulk modulus of the pore fluid, whereas cementing hydrate increases 
both the bulk and shear moduli of the sediment (Ecker et al., 1998, 
2000). 

Here, the physical properties of the composite sediment are modelled 
by mixing the various components in different ways (see section 4.4.1). 
To quantify the saturation of the different components that can explain 
the VP obtained from travel-time analysis, we fix the shear and bulk 
moduli of the mineral grains, methane hydrate, methane gas and brine 
and test different fractions of these components (the shear modulus of 
the fluids is assumed to be zero). For simplicity, we do not consider cases 
in which free methane coexists with methane hydrate, although we 
recognise that hydrate and gas can co-exist (e.g., Liu and Flemings, 
2006; Sahoo et al., 2018). We therefore consider two models, one with 
variable amounts of methane hydrate and brine in the pore space, and 
the other with variable amounts of methane gas and brine. We assume 
that any methane gas present has a uniform distribution in the pore 
space. This assumption maximises the effect of gas on velocity, giving a 
lower bound on gas content. We compared the calculated VP from the 
HBES model with the observed VP from travel-time modelling at two 
locations, one in the flat-lying sediments of the central basin and the 
other in the BSR area. Sediment velocities in the central basin appear 
lower than towards the zone where BSRs are interpreted, and no velocity 

inversion is observed; thus, we consider them to be representative for 
background VP ranges (i.e., non-hydrate-bearing sediments). This com
parison was done at stratigraphic depths of ~258, 360 and 438 mbsf, 
corresponding to BSR0, BSR1 and BSR3, respectively. Given the small 
variation in VP between the layers above and below BSR2, BSR2 depth 
was not input as a relevant boundary into the effective-medium 
modelling. In the following we only present VP from the HBES model 
as this is the parameter constrained by travel-time analysis. 

4.4.1. Modelling parameters 
The youngest sediments in the EBSB have been sampled by gravity 

cores, onshore geological mapping (i.e., NE Turkey) and existing well 
control. Sediment cores obtained during the DSDP Leg 42B in 1975 in 
the eastern-central Black Sea (Hole 379A) and at the entrance of the 
Bosphorus in the WBSB (Holes 380, 381) provide valuable information 
on the shallow sediment composition in the Black Sea (Muratov et al., 
1978; Ross et al., 1978) (well locations in Fig. 1). Sediment composition 
information from these borings has been used by previous studies in the 
Black Sea to quantify gas hydrate and free gas saturation in sediments 
where BSRs have been identified (e.g., Lüdmann et al., 2004; Zillmer 
et al., 2005). 

Here, we use previous estimates of the physical parameters of the 
solid grains/minerals (i.e., shear and bulk moduli, Ks and Gs, density, ρs) 
from Zillmer et al. (2005), that assumed a mineral composition of 60% 
clay, 20 % sand (quartz) and 20% Ca–Mg carbonate lithology. Based on 
shear and bulk moduli, and density values presented by Mavko et al. 
(2009), Zillmer et al. (2005) estimated average values of 

Fig. 9. Post-stack time-migrated profile of the seismic data used for velocity modelling (top), and the 2D velocity model resulting from the combined reflected and 
refracted travel-time analysis overlaid on top of the seismic section (bottom). Modelling of the NE portion of the profile (shaded area) was complicated by the 
presence of closely spaced folds and dipping layers not properly resolved by seismic imaging; therefore, we did not focus on constraining the complex geology in this 
portion of the profile but rather in better constraining layers between 9.85 km and 24.25 km distance. The thick orange and black lines on the seismic sections show 
the location of the 1D velocity profiles (inset to the top right). Note that the 1D velocity profile for the central basin was shifted up to match the water bottom (WB) at 
the thrust area 1D velocity profile. VP values for the central basin and the thrust area are in displayed in km/s. The absolute delta between the two VP trends is shown, 
along with the delta % considering VP from the central basin as reference value (grey dotted lines). The black box in the top section marks the zoomed part shown 
in Fig. 10. 
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Ks ≈ 32 ± 5 GPa, Gs ≈ 16 GPa and ρs ≈ 2630 ± 50 kg/m3. Based on the 
estimated ρs, these authors calculated a porosity (ф) decrease between 
the seafloor and 205–270 mbsf from 78 ± 1% to 57 ± 7%. Other studies 
have reported porosities of ~60% for the shallow sediments of the Black 
Sea, decreasing down to 50% at sediments around 150 mbsf (e.g., Vas
silev, 2006; Riboulot et al., 2018; Merey, 2017). At DSDP Hole 379A, the 
~70% porosity within shallow sediments decreases to 38% at ~350 
mbsf depth (Ross et al., 1978). We therefore considered a porosity range 
of 30 to 50–60% for the deepest (~600 mbsf) to the shallowest (~258 
mbsf) modelling depth used in this study (Tables 1 and 2). 

Pore pressure and temperature are needed to calculate the density, 
viscosity, and bulk modulus of the fluids (methane gas and liquid water) 
and effective pressure is required for the calculation of the dry moduli in 
the presence of pore-floating hydrate (see Marín-Moreno et al., 2017). 
Hence, at the four BSR depths below seafloor (258 m, BSR0; 360 m, 
BSR1; 438 m, BSR3; Table 1), we calculated pore pressure (Pp), 
confining pressure (Pconf ) and effective pressure (Peff = Pconf − Pp). In 
these calculations we assumed hydrostatic conditions, grain and water 
densities of 2630 kg/m3 and 1030 kg/m3, respectively, and an average 
hydrate-free porosity of 50% (this porosity value was used to estimate 
sediment density for the effective pressure calculation). The imposed 
depth uncertainty (ΔZs = ± 10m) comes from estimates at the layer 
boundaries using travel-time sensitivity analysis (section D of supple
mentary information) and used to derive pressure uncertainty (Table 1). 
For the temperature, we used a seabed temperature of 9 ◦C (Degens and 
Ross, 1974), and an average geothermal gradient of 31 ◦C/km was 
defined based on the range considered in this study (20–42 ◦C/km) (e.g., 
Erickson and Von Herzen, 1978; Vassilev, 2006), with an imposed un
certainty ΔT/km = ± 11 ◦C/km (Table 1). For consistency with the 
modelling of the GHSZ presented above, we consider a salinity of 0.5 wt 
% and pure methane gas and hydrate. The pore-water salinity (s) is 
specified based on representative values for the EBSB. Physical param
eters for the gas hydrate solid phase occupying the pore space assume 

values for pure methane (structure I) hydrate, which is observed to occur 
more widely in nature (e.g., Kvenvolden, 2000) and in the Black Sea 
(Michaelis et al., 2002; Poort et al., 2005; Bialas et al., 2020; Merey and 
Sinayuc, 2016). 

Reference values used for the calculations, their imposed un
certainties, and their propagation in calculated velocities (ΔVP) are 
shown in Table 1 and other relevant input parameters for the HBES 
model are presented in Table 2. 

5. Results and interpretation 

5.1. Benefits and limitations of downward continuation 

The long-offset nature of the seismic data used in this study allows 
refracted arrivals to be imaged at far offsets. Streamer data pre- 
conditioning can help to improve this travel-time information, making 
it comparable with a seafloor or near-seafloor refraction experiment (e. 
g., Harding et al., 2007; Henig et al., 2012). We therefore tested the 
ability of the downward continuation technique to enhance refracted 
arrivals and thereby constrain velocity information within the top few 
hundred meters of sediments, focusing on where multiple BSRs have 
been identified. 

Downward continuation improved the first arrival refraction, 
collapsing the seafloor reflection towards zero offset and bringing out 
refractions from shallower structures as first arrivals at nearer offsets. 
However, downward-continued data also contain strong linear artefacts 
at near offsets, which come before the first arrivals. These artefacts 
limited the refracted arrival offsets that could be used for travel-time 
analysis. Furthermore, we were not able to recover refracted informa
tion between the multiple BSRs. This may be due to (i) the limited 
vertical spacing between the BSR seismic phases and (ii) their shallow 
sub-seafloor depth meaning that, although refractions may be generated 
at such levels, they will not appear as first arrivals on shot gather but 
they are most probably masked by other refractions from deeper and 
faster layers (e.g., Qin and Singh, 2018). These deeper refracted arrivals 
would still bear some information on the velocity structure of the layers 
they have travelled through; however, the impact of these layers on the 
deeper refractions travel-times may be minor considering their rela
tively small vertical thickness. These factors limit the downward 

Table 1 
Test conditions: confining pressure (Pconf ), pore pressure (Pp), effective pressure 
(Peff = Pconf − Pp) and temperature (T) of sediments at the chosen stratigraphic 
depths. Imposed uncertainties include: ΔZs = uncertainty in stratigraphic depth 
from travel-time analysis; ΔTs = uncertainty in sediment temperature; ΔT/ km 
= uncertainty in geothermal gradient value assuming an average value of 31 ◦C/ 
km within the range of 20-42◦C/km; Δф = uncertainty in sediment porosity; Δρs 
= uncertainty in solid grain density. Derived uncertainties are: Δρ = uncertainty 
in bulk density of the sediment (calculated as ρ= ρs (1 − ф)+ρw⋅ф); ΔPp = un
certainty in pore pressure calculated as Pp=ρw⋅g⋅Zs; ΔPconf = uncertainty in 
confining pressure calculated as Pconf = ρ⋅g⋅Zs; ΔVP = uncertainty in seismic 
velocity estimate.   

Depth (mbsf) Pp (Pa) Pconf (Pa) Peff (Pa) T (◦C) 

BSR0 258 2.6 × 106 4.6 × 106 2 × 106 17 
BSR1 360 3.6 × 106 6.5 × 106 2.9 × 106 20 
BSR3 438 4.4 × 106 7.9 × 106 3.5 × 106 23 
- 600 6.1 × 106 1.1 × 107 4.9 × 106 28 
Imposed uncertainty values 
ΔZs 

±10 m 
ΔTs 

±3–5 ◦C 
ΔT/

km ±11 ◦C/km 

Δф 
±5% 

Δρs 
±0.05 g/cm3 

Derived uncertainty values 
Δρ 

±0.105 g/cm3 

ΔPp 
±0.1 × 106 Pa 

ΔPconf 
±0.4-0.7 × 106 

ΔVP 
±27–37 m/s  

Table 2 
Input parameters for the HBES model [1Best et al., 2013;2Helgerud et al., 
2009;3Setzmann and Wagner, 1991;4Zillmer et al., 2005;5Ecker et al., 
2000;6Millero et al., 1980]. Note: we present the most relevant modelling pa
rameters for reproducibility purposes. Some of these parameters, e.g., fluid 
pressure and fluid flow related parameters, are relevant primarily for attenua
tion and velocity dispersion analysis which is not within the scope of this work. 
For more detailed information refer to Marín-Moreno et al. (2017).  

Component properties 

Hydrate bulk modulus (KH)1 7.9 × 109 Pa 
Hydrate shear modulus (GH)1 3.3 × 109 Pa 
Hydrate Poisson’s ratio (vH) 0.32 
Hydrate density (ρH)2 925 kg/m3 

Methane bulk modulus (KCH4 )3 KCH4 (Pp, T) [Pa] 
Methane density (ρCH4

)3 ρCH4 
(Pp, T) [kg/m3] 

Solid composition4 60% clay, 20% quartz, 20% Ca–Mg 
Solid grain bulk modulus (KS)4 32 × 109 Pa 
Solid grain shear modulus (GS)4 16 × 109 Pa 
Solid grain Poisson’s ration (vS)4 0.29 
Solid grain density (ρS)4 2630 kg/m3 

Solid grain diameter (dS) 1 × 10− 5 m 
Solid grain coordination number (n)5 9 
Water bulk modulus (Kw)6 Kw (Pp, T) [Pa] 
Water density (ρw)6 ρw (Pp, T) [kg/m3] 
Water salinity (s) 0.5 % wt 
Parameters 
Porosity without hydrate (ф) 0.3–0.6 
Critical porosity (фc)

1 0.38  
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continuation technique when applied to shallow stratigraphic targets, 
thus impacting refracted travel-time analysis; however, the integration 
of refracted travel-times provided further support for the velocity model 
defined using reflected travel-times and better constrained the deeper 
stratigraphic layers. 

Another element that affected our results is the geological 
complexity of the study area. This complexity resulted in noise and ar
tefacts being introduced during downward continuation and also limited 
our ability to sample laterally continuous refracted and reflected events 
across shot gathers. Finally, since refracted arrivals are not generated by 
low-velocity zones, refracted travel-times provide little constraint on 
gas-bearing zones. For all these reasons, reflected travel-times were 
essential for velocity model construction and definition, whereas only 
few refracted arrivals could be used to improve the velocity field. 
Nevertheless, these refractions allowed us to check model consistency 
and to better constrain the lateral variation of the velocity field, as their 
travel-times bear information about the velocity structure of shallower 
layers. 

5.2. Velocity model 

Based on travel-time analysis, we constrain the depth of the picked 
seismic phases (Fig. 6) and the velocity structure between them (Fig. 9). 
BSR0, BSR1, BSR2 and BSR3 are inferred at an average depth of 258, 
360, 395 and 438 ± 10 mbsf, respectively, where seafloor depth is be
tween 1976 m and 1868 m along the extent of the interpreted BSRs. 
Thus, we assumed an average seafloor depth of around 1920 m for this 
analysis. Note that we consider VP trends rather than interval velocities 
(VINT) as they represent better how seismic velocities change within 
each layer and, consecutively, they provide a better understanding of 
how physical properties of sediments change with depth within each 
layer. VP increases from 1.55 km/s to 1.72 ± 0.02 km/s between sea
floor and BSR0, from 1.75 km/s to 1.83 ± 0.01 km/s between BSR0 and 
BSR1, and a VP decrease from 1.83 km/s to 1.61 ± 0.03 km/s is 
modelled beneath BSR1. This low-velocity zone, which includes BSR2, is 
defined as a 70-80 m-thick layer bounded by BSR1 and BSR3 at its top 
and bottom, respectively. Within the low-velocity zone, the reduction in 
VP of about 12% with respect to the VP at BSR1 may indicate the pres
ence of free gas. VP then increases rapidly underneath BSR3, starting 
from values of 1.82–1.90 km/s (Fig. 9). 

The velocity model shown in Fig. 9 is poorly constrained to the NE 
part of the profile, where the complexity of the compressional tectonics 
and our ability to pick travel-time events consistently across shot gathers 
limited modelling of travel-time arrivals. Thus, the layer depths and 
velocity structure of the travel-time model in this area are assumed to be 
laterally continuous with the layers defined in the area of the multiple 
BSRs (Fig. 9). To the SW of the profile, within the almost horizontal 
layering of the central basin, modelling is better constrained and layer 
boundaries can be traced in lateral continuity with the ones defined in 
the BSRs area (Fig. 9). However, at the front of the compressional 
folding marking the transition from the BSRs area to the central basin 
domain, seismic events are also poorly imaged. As a result, this area has 
also to be considered poorly constrained in terms of the defined velocity 
model. 

We focused on the definition of the shallow sediment velocity 
structure for the area where BSRs are identified (NE) and, as a com
parison, for the sediments at similar sub-seafloor depths in the central 
basin (SW) (Fig. 9). Although hydrate-related BSRs may also be present 
in the central basin, the lack of low-velocity zones suggests the absence 
of gas trapped beneath a BGHSZ; thus, we consider sediments in the 
central basin area to represent background values to which compare 
observations from the multiple BSRs area. These two areas show seismic 
velocities with different trends. Sediments up to 258 mbsf in the central 
basin have a VP range of 1.55–1.64 km/s, so VP values lower than the 
range of 1.55–1.72 km/s modelled in sediments above and at BSR0. 
Similarly, sediments up to 360 mbsf in the central basin have a VP range 

of 1.72–1.75 km/s, also with VP values lower than the range of 
1.75–1.83 km/s modelled above and at BSR1. Furthermore, the low- 
velocity zone modelled between BSR1 and BSR3 is not matched by 
any low-velocity zone in the central basin, where sedimentary velocities 
increase monotonically with depth. The presence of higher velocities in 
sediments between the seafloor and the imaged BSRs may indicate 
lithological changes, enhanced compaction and/or the presence of 
hydrate-bearing sediments. The lower velocities of sediments in the 
central basin are considered to be representative of background values 
with no hydrate in sediments. 

Similar velocity trends within the shallow sediments are observed in 
Scott et al.’s (2009) tomographic seismic experiment, and in well data 
(Ross et al., 1978; Muratov et al., 1978). Based on a travel-time analysis 
in the central-SW part of the EBSB, Scott et al. (2009) found that the 
seismic velocity in shallow sediments steadily increases with depth by a 
vertical gradient of ~0.7 s− 1. Generally, the velocity gradient expected 
for shallow sub-seafloor sediments dominated by a shale lithology is 
~0.55 s− 1 and by a sand lithology is ~1–1.15 s− 1 (Japsen et al., 2007). 
Scott et al. (2009) interpreted their ~0.7 s− 1 gradient to suggest a 
shale-dominated lithology, in agreement with the DSDP Hole 379A 
lithostratigraphy (Ross, 1978). Given the lateral uniformity of sediments 
across the whole basin, we assume the same lithology (and velocity 
gradient) in our study area; then, we compare the velocity trends 
observed in sediments above BSR1 with the expected velocity trends 
assuming standard velocity gradients for shale and sand lithology 
(Japsen et al., 2007), and with the expected velocity trends assuming the 
intermediate shale gradient estimated by Scott et al. (2009). The same 
comparison is also done for the velocity trend estimated within shallow 
sediments in the central basin (Figs. 9 and 10). 

The comparison between VP profiles shows that shallow sediment 
velocities in the central basin have a similar gradient to that estimated 
by Scott et al. (2009), which is representative of a shale-dominated li
thology (Fig. 10). Sediments in the BSR area are instead characterised by 
higher VP gradients than those expected for a shale-dominated lithology. 
Sediments above BSR0 show a velocity gradient similar to that of 
sand-dominated lithology (Japsen et al., 2007), and sediments between 
BSR0 and BSR1 have an even higher gradient (Fig. 10). Below BSR1, the 
low-velocity zone represents another velocity anomaly (Figs. 9 and 10). 
Although from travel-time analysis we cannot determine the internal 
structure of the low-velocity zone, its thickness and mean velocity are 
well constrained by travel-times from a reflector marking its base. 

5.3. Modelling of the BGHSZ 

The comparison between the depths of the BSRs, calculated by 
travel-time analysis, and the calculated BGHSZs shows that a 
geothermal gradient of 38 ◦C/km provides the best fit with the depth of 
BSR0. The BSR1 depth is instead best fit by geothermal gradients be
tween 26 and 30 ◦C/km. Lower geothermal gradients need to be 
assumed for the deeper BSRs (BSR2 and BSR3) (Fig. 11). 

Parameters such as salinity, seafloor temperature and hydrate- 
forming gas composition are well-constrained across the Black Sea, 
and they are not expected to vary in this area. The main source of un
certainty is then the geothermal gradient. Hole 379A provides some 
constraint on the expected geothermal gradient in the EBSB, showing 
values between 32 and 38 ◦C/km (Erickson and Von Herzen, 1978); 
however, measurements from geothermal stations across the whole 
Black Sea show a high degree of location-specific variation in the 
geothermal gradient (Vassilev and Dimitrov, 2002). Our profile lies in an 
area with measured geothermal gradients around 42 ◦C/km or higher; 
these high gradients may be linked to the tectonic setting and to fluid 
flow through the deep-rooted fault systems dominating the folded sed
iments of the Tuapse Trough (Vassilev, 2006). 
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Fig. 10. Comparison between seismic velocity trends (VP) for the shallow sediment (as derived from modelling results) in the central basin and in the BSR area, from 
seafloor (WB) down to ~ 260 mbsf (Hor0) and ~360 mbsf (Hor1), and from seafloor (WB) down to BSR0 and BSR1, respectively. Note that the vertical scale for the 
velocity plots at the bottom of the figure are expressed in milliseconds below seafloor (positive values) to make plots comparable. VP trends are also calculated 
assuming velocity gradients expected for shale (0.55 s− 1) and sand (1.1 s− 1) dominated lithologies (Japsen et al., 2007), and the velocity gradient estimated by Scott 
et al. (2009), which was interpreted as representative for the shale lithology of the Black Sea shallow sediments (0.7 s− 1). 
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Fig. 11. A) Results from modelling the BGHSZ assuming 100% methane gas composition, 0.5% wt pore-water salinity, 22–42 ◦C/km geothermal gradient, and 9 ◦C 
near seafloor temperature. Black line represents seafloor depth obtained from seismic data; continuous blue lines are seismic BSR depths, and dashed blue lines show 
BSR depth uncertainty for a ±20 m/s velocity variation estimated from travel-time analysis; red lines represent the calculated BGHSZ. B) Phase diagram illustrating 
the stability conditions of methane hydrates at the location depicted in A and highlighting that BSR1 corresponds to the BGHSZ assuming a geothermal gradient 
between 26 and 30 ◦C/km. Vertical axis is depth below sea-level. 

Fig. 12. Plot of VP trends at different percentages of brine saturation (Sw), hydrate saturation (SH) or gas saturation (SG) in the pore space, and as function of porosity 
(φ). Arrows displayed at the top of each plot highlight increasing Sw versus SH (a, b and c) and Sw versus SG (d) trends. A Sw of 1 means fully water-saturated sediment. 
For a Sw < 1, a percentage of the pore space is made up of either hydrate (a, b and c) or gas (d). VP trends are shown at (a) 258 mbsf, (b) 360 mbsf, (c)-(d) 438 mbsf. 
VP values are summarised in Table 3. Blue arrow in (b) highlights the expected trend of VP and ϕ values following hydrate dissociation; VP decreases as result of an 
increase in ϕ possibly combined with some of the released gas trapped in the system. 
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5.4. Effective-medium modelling 

We used the effective-medium modelling approach described by 
Marín-Moreno et al. (2017) to calculate VP and compare it with the VP 
obtained from travel-time analysis (hereafter named as observed VP). We 
model depths associated with main changes in VP, which are related to 
the depth of the identified BSRs. Similar sub-seafloor depths are 
assumed in the central basin. This comparison allows to define which 

ranges of hydrate (SH) or gas (SG) saturation in the pore space can 
explain the observed VP. Hydrate habit has a strong influence on the 
physical properties of hydrate-bearing sediments (e.g., Spangenberg 
et al., 2014), with cementing hydrate highly increasing VP even at low 
(below 1%) hydrate saturation. Here, VP values calculated assuming 
cementing hydrate were much higher and not comparable with the 
observed VP in our study area. Thus, we assumed a pore-floating hydrate 
habit. 

Table 3 
Tables showing values of calculated VP (in m/s) obtained at different stratigraphic depths for different porosity (%) and SH (or SG) (%). VP ranges 
highlighted show the match with the observed VP. 
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Note that we do refer to VP trends rather than to VINT aiming to 
constrain physical parameters and their variability within layers, rather 
than identifying a single value of i.e., gas/gas hydrate saturation within 
layers based on VINT. The other physical parameters used in the 
modelling (i.e., salinity, porosity, etc.) come from literature and we have 
no constraint on how they may vary within depth within a layer, so we 
assumed averaged values. 

For each BSR depth and corresponding sub-seafloor depth in the 
central basin, we calculated the VP assuming variable porosity of the 
sediment and variable amount of pore-floating hydrate (SH) or gas- 
bearing (SG) sediment. Results of these calculations are summarised in 
Fig. 12 and Table 3. 

Modelling results show that the VP ranges observed in the central 
basin may be explained by the assumed shale-dominated lithology, with 
a porosity decreasing from 60% to 40% from 258 m to 438 m depth bsf. 
These values are within ranges provided by recent studies that have 
reported a porosity of approximately 60% for the shallow sediments of 
the Black Sea, decreasing down to 50% at sediments around 150 mbsf (e. 
g., Vassilev, 2006; Riboulot et al., 2018; Merey, 2017). Thus, we 
consider 50% sediment porosity to be representative for the shallow 
sediments up to BSR1 depths. Sediment porosity might reduce with 
depth more rapidly in folded sediments (Fruehn et al., 1997), however, 
since no constraints are available on sediment porosity within the 
Tuapse Trough folded structures, we only refer to values from previous 
studies and estimates. Lower porosities ~30% may be assumed at 
greater depths (~600 mbsf). 

Assuming porosities of around 50% in shallow sediments (up to BSR1 
depths) in the central basin, the calculated VP can match the observed 
velocity range simply assuming water saturated sediments (Sw of 100%). 
For the same 50% porosity, a pore-floating gas hydrate saturation of less 
than 2% and of 4 ± 2% needs to be considered above BSR0 and BSR1, 
respectively, to explain the observed velocities (Fig. 12a, b; Table 3). 
Thus, a higher amount of hydrate may be expected within the 100 m- 
thick layer between BSR0 and BSR1. The low-velocity zone imaged 
above BSR3 seems to be best described by a SG of about 20–25%, for 
porosities between 30 and 40% (Fig. 12d; Table 3). Based on previous 
studies, a 30% porosity value is considered more representative for BSR3 
stratigraphic depth. The VP response at the deeper stratigraphic depth of 
~600 mbsf was also modelled as a final test. This depth corresponds to 
an average observed VP of about 2020 m/s for both the central basin and 
BSRs area (Fig. 9), and the calculated VP matches the observed velocity 
assuming a fully water-saturated sediment with a porosity of 30%, 
which is in good agreement with the porosity and lithology expected at 
that depth. This confirms the absence of anomalous velocities that may 
be associated with hydrate or gas in the pore space at that depth. 

6. Discussion 

We observed multiple BSRs-like reflection within the Tuapse Trough, 
in the EBSB, which appear as linear but discontinuous seismic re
flections, sub-parallel to the seafloor, crosscutting the background 
stratigraphy, and showing different seismic polarity (Fig. 3). Besides 
looking at the character of their seismic response, we investigated the 
physical properties of sediments at the multiple BSRs to provide an 
explanation for these reflections to be visible at the crest of a folded 
structure. 

The first question arising when observing these multiple BSR-like 
reflections, is whether they can be considered hydrate-related re
flectors or if they result from other factors not necessarily linked to the 
presence of gas hydrates, but which may also produce BSR-like re
flections (see section 1). For instance, Berndt et al. (2004) have proved 
seismic reflections crosscutting the background sedimentary layers to be 
related to diagenetic boundaries rather than to the presence of a gas 
hydrate system. These types of BSR reflections are associated with the 
opal-C/opal-AT transition or the smectite/illite conversion which, like 
the hydrate phase boundary, are also pressure- and temperature 

(P-T)-dependent and therefore mimic the seafloor. However, such 
diagenetic BSR reflections do not show opposite polarities with respect 
to the seafloor, and they generally form at greater depths since they 
require much higher temperatures (35–50 ◦C) to form. Our observed 
multiple BSR reflections show predominantly reversed polarity 
compared to the seafloor (Fig. 3), suggesting a signal response resulting 
from the presence of gas (or a slower layer) underneath the BSR; 
furthermore, they occur at relatively shallow depths where the tem
perature of the sub-seafloor sediments is expected to be less than 25 ◦C 
(Fig. 11B). As pointed out by previous studies, hydrate-related BSRs are 
generally visible at shallower stratigraphic depths compared to diage
netic BSRs as they are not stable at sediment’s temperatures above 25 ◦C 
(Berndt et al., 2004; Mosher, 2011). For the above reasons, we exclude 
the hypothesis that our multiple BSRs may be associated with diagenetic 
boundaries. 

Other mechanisms, such as the presence of different hydrate-forming 
gases or the presence of overpressure compartments may also explain 
multiple BSR reflections. The presence of different hydrate-forming 
gases changes the hydrate stability P-T conditions, and this effect may 
generate multiple BSRs (Andreassen et al., 2000; Geletti and Busetti, 
2011). However, there is little evidence for the presence of relevant 
quantities of hydrate-forming gases other than methane in the Black Sea 
(e.g., Vassilev and Dimitrov, 2002; Poort et al., 2005; Zander et al., 
2020). Also, although fractionation of thermogenic gas has been sug
gested to cause multiple BSRs, there is no evidence at any locations 
globally where this process has been confirmed (Han et al., 2021). 

Overpressure compartments may also be present in sub-seafloor 
sediments, whose top and base may be imaged by seismic data as BSR- 
like reflections (e.g., Tinivella and Giustiniani, 2013). Gas-induced 
overpressure compartments may lead to low-frequency events in 
seismic data, since high-frequency components of the seismic energy are 
absorbed by gas (e.g., Geletti and Busetti, 2011). However, our seismic 
data do not show evident blanking effects or anomalous seismic veloc
ities that may be associated with the presence of high amounts of gas. 
Furthermore, previous calculations from the WBSB where multiple BSRs 
have similar spacing in depth between them as the ones observed in this 
study, have shown that the presence of overpressure compartments can 
be excluded because the necessary gas column would exceed the vertical 
distance between two overlying BSRs (Zander et al., 2017). We therefore 
exclude that multiple BSRs identified in this study result from either 
change in gas composition or from the presence of overpressure 
compartments. 

Excluding the above mechanisms for the observed multiple BSRs, we 
explore the gas hydrate-related explanation as it seems to best explain (i) 
seismic polarities at the observed BSRs, (ii) results of our travel-time 
analysis showing anomalous velocities compared to the reference 
values in the central basin, and (iii) rock physics modelling results. 
Below we review and discuss the physical properties derived from sed
iments at multiple BSRs (section 6.1), how we interpret the four BSRs in 
this study (section 6.2), and the possible mechanisms responsible for 
BSRs being visible on seismic data (section 6.3). 

6.1. Physical properties of the multiple BSRs 

Discontinuous BSRs, like the ones observed in our study area, are 
often associated with dipping sedimentary layers (interbedded sand and 
mud successions) with high-amplitude seismic facies generally trun
cated at the BGHSZ, resulting in the BSR reflection. While a BSR alone is 
typically considered an unreliable indicator for the presence of gas hy
drates, a phase reversal along a single horizon that crosscuts the BSR 
may be a more robust indicator (Boswell et al., 2012; Portnov et al., 
2021). High-amplitude reflectors below a BSR are generally associated 
with free gas accumulation, whereas high-amplitude and 
reversed-polarity reflections above BSRs are generally considered to 
result from enrichment of gas hydrate (Liu et al., 2021). At the EBSB 
multiple BSRs, we identified one phase reversal along a dipping seismic 

V. Monteleone et al.                                                                                                                                                                                                                            



Marine and Petroleum Geology 161 (2024) 106604

18

reflector crosscutting BSR1, which may be indicative of gas hydrate 
saturation above this BSR (Fig. 3D). The same BSR1 seems to match the 
predicted BGHSZ assuming geothermal gradient values within ranges 
expected in this area (Fig. 11). Results from travel-time analysis, using 
both non-downward and downward continued reflected and refracted 
arrivals, have shown a VP increase from seafloor down to BSR1, with 
BSR0 visible as a positive polarity reflector indicating a further increase 
in velocity gradient in sediments beneath (Fig. 3). VP from seafloor to 
BSR0 (1.55–1.72 km/s) and from BSR0 to BSR1 (1.75–1.83 km/s) are 
higher than the VP in the central basin from seafloor down to BSR0 
(1.55–1.64 km/s) and from BSR0 down to a similar depth to BSR1 
(1.64–1.72 km/s), which matches trends for a shale-dominated lithology 
expected in this area (Fig. 10). Seismic BSRs may be present in the 
central basin, although poorly imaged by the seismic data and masked 
by the sub-horizonal seafloor-parallel stratigraphy; however, there is no 
evidence for a low-velocity zone in the central basin sediments sug
gesting gas accumulation beneath the present-day BGHSZ (Fig. 11A). 
Furthermore, seismic velocities observed in the central basin can be 
explained by normal compaction of water-saturated shaley sediments 
and do not require the presence of gas hydrate, whereas seismic veloc
ities at the multiple BSRs may indicate the presence of an SH less than 2% 
from seafloor to BSR0 and of about 4 ± 2% from BSR0 to BSR1 (Fig. 12a, 
b). To note that we have assumed 50% porosity (e.g., Vassilev, 2006; 
Riboulot et al., 2018; Merey, 2017) and a pore invasive hydrate habit, 
which is generally associated to coarse-grained sediments, but the host 
sediment in the study area is expected to be a shale dominated lithology 
for which a particle displacing habit might be expected (e.g., Ren et al., 
2020). Though, the assumed pore-floating habit and calculated hydrate 
saturations agree with observations from fine-grained muddy sediments 

in systems with modest gas supply, indicating values below 10% and 
hydrate disseminated in the pore space (i.e., pore-floating, e.g., Holland 
et al., 2008; Boswell et al., 2012; Collett et al., 2014). As we do not have 
constraints on the hydrate habit at the study area, the calculated hydrate 
saturations that explain the observed high VP should be taken with 
caution. Furthermore, although the higher velocities above BSR1 may 
alternatively be explained by tectonic compaction in the folded sedi
ments, the abrupt increase in velocities below BSR0 is less readily 
explained by this mechanism. 

Beneath the reversed polarity BSR1, a 70-80 m-thick layer including 
BSR2 and down to BSR3 was modelled, showing a seismic velocity 
decrease of approximately 12% (from 1.83 to 1.61–1.62 km/s). Such 
velocity decrease matches with the phase reversal observed along the 
dipping reflector cross-cutting BSR1 (Fig. 3D) and can be explained by a 
SG of up to 25% (Fig. 12d) assuming a sediment porosity of 30% (i.e., 
Vassilev, 2006; Riboulot et al., 2018; Merey, 2017). This velocity trend 
and inferred saturations are not observed in sediments at similar 
sub-seafloor depths (~438 mbsf) in the central basin, where sediment’s 
velocities match what expected for water-saturated sediments assuming 
normal compaction (Fig. 12c). The base for this free-gas zone seems to 
correspond with BSR3 reflection, beneath which seismic velocities in
crease again. However, we note that the seismic polarity at BSR3 
reflector changes from a reversed polarity (west) to a normal polarity 
(east) (Fig. 3). This mismatch between the seismic response at BSR3 and 
the model can be explained if (i) the waveform of BSR3 is more complex 
than that of the other BSRs likely reflecting the interference with re
flections from background sedimentary strata, or (ii) small velocity 
variations are present associated with thin layers immediately below 
BSR3, but these are not well represented by the thick layers of our 

Fig. 13. Schematic diagrams showing the interpretation of the multiple BSRs, and the most likely formation mechanisms in the EBSB: (1) methane recycling and (2)– 
(3) free gas flow from beneath the BGHSZ, which may include microbial gas generated from beneath the BGHSZ and/or (2) thermogenic gas coming from deeper 
sources (3). Permeable pathways, such as folded stratigraphy and thrust fault(s), favour a focused fluid flow, accumulation and gas hydrate formation at the crest 
structure. BSR3 is interpreted as the oldest BSR. P-T changes (following the LGM) have progressively shifted the BGHSZ upwards leaving behind relict BSRs (BSR3 
and BSR2), which are still visible on seismic data due to free gas being trapped in the pore space following the upward shift of the BGHSZ. BSR1 is interpreted as the 
present-day BGHSZ, and BSR0 is interpreted as the boundary between a lower gas hydrate concentration above (light green) and a higher gas hydrate concentration 
beneath (dark green), or possibly as the top of the GHOZ. Note that the lateral extent of free gas and gas hydrate accumulations reflects the lateral uncertainty in the 
velocity model. Free gas flow from layers deeper than the GHSZ cannot be excluded. Also, permeable pathways as dipping sedimentary layers and faults are 
considered to have favoured the formation of a localised gas hydrate accumulation. Diagram modified from You et al. (2019). 
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velocity model. 

6.2. Interpretation of the EBSB multiple BSRs 

Based on the seismic character, the inferred physical properties of 
sediments in the BSR area, and the results of our BGHSZ modelling, we 
interpret BSR1 to represent the present-day BGHSZ corresponding to a 
geothermal gradient of 26–30 ◦C/km (Figs. 11 and 13). Although these 
geothermal gradient values lie within ranges calculated/measured at 
other locations in the EBSB (e.g., Vassilev and Dimitrov, 2002; Minshull 
and Keddie, 2010) they are slightly lower than those observed at DSDP 
Hole 379A (32–38◦C/km; Erickson and Von Herzen, 1978). Neverthe
less, constraints on the local geothermal gradient are limited and often 
show high degree of variability (Vassilev, 2006), with localised tectonic 
deformation playing a significant role in controlling fluid and heat-flow 
(Riedel et al., 2021). 

Above BSR1, BSR0 appears to be the acoustic boundary between 
lower (at the top) and higher (at the bottom) gas hydrate saturation 
within the hydrate stability zone; thus, we interpret BSR0 as the 
boundary between different amount of SH, or as the top of the gas hy
drate occurrence zone (GHOZ; Wood and Ruppel, 2000; Riedel and 
Collett, 2017; Boswell et al., 2016; Taladay et al., 2017) (Fig. 13). A 
dipping stratigraphic layer crosscutts BSR0, BSR1 and deeper layers, 
showing a higher amplitude and normal polarity character between 
BSR0 and BSR1, but not above BSR0 (Fig. 3); this same layer shows 
phase reversal underneath BSR1 (Fig. 3D). Amplitude-enhanced layers 
have previously been used to identify the extent of the GHOZ (e.g., Gulf 
of Mexico, Portnov et al., 2022; Makran Accretionary Prism; Liao et al., 
2022). Log data from a hole drilled at a BSR site in the Gulf of Mexico has 
also demonstrated the relationship between such high amplitude, 
seafloor-like polarity reflections (also called enhanced-amplitude re
flections) above a BSR with the presence of high gas hydrate saturations 
(Collett et al., 2012). Therefore, we interpret the higher amplitude of 
this dipping reflector to correspond to the higher gas hydrate saturation 
modelled between BSR0 and BSR1. Although we can only see one 
example of these enhanced-amplitude reflections (Fig. 3D), the lack of 
other enhanced-amplitude reflectors may be related to the small particle 
size of surface sediments (including silty-clay) and the low hydrate 
saturation with disseminated distribution (e.g., Bohrmann and Ohling, 
2008). Nevertheless, seismic evidence seems to support the interpreta
tion of BSR1 as the BGHSZ and of BSR0 as the top of the GHOZ. 

Although BSR0 does not really represent a BSR based on our inter
pretation (it does not represent the present-day or past BGHSZs), we 
have labelled it as a BSR because it crosscuts stratigraphy and is sub
parallel to the seabed; the top of the GHOZ would also be expected to 
cross-cut stratigraphy, but any geometrical relationship to the seabed 
would probably be coincidental. BSR-like reflections associated with the 
top of the GHOZ are rarely observed (e.g., South China Sea; Wang et al., 
2018). This absence of reflection has been explained in different ways: 
(i) the gas hydrate concentrations decrease gradually towards the sea
floor (Andreassen et al., 1997), (ii) the limited resolution of seismic data 
preventing proper imaging (Hyndman and Spence, 1992) or (iii) the 
presence of disseminated gas hydrate present as small-scale nodules that 
has limited impact on seismic velocity (Nasif et al., 2020). Point (iii) has 
been used to explain the absence of a visible top of the GHOZ in the 
south-western Black Sea, based on evidence from sampled gas hydrates 
offshore Crimea, Georgia and Sorokin Trough which showed the pres
ence of small gas hydrate crystals or finely disseminated gas hydrates 
dispersed in the mud within the uppermost sediments (Limonov et al., 
1997; Woodside et al., 2003; Bohrmann et al., 2003; Klaucke et al., 
2006; Sahling et al., 2009). Therefore, our study may be providing the 
first evidence for the top of the GHOZ in the Black Sea region. 

Below BSR1, BSR2 lies within a low-velocity zone which base is 
represented by BSR3. We interpret BSR2 and BSR3 to represent relict 
BSRs marking a previous BGHSZ that shifted upwards following a 
perturbation of the gas hydrate stability field. The reason for the ongoing 

visibility of BSR2 and BSR3 reflections may be the presence of free gas 
liberated from hydrate dissociation that has been left behind (trapped) 
within the pore space of sediments (Fig. 13). Following dissociation of 
pore floating hydrate, which is a non-load bearing, the liberated pore 
space is then occupied by water and gas with no mechanical compaction 
occurring. Assuming that the rate of pressure dissipation is smaller than 
of hydrate dissociation (low permeability), the porosity increases 
because metastable solid hydrate is replaced by fluids. As porosity in
creases due to hydrate dissociation with no mechanical compaction, VP 
decreases (Fig. 12B) because the VP of hydrate is larger than those of 
water and methane. During hydrate dissociation, a small fraction of the 
released gas can be trapped in the smaller pores, also contributing to a 
decrease in VP. These mechanisms can explain the negative polarity of 
BSR2 and BSR3, which are therefore still visible as associated with the 
presence of relict gas (Fig. 13). 

6.3. Potential origins of multiple BSRs 

6.3.1. Methane recycling 
Our results and interpretation of the multiple BSRs favour an upward 

shift of the gas hydrate stability field in the EBSB, which may be 
explained through a methane recycling mechanism (Fig. 13). Hydrate- 
sourced methane recycling is one of the most common mechanisms 
proposed at multiple BSRs locations, including BSRs from the Danube 
Fan in the WBSB (e.g., Kvenvolden, 1993; Pecher et al., 1996; Haacke 
et al., 2007), and it occurs when gas hydrate dissociates, migrates and 
reforms within new stability conditions. Gas hydrate dissociation is 
controlled by changes in the system’s P-T following increased sedi
mentation rates, subsidence, increased temperatures due to climatic 
changes, heat flow variations, and/or tectonic uplift. The free gas 
generated upon dissociation flows upwards and may reform hydrate 
immediately above the BGHSZ, although some of the free gas may be left 
behind within the sediment’s pore space (e.g., Marín-Moreno et al., 
2015; You et al., 2019). Thus, methane recycling can explain the pres
ence of higher hydrate concentrations at the BGHSZ and the free gas 
beneath it (e.g., Blake Ridge, Flemings et al., 2003; South China Sea, 
Wang et al., 2014). Multiple BSRs in the EBSB are therefore interpreted 
as resulting from dissociation, indicating the presence of dynamic hy
drate systems and recording both the shifted modern and relic base(s) of 
the GHSZ (Fig. 13). 

Variations in the P-T system following sea-level and bottom water 
temperatures changes due to glacial cycles have been proposed to 
explain multiple BSR formation in some regions, including the WBSB 
(Bangs et al., 2005; Popescu et al., 2006). Rising sea-level during 
deglaciation is usually accompanied by bottom water temperature 
warming, while the opposite occurs during glaciation (Ruppel and 
Kessler, 2017; Screaton et al., 2019). Thus, changes of sea-level and 
bottom water temperature have opposing effects on BGHSZ depth. 
Studies from the WBSB have shown that multiple BSRs in that part of the 
basin can be related to methane recycling mechanisms driven by vari
ations in the paleo-environmental conditions of the Black Sea during the 
Quaternary; these conditions have been derived from the Danube Fan 
area and are supported by information from litho-facies analysis from 
DSDP Sites 380 and 381 (Fig. 1). Since the LGM, the 
paleo-environmental conditions of the Black Sea resembled that of a lake 
in which marine ingress caused an eustatic sea-level rise of 100–150 m 
(e.g., Popescu et al., 2006, 2007; Zander et al., 2017; Ker et al., 2019; 
Vassilev, 2006; Ryan et al., 2003) and a seafloor temperature increase of 
4–5 ◦C (e.g., Soulet et al., 2010). Sea-level rise would generate a pressure 
increase, and thus cause a downward shift of the BGHSZ, whereas a 
seafloor temperature increase would cause an upward shift of the 
BGHSZ. Typically, the hydrate system should respond more rapidly to 
pressure field changes in the subsurface, while temperature changes 
might require more time to reach the BGHSZ (Foucher et al., 2002; 
Pecher et al., 2017; Zander et al., 2017). However, Poort et al. (2005) 
argued that the pressure changes due to the increase in sea-level 
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following the end of the LGM were slowly counteracted by a simulta
neous increase in bottom water temperature from 4-5 ◦C to 9 ◦C. 
Therefore, lower values in today’s near-seabed geothermal gradient 
have been interpreted to be still influenced by the increase of the bottom 
water temperature since the LGM, suggesting that thermal system in the 
Danube fan still adapts to this change and is not in steady state (Riedel 
et al., 2021). As a result, the BGHSZ is expected to become shallower 
over the next tens of thousands of years as the geotherm increases due to 
thermal diffusion (Poort et al., 2005; Zander et al., 2017). 

If we assume a sea-bottom temperature increase, we expect an up
ward shift of the BGHSZ explaining the present-day stability field which 
seems to be associated primarily to BSR1 rather than with the deeper 
BSRs. This post-glacial evolution is similar to what observed in the 
WBSB, where the BGHSZ has also migrated upwards following changes 
in the temperature field (Zander et al., 2017). However, enhanced 
sediment loading due to rapid deposition in the Danube Fan area has 
also been considered a major element that controlled heat conduction 
from below the BGHSZ and the pressure field in sediments, thus 
affecting the hydrate system and contributing to the formation of mul
tiple BSR (Zander et al., 2017). Zander et al. (2017) noted that the 
sediment load above the multiple BSRs grew during the past glacial 
cycles and was not constant as assumed by other studies (i.e., Popescu 
et al., 2006), thus leading to large errors when the BSRs are linked to 
ranges of lower bottom-water temperatures during stable cold climate 
periods. Based on this evidence, Zander et al. (2017) invoked increased 
sedimentation rates as a key factor for methane recycling processes in 
the WBSB. 

Although sedimentation processes have also being ongoing in the 
EBSB, their effects may have been counteracted by tectonic uplift as our 
study area has also experience compressional deformation (fold-and- 
trust belt development) since the Oligocene. Thus, the EBSB shows 
different tectono-stratigraphic settings compared to the nearby the 
WBSB where multiple BSRs have been studied; the WBSB multiple BSRs 
lie in an area of the basin where the high sedimentation rates of the 
Danube Fan are predominant (e.g., Zander et al., 2017). All other BSRs 
identified in the EBSB, where the compressional regime and the 
tectono-stratigraphic settings may resemble better the ones in the 
Tuapse Trough, were single BSRs only (e.g., Minshull and Keddie, 2010). 
Thus, multiple BSRs in the compressional settings of the Tuapse Trough 
fold-and-thrust belt are unique and not directly comparable to other gas 
hydrate related multiple BSRs systems in the Black Sea. Compressional 
forces at the Tuapse Trough areas would have resulted in tectonic uplift, 
followed by a reduction in hydrostatic pressure of the sediments and 
consequent upward shift of the BGHSZ (Goto et al., 2016). Erosion on 
top of the uplifted anticline structure could lead to a downward move
ment of the BGHSZ, whereas increased heat flow, e.g., conductive heat 
flow on the flanks of the folded structure, would lead to an upward shift 
(Crutchley et al., 2011). Our evidence suggests an upward shift of the 
BGHSZ; thus, tectonic uplift and/or conductive heat flow may have had 
a role in the methane recycling processes in the EBSB, together with the 
temperature increase and/or an increase in sedimentation rates con
trolling heat conduction in sediments. Although our results show that 
multiple BSR generation in the EBSB may have closer similarity with the 
dynamics occurring at depositional and compressional settings (i.e., 
offshore Panama, Reed et al., 1990; Hikurangi Margin, Pecher et al., 
2005; Crutchley et al., 2019), a better knowledge of the tectonic uplift 
rates, sedimentation rates, and heat conduction in sediments of the 
Tuapse Trough would be required to properly assess each factor’s 
contribution to the evolution of the BGHSZ in this part of the EBSB. 

Assuming an upward shift of the BGHSZ, BSR3 and BSR2 represent 
relics of past gas hydrate stability conditions which are interpreted to be 
still visible because of the presence of trapped gas in the pore space. 
Other studies have invoked the possibility that relict BSRs are still visible 
because of their lithification following a long period of hydrate stability 
(e.g., Popescu et al., 2006). However, BSR3 and BSR2 reversed seismic 
polarities and results from travel-time analysis seems to suggest they are 

most probably related to the presence of relict gas generating the visible 
acoustic impedance contrasts. While the gas hydrate stability field has 
migrated upwards, some gas may have been trapped in the previous 
GHSZ. Given the negative polarity of BSR2, which lies within the70-80 
m-thick low-velocity zone, we may infer that a higher free gas saturation 
is present in the layer between BSR2 and BSR3, compared to the layer 
between BSR1 and BSR2 (Fig. 13). Another interpretation may be that 
BSR3 represents the base of a free gas zone formed by a deeper gas 
supply, while BSR2, sitting within the free gas zone, could effectively 
represent a paleo-BSR. Results from a recent study investigating 
paleo-BSRs along the Central-South Chilean margin have shown that, 
although free gas presence can be related to gas hydrate dissociation due 
to climate change and geological evolution, if the base of the free gas is 
deeper than the paleo-BSR thus resulting in a thicker free gas zone, a 
deeper gas supply can be invoked (Vargas-Cordero et al., 2021). 

The tectonic settings encountered at the EBSB multiple BSRs would 
have favoured a greater and focused amount of fluid supply to the crest 
structure where BSRs are observed, which may explain the inferred gas 
hydrate and free gas distribution and saturation. Although our velocity 
model may be limited in constraining the lateral extent of the physical 
changes at the BSRs, these changes appear to be focused exactly at the 
crest of the folded structure where multiple BSRs are imaged, thus 
supporting the idea of focused fluid flow (Figs. 9 and 10). The presence 
of single and multiple BSRs at anticline structures has been reported at 
other sites (e.g., Makran accretionary prism), where fluid migration 
pathways including deep faults, gas chimneys, and high-permeability 
layers play an important role in controlling hydrate and gas migration 
and distribution (Liu et al., 2021). A low-velocity zone of a few meters to 
many tens of meters thick caused by the presence of gas at low saturation 
is commonly observed below the BGHSZ (e.g., Singh et al., 1993; 
MacKay et al., 1994; Hovland et al., 1997). Besides the gas released by 
hydrate dissociation which may still be in a transient state or trapped 
and has not migrated upward into the new GHSZ (e.g., Zander et al., 
2017), the tectonic settings at the EBSB multiple BSRs indicate that the 
free gas zone beneath BSR1 may also have other contributing origins 
related to: (i) deeply sourced fluids that have migrated upwards along 
folded sediments or along fractures/faults (e.g., Crutchley et al., 2019), 
(ii) in-situ biogenic gas generation (e.g., Schneider et al., 2016), or (iii) a 
combination of these origins, including gas formed by hydrate dissoci
ation, deeply sourced fluids, and in-situ biogenic gas (Fig. 13). 

6.3.2. Upward migration of deeply sourced fluids 
The presence of potentially deep faults associated with folding and 

thrusting in the Tuapse Trough, together with the dipping geometries of 
the stratigraphic layers alternating fine- and coarse-grained material 
(Fig. 2), provide plausible pathways for the focused migration and 
accumulation of gas at the crest of the anticline structure where multiple 
BSRs are observed (Fig. 13). When free gas flow takes place along 
permeable pathways, such as permeable or fractured fault systems or 
coarse-grained sediment layers (Collett et al., 2009; Nole et al., 2016), it 
may focus toward topographic or structural highs by buoyancy (e.g., 
crests of ridges or anticlines; Flemings et al., 2003; Frederick and Buffett, 
2011; Boswell et al., 2012). Such permeable pathways are commonly 
observed in concentrated gas hydrate accumulations (e.g., Crutchley 
et al., 2019). Bedding-parallel fluid flow at anticlinal ridges and fluid 
upward migration along thrust faults have also been inferred at a few 
other gas hydrate locations, i.e., offshore Taiwan (Lin et al., 2008), 
Hikurangi Margin offshore New Zealand (Crutchley et al., 2019; Han 
et al., 2021), Nankai Margin (Ashi et al., 2002). 

Free gas fluid flow from beneath the BGHSZ would explain the higher 
hydrate saturation between BSR0 and BSR1. Previous studies have 
shown that local free gas flow often results in high hydrate saturation 
values up to or more than 90% for sand-dominated sediments (e.g., You 
and Flemings, 2018). Our results point towards gas hydrate saturations 
of less than 6% at BSR1, thus showing lower saturation values than other 
studies. Numerous mud volcanoes and seeps related to fluid expulsion 
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have been reported in this same area (e.g., Vassilev and Dimitrov, 2002; 
Meisner et al., 2009), which may indicate that some gas has escaped 
through the sedimentary layers up to seabed and water column; how
ever, no evidence for fluid expulsion (i.e., pipes, chimneys) or clear 
faults/fractures through the GHSZ are visible on our seismic profile. Gas 
hydrate may exist in clay-rich sediments within the faults and fractures 
reaching quite high saturations; however, gas hydrate may still show up 
with extremely low saturations if fracture density is low (e.g., Waite 
et al., 2019), thus possibly explaining both why the BSRs are only seen 
within the folded sediments of the Tuapse Trough, and the low satura
tion observed. Based on the considerations above, localized fluid flow 
may represent one of the mechanisms driving free gas accumulation 
beneath BSR1 and gas hydrate formation just above BSR1. Similar 
stratigraphic/structural control over the hydrate system has been 
inferred from multiple BSRs in the WBSB, although control elements are 
linked to the channel-levee depositional settings encountered in that 
area (Popescu et al., 2006; Han et al., 2021; Riedel et al., 2021). 

6.3.3. In-situ biogenic gas generation 
Another possible source of gas may be microbial biogenesis of 

organic-rich material buried beneath the BGHSZ (e.g., Schneider et al., 
2016). Given the high organic content characterising the Miocene, 
Pliocene, and Quaternary units of the EBSB (Tari and Simmons, 2018), it 
is possible that free gas beneath BSR1 could derive from biogenic gas. 
Low methane hydrate saturations, in the range of 1–10% (e.g., Malin
verno, 2010) would result from biogenic gas contributing to hydrate 
formation at the BGHSZ. Given the localised nature of the free gas 
accumulation between BSR1 and BSR3, this free gas may have migrated 
laterally through permeable pathways focusing on the anticlinal struc
ture beneath BSR1 (Fig. 13). 

In summary, our results suggests that multiple BSRs in the EBSB are 
related to mechanisms of methane recycling following hydrate dissoci
ation. Hydrate dissociation would have been caused by temperature 
changes due to climatic changes, and possibly also due to tectonic uplift, 
and/or erosion and sedimentation processes (Fig. 13). The release of free 
gas from hydrate dissociation would have migrated upward again into 
the GHSZ to re-form hydrate. Within this system, the contribution of 
microbial biogenesis and upward migration of deeper fluids beneath the 
BGHSZ cannot be excluded. 

7. Conclusions 

A long-offset seismic reflection profile reveals, for the first time, 
evidence for multiple BSR reflections along the compressional NE 
margin of the EBSB. This profile was used to extract the VP structure and 
gas and hydrate saturations, thus constraining the nature of the observed 
BSRs and the mechanisms for their presence. 

Downward continuation was used to pre-condition seismic data 
before reflection and refraction travel-time analysis, resulting in 
improved first arrival refractions. Nevertheless, refracted events still 
come from layers deeper than the observed BSRs, and artefacts and noise 
at near offsets limit first arrival refraction picking. The close spacing 
between the BSR layers, the presence of a low-velocity zone, and the 
geological complexity of the area, pose limitations for the downward 
continuation technique and for picking of first arrivals related to the 
BSRs. Thus, the velocity model also strongly relies on reflected travel- 
time information from non-downward-continued data. 

Combined travel-time analysis and effective-medium modelling 
show that the two topmost BSRs, BSR0 and BSR1, are associated with 
less than 2% and about 4 ± 2% pore-floating gas hydrate saturation 
respectively, assuming a 50% sediment porosity. Based on these esti
mates, we infer that BSR0 (at 258 mbsf) may represent the top of the 
GHOZ, or the acoustic boundary between sediments showing different 
amounts of hydrate saturation, whereas BSR1 (at 360 mbsf) represents 
the base of enriched hydrate accumulation directly above the BGHSZ. 
The depth of BSR1 shows good agreement with the depth of the 

modelled BGHSZ for a geothermal gradient between 26 and 30 ◦C/km, 
consistent with heat-flow estimates in the EBSB. Beneath BSR1, a 70- 
80m-thick low-velocity zone with 25 ± 10% free gas saturation in
cludes BSR2 (at 395 mbsf) and extends down to the depth of BSR3 (at 
438 mbsf). 

We infer that the higher gas hydrate concentration above BSR1, and 
evidence for free gas beneath BSR1, may be explained by mechanisms of 
methane recycling following primarily temperature driven gas hydrate 
dissociation. The contribution from biogenic (and/or thermogenic) free 
gas flow from beneath the BGHSZ cannot be excluded. Differential 
erosion/deposition at the crest structure and uplift may have also played 
an important role in altering the sediments pressure field causing an 
upward shift in the BGHSZ, although further information is needed to 
assess their contribution to methane recycling processes. 

The deeper BSRs are interpreted as relics of past hydrate stability 
conditions, defining the base of the gas layer (BSR3) and an intermediate 
level of the BGHSZ upward shift (BSR2). The fact that these deeper BSRs 
are still visible on seismic data is attributed to the presence of free gas 
being trapped following the upward shift of the BGHSZ. The localised 
nature of the hydrate and free gas accumulations are linked to the 
tectono-stratigraphic setting of the area, resulting in a focused gas and 
hydrate accumulation at the crest of the folded structure where BSRs are 
visible. 

Given the limited constraints on the model parameters, saturation 
estimates strongly depend on the assumed sediment composition, 
porosity, and hydrate habit. For a more robust estimate of hydrate and 
gas saturation in our study area, further constraints on the physical and 
chemical properties of the sediments (i.e., borehole measurements) are 
needed. More and possibly densely spaced seismic profiles are necessary 
to better understand the interaction of the gas hydrate system with the 
tectonic setting and to constrain the presence and relevance of potential 
fluid migration pathways. Finally, to assess the impact of tectono- 
sedimentary processes on the gas hydrate system in this part of the 
EBSB, a knowledge of rates of uplift and rates of sediment deposition is 
needed. 
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Meisner, A., Krylov, O., Nemčok, M., 2009. Development and structural architecture of 
the eastern Black Sea. Lead. Edge 28 (9), 1046–1055. 

Menlikli, C., Demirer, A., Sipahioglu, O., Korpe, L., Aydemir, V., 2009. Exploration plays 
in the Turkish Black Sea. Lead. Edge 28 (9), 1066–1075. https://doi.org/10.1190/ 
1.3236376. 

Merey, Ş, 2017. Analysis of the Black Sea gas hydrates [Thesis]. http://etd.lib.metu.edu. 
tr/upload/12620882/index.pdf. 

Merey, S., Sinayuc, C., 2016. Investigation of gas hydrate potential of the Black Sea and 
modelling of gas production from a hypothetical Class 1 methane hydrate reservoir 
in the Black Sea conditions. J. Nat. Gas Sci. Eng. 29, 66–79. 

Michaelis, W., Seifert, R., Nauhaus, K., Treude, T., Thiel, V., Blumenberg, M., et al., 2002. 
Microbial reefs in the Black Sea fueled by anaerobic oxidation of methane. Science 
297 (5583), 1013–1015. https://doi.org/10.1126/science.1072502. 

Milanovsky, E.E., 1991. Geology of the USSR 3. 
Millero, F.J., Chen, C.-T., Bradshaw, A., Schleicher, K., 1980. A new high pressure 

equation of state for seawater. Deep-Sea Res., Part A 27 (3), 255–264. https://doi. 
org/10.1016/0198-0149(80)90016-3. 

Minshull, T.A., Keddie, A., 2010. Measuring the geotherm with gas hydrate bottom- 
simulating reflectors: a novel approach using three-dimensional seismic data from 
the eastern Black Sea. Terra. Nova 22 (2), 131–136. 

Monteleone, V., Minshull, T.A., Marin-Moreno, H., 2019. Spatial and temporal evolution 
of rifting and continental breakup in the Eastern Black Sea Basin revealed by long- 
offset seismic reflection data. Tectonics 38 (8), 2646–2667. https://doi.org/10.1 
029/2019TC005523. 

Moridis, G.J., 2003. Numerical studies of gas production from methane hydrates. Soc. 
Pet. Eng. J. 32 (8), 359–370. https://doi.org/10.2118/75691-MS. 

Mosher, D.C., 2011. A margin-wide BSR gas hydrate assessment: Canada’s Atlantic 
margin. Marine and Petroleum Geology 28 (8), 1540–1553. https://doi.org/10.10 
16/j.marpetgeo.2011.06.007. 

Muratov, M.V., Neprochnov, Y.P., Ross, D.A., Trimonis, E.S., 1978. Basic Features of the 
Black Sea Late Cenozoic History Based on the Results of Deep-Sea Drilling leg 42B1.  
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