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S U M M A R Y
Subsurface fluid escape structures are geological features which are commonly observed
in sedimentary basins worldwide. Their identification and description have implications for
various subsurface fluid flow applications, such as assuring integrity of overburden rocks to
geological CO2 storage sites. In this study, we applied 3-D first-arrival traveltime tomography
to a densely sampled wide-azimuth and wide-angle ocean bottom seismometer (OBS) data
set collected over the Scanner Pockmark complex, a site of active gas venting in the North
Sea. Seismic reflection data show a chimney structure underlying the Scanner Pockmark.
The objective of this study was to characterize this chimney as a representative fluid escape
structure in the North Sea. An area of 6×6 km2 down to a depth of 2 km below sea level
was investigated using a regularized tomography algorithm. In total, 182 069 manually picked
traveltimes from 24 OBS were used. Our final velocity model contains compressional wave
velocity perturbations ranging from −125 to +110 ms−1 relative to its average 1-D model and
compares favourably with a coincident seismic reflection data set. The tomographic velocity
model reveals that the chimney as observed in seismic reflection data is part of a larger complex
fluid escape structure, and discriminates the genuine chimney from seismic artefacts. We find
that part of the seeping gas migrates from a deep source, accumulates beneath the Crenulate
Reflector unconformity at ∼250 m below seafloor (mbsf) before reaching the porous sediments
of the Ling Bank and Coal Pit formation at <100 mbsf. In addition, the model shows that the
venting gas at Scanner Pockmark is also being fed laterally through a narrow NW–SE shallow
channel. Quantitative velocity analysis suggests a patchy gas saturation within the gas-charged
sediments of the Ling Bank and the Coal Pit formations. Confined to the well-resolved regions,
we estimate a base case average gas saturation of ∼9 per cent and in-situ gas volume of ∼1.64
×106 m3 across the Ling Bank and Coal Pit Fm. that can sustain the observed methane flux
rate at the Scanner Pockmark for about 10 to 17 yr.

Key words: Inverse theory; Controlled source seismology; Seismic tomography; Wide-angle
seismic data; Fluid escape structure.

1 I N T RO D U C T I O N

Characterization of fluid escape structures is of a great impor-
tance for de-risking hydrocarbon exploration projects (Berndt 2005;
Cartwright et al. 2007; Huuse et al. 2010), geohazard assessment
(Davies 2003), benthic ecosystem studies (Dando et al. 1991; Hov-
land et al. 2002; MacDonald et al. 2002), estimating geological
greenhouse gas emissions (Böttner et al. 2019) and the develop-
ment of geological CO2 storage projects (Robinson et al. 2021),
amongst others. More recently, the latter application has received a

great deal of attention as one of the major industrial-scale climate
change mitigation options available to meet the 2 ◦C temperature
above pre-industrial levels increase limit of the Paris Agreement.
The technical success of geological CO2 storage depends on several
factors including the integrity of overburden rocks, that assures per-
manent containment of injected CO2 within geological reservoirs.

Fluid escape structures, such as fractures and remobilized
sediments, are highly permeable geological features that breach
impermeable sedimentary sequences, creating conduits for fo-
cused fluid flow. Seismic observations have exposed many such
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structures in sedimentary basins worldwide including those in the
North Sea (Karstens & Berndt 2015; Ruge et al. 2020). Never-
theless, their internal structures, hydraulic properties, generation
mechanisms and timing are poorly understood. They are often found
in rapidly deposited, poorly sorted, fine to medium grained clastic
deposits (Cartwright & Santamarina 2015), wherein accumulation
of impermeable sequences prevents fluid dissipation at the same
rate as sediment compaction. As a result, pore pressure increases
and when it exceeds the sum of minimum horizontal stress and the
tensile strength of the rocks, hydraulic fracturing occurs (Hubbert
& Willis 1957). Mandl & Harkness (1987) showed that maximum
hydrofracture length for a hard rock is on the order of several tens
of metres, while for very soft rocks they reach only to a few me-
tres. Hence, a set of interconnected fractures is required to generate
a fractured focused flow system. Leakage through hydrofractures
is episodic as fractures open and close with pore pressure fluc-
tuations (Løseth et al. 2009). Various generation mechanisms are
proposed for fluid escape structures (Cartwright & Santamarina
2015; Yarushina et al. 2021), but hydraulic fracturing is the most
widely accepted mechanism, at least as an initiator process (Graue
2000; Arntsen et al. 2007; Cartwright et al. 2007; Løseth et al. 2009;
Cartwright & Santamarina 2015). Depending on the flow rate and
other parameters such as the fluid type, the structural setting and
the nature of the hosting sediment, a variety of types of structures
can be developed (Løseth et al. 2009).

Seismic technology is established as the key tool to study these
fluid escape structures, thanks to its ability to provide high reso-
lution 2-D and 3-D images of the subsurface. Fluid escape struc-
tures manifest themselves on seismic reflection data as vertical to
subvertical columnar zones of distorted reflections, widely known
as ‘chimney’ and ‘pipe’ structures (Andresen 2012; Cartwright &
Santamarina 2015; Karstens & Berndt 2015). In the literature, these
terms are used interchangeably and may also have been collectively
termed acoustic pipe structures, blow out pipes, seismic chimneys
and gas chimneys (Cartwright & Santamarina 2015). Hereafter, we
use the term ‘chimney’ to cover all these features. Chimneys are
frequently associated with brightened and/or blanked seismic re-
flections, indicating the presence of free gas, authigenic carbonate
cementation, and/or gas hydrate (Berndt 2005; Cartwright et al.
2007; Løseth et al. 2009; Plaza-Faverola et al. 2010; Løseth et al.
2011).

Chimney structures can appear in various forms such as diffuse
shadows/clouds, funnels and pipes with widths and heights of a few
metres up to several kilometres (Løseth et al. 2009; Davies et al.
2012; Yarushina et al. 2021). They can occur in isolation (Arntsen
et al. 2007) or in clusters (Karstens & Berndt 2015), distributed
linearly along faults, structural or topographic highs, buried scarps,
pinch outs (Moss & Cartwright 2010) or meandering buried channel
sand bodies (Gay et al. 2006). Chimneys may undergo continuous
or episodic flow activity (Løseth et al. 2011) with variable inactive
periods, from hours to thousands of years (Leifer & Boles 2005).
During the dormant periods, there is no direct evidence of active
fluid flow; however the eruptive flow causes permanent changes to
the sediment layering as well as the creation of pockmarks, which
can be used as a proxy to find such structures during inactive periods
(Løseth et al. 2009; Böttner et al. 2019). Pockmarks are seabed de-
pressions that are formed above subsurface fluid escape structures
when the flux is high and eruptive (Brown 1990; Räss et al. 2018).
Pockmarks may be circular, elliptical or composite (i.e. merged
pockmarks) in shape, and their diameters can range from a few me-
tres up to several hundreds of metres, with depths up to several tens
of metres relative to the surrounding seafloor (Hovland et al. 2002;

Gay et al. 2003; Andresen et al. 2008; Løseth et al. 2009; Cath-
les et al. 2010; Böttner et al. 2019; Andresen et al. 2021). Cathles
et al. (2010) suggest that co-occurrence of rapid fluid discharge and
strong seafloor currents can explain the generation of pockmarks.

The Scanner Pockmark complex, an active fluid escape struc-
ture in the North Sea, provides an analogue to possible CO2 leak-
age scenarios in carbon capture and storage (CCS) sites (Robinson
et al. 2021). Carbon isotope ratios of the seeping methane suggest
a combination of microbial and thermogenic origins, with the Late
Jurassic-lowermost Cretaceous Kimmeridge Clay and Tertiary age
peats as possible source rocks (Clayton & Dando 1996; Judd &
Hovland 2007). The gas migration system at the Scanner Pockmark
complex has been investigated by several researchers using a variety
of techniques (Robinson et al. 2021). Bayrakci et al. (2021) applied
a shear wave splitting technique to PS-converted waves and charac-
terized very shallow sediments (i.e. 4–5 m below sea floor) beneath
the Scanner Pockmark as a fractured zone with fracture azimuths of
70◦ and 160◦ that could be possible gas conduits. Robinson et al.
(2022) applied the same technique to the Scanner Pockmark OBS
data set and observed spatially varying anisotropy with strength of
∼1–4 per cent within the sediments down to a depth of 50 m below
the seabed. They correlated the derived anisotropy with calculated
P- and S-wave velocities and concluded that the existing anisotropy
is related to syn- and post-depositional glaciomarine processes.
Gehrmann et al. (2021) integrated controlled source electromag-
netic (CSEM) data with seismic reflection and core log data to
constrain a resistivity model of the subsurface to about 200 mbsf
in the Scanner Pockmark area. They used porosity and resistivity
measurements from representative cores to calibrate Archie’s pa-
rameters and estimated an average porosity of ∼50 per cent at the
seafloor, decreasing to ∼25 per cent at ∼150 mbsf. Additionally,
using an extended Archie’s relationship, Gehrmann et al. (2021)
estimated a free gas saturation of 34±14 per cent for a 30–40 m-
thick gas pocket at about 50–90 mbsf beneath the pockmark. The
top and bottom of the gas pocket were constrained by a coinci-
dent 2-D seismic reflection data with a vertical resolution of about
2.5 m (Gehrmann et al. 2021). Callow et al. (2021) carried out
a comprehensive integrated interpretation of high-resolution seis-
mic reflection data to characterize the Scanner Pockmark complex
within a regional geological framework. They determined the spa-
tial distribution of subsurface gas accumulation and showed that
the venting gas is fed from a reservoir in a shallow glacial outwash
fan at 80 mbsf. They interpreted that this shallow reservoir is hy-
draulically connected to deeper strata. Böttner et al. (2019) showed
that all actively venting pockmarks within the Witch Ground Basin
(i.e. Scanner, Challenger, and Alkor pockmark) are associated with
underlying chimney-like structures. Schramm et al. (2021) applied
traveltime tomography to a set of OBS seismic data and suggested
that the internal structure of the underlying chimney can be divided
into a shallow (i.e. <260 mbsf) gas-filled zone and a deeper high-
velocity zone at the base of upper Aberdeen Ground Formation.
However, their model has a relatively high traveltime misfit of 8 ms
and low resolution.

In this study, we investigate the underlying chimney of the Scan-
ner Pockmark complex, using seismic tomography. Seismic velocity
acts as a proxy for porosity, lithology (including clay content and
cementation) and pore fluid content variations (Han et al. 1986;
Avseth et al. 2005). Thus, it can provide indirect information about
subsurface fluid flow processes. In addition, seismic velocity can
be used to discriminate real chimney structures from image arte-
facts generated by acoustic blanking. Signal distortion within gas-
charged sediments, caused by scattering and attenuation of incident
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Figure 1. (a) Location of the Scanner Pockmark complex (red asterisks) in the North Sea. The Scanner Pockmark is located 190 km off the northeast coast of
Scotland and situated within UK North Sea licence block 15/25. (b) Bathymetry of the Scanner Pockmark region with survey layout. The black lines mark GI
gun acquisition tracks. The red solid triangles represent OBS positions. The yellow box shows borders of enlarged area shown in c and red box shows borders
of inversion area. The orange line indicates location of profiles in Figs 2 and 9. The white line indicates location of profile shown in Fig. 3. (c) Enlarged area
marked by yellow box in a. The red solid triangles mark OBS positions labelled by their numbers. Locations are shown in UTM zone 31 N.

energy, limits the imaging potential of reflection seismic data. In
contrast, transmitted seismic energy allows for determination of
velocity variations within fluid escape structures. We applied first
arrival traveltime tomography to a densely sampled wide-azimuth
and wide-angle OBS seismic data set acquired during RRS James
Cook cruise JC152 (Bull 2018), similar to that used by Schramm
et al. (2021). We were able to achieve much improved resolution
compared to that of Schramm et al. (2021) by picking traveltimes
with lower uncertainty, carrying out a more comprehensive statisti-
cal analysis, and following a different approach to define the starting
model, all of which have a major influence on the inversion result.

2 G E O L O G I C A L S E T T I N G

The Scanner Pockmark complex (Fig. 1) is a methane gas venting
seafloor depression located in the Witch Ground Basin, 190 km
off the northeast coast of Scotland. Methane is vented at a rate
of 1.6–2.7 × 106 kg yr−1 (Li et al. 2020). The Scanner Pockmark
complex comprises two overlapping seabed pockmarks with a com-
bined size of about 900 m × 450 m wide and 22 m deep, lying in
∼155 m water depth (Fig. 1). Samples of methane-derived authi-
genic carbonate (MDAC) have been observed both on the seabed
(Judd & Hovland 2007), and in cores retrieved from shallow drilling

(Robinson et al. 2021). MDAC is a common by-product of seeping
methane, depositing within anaerobic intervals of seabed sediments.
The Scanner Pockmark is underlain by a chimney-like structure
(Fig. 2) that is hosted by a ∼300 m-thick Quaternary sediment
succession and the underlying Neogene-age Nordland Group. The
Nordland Group is predominantly claystone, interbedded by several
sandstone and limestone layers (Judd et al. 1994). The top of the
Nordland Group is characterized by a regional unconformity, the
Crenulate Reflector (CR), on which seismic bright spots indicate
the presence of gas-filled sand channels (Böttner et al. 2019; Cal-
low et al. 2021). The basal unit of the Quaternary sediments, the
Aberdeen Ground Formation (AbG Fm.), is composed of layered
sands, silts and clay-rich sediments (Stoker et al. 2011) that rep-
resent a cap-rock (Böttner et al. 2019). The top of the Aberdeen
Ground Fm. is characterized by an irregular regional glacial uncon-
formity (Stewart & Lonergan 2011). The Aberdeen Ground Fm. is
overlain by stacked glacial deposits including the Ling Bank Forma-
tion (LB Fm.), Coal Pit Formation (CP Fm.), Last Glacial Maximum
deposits (LGM) and Witch Ground Formation (WG Fm.). The top
of the Aberdeen Ground Fm. is eroded by several tunnel valley in-
cisions (infilled subglacial channels) of the Ling Bank Fm. (Stewart
& Lonergan 2011). The Ling Bank Fm. is comprised of two sub-
units, namely, the basal unit (S2.1) composed of coarse sands and
gravels and the upper unit (S2.2) that is interpreted as outwash
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Figure 2. Seismic reflection section from the Scanner Pockmark region showing interpreted stratigraphic features. The seismic profile is oriented SW to
NE across the Scanner Pockmark complex, indicated by the orange line in Fig. 1(b). Tops of interpreted stratigraphic units are shown with coloured lines.
Formations are labelled by their abbreviations: CR—Crenulate Reflector, AbG—Aberdeen Ground Fm., LB—Ling Bank Fm., CP—Coal Pit Fm, LGM—Last
Glacial Maximum deposits, WG—Witch Ground Fm. The chimney outline is displayed with two subvertical white dotted lines. TWT stands for Two-Way
Traveltime.

channels and is composed of clay-rich sediments (S2.2-ii) and gas-
filled coarse sands (S2.2-iii) (Stoker et al. 2011; Callow et al. 2021).
West of the Scanner Pockmark, a ∼1 km wide tunnel valley is ori-
ented SE–NW. The tunnel valley is over 100 m deep and is overlain
by the 10–30 m-thick gas-filled S2.2-iii unit (Callow et al. 2021). In
addition, a ∼1 km-wide E–W outwash channel of the S2.2 unit lies
east of the Scanner Pockmark. Brightened seismic reflection patches
with reversed polarity are observed at structural highs of the S2.2
unit between adjacent valleys (Böttner et al. 2019), suggesting the
presence of gas-bearing sediments. The Coal Pit Fm., overlying the
Ling Bank and Aberdeen Ground Fm., comprises glacial tills with
dark to brownish grey, muddy and pebbly sands or sandy muds
(Graham et al. 2010; Stoker et al. 2011). The seismic character of
the Coal Pit Fm. and the subunit S2.2 of the Ling Bank Fm. are
similar and indistinguishable in some areas (Callow et al. 2021).
The shallowest formation is the Witch Ground Fm., which consists
of finely laminated glaciomarine sediments (Stoker et al. 2011).

3 T O M O G R A P H Y M E T H O D

In this study, the 3-D First Arrival Seismic Tomography (FAST)
code of Zelt & Barton (1998) is used. FAST is a regularized tomo-
graphic method in which the simplest model is sought that mini-
mizes first-arrival traveltime residuals down to their assigned uncer-
tainties (Zelt et al. 2006). The model and ray paths are iteratively
updated until the normalized squared-misfit criterion, eq. (1), is
satisfied.

χ2 = 1

N

N∑
i = 1

(
to
i − t p

i

σi

)2

= 1 (1)

where N is the number of data points, to
i and t p

i are the ith
observed and predicted traveltime, and σi is the assigned ith travel-
time pick uncertainty.

Forward calculations of traveltimes and ray paths are based on a
modified version of Vidale’s method (Hole & Zelt 1995), in which

the eikonal equation is solved using a finite-difference scheme.
Inversion is formulated as a minimization of an objective function.
The objective function in FAST is defined as a least-squares norm
including the traveltime errors and two additive regularization terms
to constrain the model perturbation and the smoothness level of the
inverted model (see eq. 2 below; Zelt & Barton 1998).

� (s) = δt T C−1
d δt +

λ
[
α

(
ST W T

h Wh S + sz ST W T
v Wv S

) + (1 − α) δST W T
p WpδS

]
. (2)

In eq. (2), � denotes the objective function, δt is the traveltime
misfit vector, S is the model slowness vector, δS is the perturbed
model vector, Cd is the data covariance matrix that contains the
estimated pick uncertainties, Wp is the perturbation weighting ma-
trix (i.e. a diagonal matrix containing the reciprocal of the starting
slowness values), and Wh and Wv are the horizontal and vertical
roughness matrices (i.e. second-order spatial finite-difference op-
erators), respectively. The value sz controls the relative weight of
the vertical and horizontal smoothing regularization. Trade-off be-
tween the smallest perturbation versus smoothness constraints can
be adjusted via the parameter α. λ is a trade-off parameter between
data and the model terms in the objective function and determines
the overall amount of regularization. For further details, the reader
is referred to Zelt & Barton (1998).

4 DATA A C Q U I S I T I O N A N D
P R E - P RO C E S S I N G

4.1 The CHIMNEY seismic experiment

In 2017, the CHIMNEY seismic experiment was carried out to
investigate the Scanner Pockmark complex, located in the central
North Sea (Bull 2018). During the cruise, a GI gun seismic source
was shot into a grid of 25 OBS arranged over the Scanner Pock-
mark complex (Fig. 1). The GI gun source array comprised two 105
cu. in. chambers that were towed at 2 m below the sea surface and
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fired at 8 s intervals. This source provided a 5–300 Hz bandwidth
at −20 dB, and a reasonable balance between data resolution and
penetration depth. The ship’s speed was ∼4.5 kn, resulting in an
average shot spacing of ∼18.5 m. Eighteen OBSs were deployed
within and around the pockmark and seven were deployed at a
reference site located ∼1 km southeast of the Scanner Pockmark
where no gas or seismic chimney is observed to be present in the
subsurface (Robinson et al. 2021). The OBS spacing within these
arrays varies between 20 and 200 m. Shot lines were designed as
asterisk and grid survey geometries in order to enhance azimuthal
coverage and regular sampling of the subsurface, respectively. The
OBS sampling interval was 0.25 ms. Clock drifts were corrected by
assuming a linear drift between timing synchronizations immedi-
ately before deployment and after recovery. In this study, only the
vertical geophone component data are used to invert the acoustic
velocity model.

4.2 Data QC: position and timing correction

We used an iterative data-fitting approach to jointly correct for
uncertain OBS and shot positions and residual OBS clock timing
errors. Direct arrivals were picked to maximum offset of 500 m,
where refracted arrivals become first arrivals. Time picks were fit-
ted to the simulated first arrival times calculated using traveltime
equation (eq. 3).

T 2 = T 2
o + X 2/V 2

w; To = (Zr − Zs) /Vw , (3)

where T and To are total traveltime and vertical traveltime respec-
tively, Zr is receiver depth, Zs is shot depth, Vw is water velocity
and X is the horizontal offset. The observed and calculated direct
arrival times were minimized in a least-squares sense by updating
shot and receiver locations and timing (τs & τr ). Although shot
times were known, we updated the source timing throughout the
process as a proxy for the overall effect of gun depth, tides and
wave height variations. We found that this approach was more ro-
bust in contrast to correcting for both the water depth (due to tides

and waves) and source depth variations. Additionally, to simplify
the analysis, we assumed a constant time and position error for each
sail line (i.e. equivalent to allowing for feathering of the towed GI
gun array). In the first step, Xr (receiver x-coordinate), Yr (receiver
y-coordinate) and τr (receiver timing) were determined followed by
updating Xs (source x-coordinate), Ys (source y-coordinate) and τs

(shot timing) values on a coarse grids. Then the process was iterated
using a finer grid until the updated positions and timing reduced the
direct arrival time residuals down to an acceptable error margin,
that is root-mean-square (RMS) value of < 0.5 ms with maximum
residuals less than ±3 ms. The water velocity was also allowed to
vary throughout the iterations, but it was found that the velocity
of 1490 ms−1 that was derived by a moveout analysis of the first
arrivals is a good estimate.

4.3 Traveltime picking

The seismic data were only corrected for any DC component and
the first arrivals were picked manually at onset of refracted first
arrivals of unfiltered seismic traces (Fig. 3). In order to avoid turns
between acquisition tracks, which have low positioning accuracy, we
confined our study into an area of 6 × 6 km2 with its centre at OBS-
1 and sides parallel to grid survey lines (i.e. rotated 32◦ clockwise
from north). In total, 182 069 first-arrival traveltime picks from 24
OBSs were used for the inversion. OBS-17 was not used as the
vertical component direct arrivals appeared to show asymmetric
polarity change. We speculate that this is due to a tilted geophone
sensor package, causing horizontal energy to leak onto the vertical
component.

4.4 Data uncertainty assessment

The inversion algorithm that is used in this study uses the normal-
ized chi-squared (eq. 1) to assess the model updates, thus the 68
per cent confidence interval (i.e. μ ± δ—where μ is mean and δ

is standard deviation) of the residuals defines the uncertainty level.
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We applied cross-over analysis to the traveltime picks (Appendix
A) and found an RMS cross-over error of ∼3.5 ms for our data.
Thus a conventional approach would involve stopping inversions at
a misfit of 3.5 ms. However, numerous runs showed that at 3.5 ms
uncertainty level, final residual mean substantially deviates from
zero at mid-far offsets. Additionally, several test runs showed that
the inversion converges down to ∼2 ms RMS error with final resid-
uals that have a mean close to zero at all offsets. This issue arises
because pick errors are not independent, but are correlated from
trace to trace, as documented by a Runs Test. The Runs Test is a sta-
tistical hypothesis test for detecting non-randomness. It randomly
selects a sequence of residuals and examines their signs. Many re-
peating signs in a row implies non-randomness (Constable et al.
2015). Additionally, we carried out a synthetic test based on our
real problem’s characteristics (Appendix B) and investigated the
effect of overestimating the data errors. Stopping at a misfit level
that is too large resulted in large variations of the mean misfit at
far-offset region (Fig. B1b), as seen with our inversions of real data.
Thus, we chose 2 ms as the optimum data uncertainty level.

5 M O D E L PA R A M E T R I Z AT I O N

In FAST, the model is parametrized by slowness grids. The in-
verse grid is cell-based but the forward grid is defined by nodes.
We set a constant node spacing of 10 m along all directions for
the forward traveltime modelling step. The maximum forward node
spacing must be defined such that the largest traveltime modelling
error remains below the assigned minimum traveltime pick uncer-
tainty. Thus, the maximum node spacing must satisfy the following
inequality:

δtm
max ≤ δtd

min; δtm
max =

⎛
⎝

(√
2 − 1

)
dmax

vmin

⎞
⎠ , (4)

where δtm
max is maximum modelling traveltime error, δtd

min is min-
imum estimated data traveltime error (i.e. data uncertainty), dmax

is maximum node spacing size, and vmin is minimum velocity in
the model. Assuming a minimum velocity of 1490 ms−1 (the wa-
ter column velocity), the maximum node spacing that keeps the
model error below the minimum traveltime uncertainty of 2 ms is
∼7 m. However, we set the node spacing equal to 10 m to reduce
the computational cost of forward modelling by a factor of ∼3 (i.e.
103/73) throughout the Monte–Carlo simulation runs. Qualitative
inspection of the synthetic test results (Appendix B) showed that
the larger node spacing, that is 10 m, can still result in acceptable
inverted model, partly because the majority of ray paths penetrated
cells that have a higher velocity than the water column. The velocity
model covers an area of 6 × 6 km2 down to a depth of 2 km and has
72 × 106 nodes. The inverse model is parametrized as a uniform
100-m grid of slowness cells. The cell size is chosen to balance the
trade-off between the resolution and the constraint on the inverted
velocity values (Zelt et al. 2006). Smaller cells increase the inver-
sion resolution, but can result in geologically unreasonable velocity
variations.

6 I N V E R S I O N S T R AT E G Y

Linearized inversions such as FAST require a representative start-
ing model from which the inversion converges to the true model
(van der Hilst & Spakman 1989; Kissling et al. 1994). We built
the starting model using a heuristic approach in three steps. In the

Table 1. Mean (μ) and standard deviation (σ ) values assigned to the 1-D
model’s depths of layer boundaries and the velocities at those boundaries.

Depth μdepth 150 250 400 600 800 2000

(mbsl) σ depth 0.01 15 25 30 35 55
Velocity μvelocity 1600 1815 1890 2095 2250 3000
(m s−1) σ velocity 50 70 80 120 150 250

1500 2000 2500 3000 3500
P-wave Velocity (m/s)

0

250

500

750

1000

1250
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D
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sl
)
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velocity realisation

Figure 4. Monte Carlo velocity realizations. The solid black line marks
the 1-D starting model and dashed lines show 100 randomly generated
realizations.

first step, via a trial and error approach, we sought a 1-D layered
starting model (laterally invariant plane layers with velocity in-
creasing linearly with depth) that resulted in reasonably low initial
residuals along all offsets for all OBS instruments. The seafloor
was also added and the water column velocity fixed to 1490 ms−1

throughout the inversion. The resulting 3-D inverted model using
this 1-D starting model led to an unsatisfactory final residual dis-
tribution, with the mean varying significantly with offset. Next we
used a Monte–Carlo simulation to test alternative plausible starting
models and to quantify the uncertainty of the inverted model. To
this end, the original 1-D model was perturbed using normally dis-
tributed values for the depths of layer boundaries and the velocities
at those boundaries (Table 1). The standard deviation was required
to increase with depth. In total, 100 1-D model realizations were
sampled randomly (Fig. 4) and inverted in 3-D, assuming a data
uncertainty of 4 ms (from the cross-over analysis) and parameters α

and sz equal to 0.5 and 0.1, respectively. 95 per cent of the inverted
models had a normalized chi-squared of ∼1 (at 4 ms uncertainty
level), but the corresponding residuals still showed large variations
in mean value with offset, supporting the existence of correlated
error in the picks. Finally, the inverted 3-D models with normalized
chi-squared of ∼1 were averaged. The 3-D average model returned
initial RMS traveltime residual and normalized chi-squared values
equal to 7.8 ms and 3.8, respectively. We applied a linear depth-
variant scaling to the 3-D average model (Appendix C) to correct
for the nearly linear bias in the residuals (Fig. C1a), such that the
residuals oscillate around the mean value of zero. The scaled 3-D
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Figure 5. (a) Initial data residuals for the 3-D starting model as a function of source–receiver offset. The grey dots show individual residuals. The red dots show
averaged residuals and vertical black lines show error bars (68 per cent confidence limit) for residuals within every 50-m offset bin. (b) Final data residuals
after three iterations.

averaged model had initial RMS error and normalized chi-squared
of 2.7 ms and 0.46, respectively (Fig. C1b). For subsequent inver-
sions we used the scaled 3-D average model as the starting model,
hereafter referred to as the 3-D starting model.

For our final inversion run, the free parameters α and sz were set
to 0.9 and 0.1, respectively (see Appendix D for more details) and
the data uncertainty is set to 2 ms, as discussed in subsection 4.4.
After preliminary inversion runs, we visually inspected picks with
large final residuals (>12 ms). It appeared that they fall randomly
in farthest offset regions where the data signal-to-noise ratio is low
and picks are prone to large uncertainty. For further inversions,
we cleaned the data by removing these erroneous picks that were
about 1.4 per cent of the total picks. After three iterations, initial
RMS traveltime residual and normalized chi-squared values reduced
from 2.7 ms and 1.8 (using 2 ms uncertainty level; corresponding
to 2.7 ms and 0.46 at 4 ms uncertainty level) respectively to 2.1 ms
and 1.1 (Fig. 5).

7 M O D E L R E S O LU T I O N

Checkerboard testing was applied in order to determine the spatial
resolution of the final inverted model (Zelt & Barton 1998). Al-
ternating velocity perturbations of ±5 per cent were introduced to
the 3-D starting model, with tests performed for three checkerboard
anomaly sizes of 200, 500 and 1000 m. The inversion resolution was
evaluated using the same source–receiver geometry used as that for
the real inversion. The recovered checkerboard anomaly patterns
are displayed in Fig. 6.

Our testing shows that uniform anomalies with 200 m, 500 m
and 1 km size can be resolved down to 200, 400 and 600 mbsl,
respectively, where the inversion cell ray hit-count is > 100. These
anomaly sizes can be further interpreted down to 300, 500 and 700
mbsl, respectively, where the inversion cell ray hit-count is > 500.
Within the inverted model (Fig. 7), ray paths are concentrated be-
low the Scanner Pockmark and the reference site (where the OBS
instruments are deployed) and across the depth interval between the
seabed and the Crenulate Reflector (∼150–500 mbsl) (Fig. 8). Ray
path concentration drops sharply away from the OBS locations and
displays a strong correlation with survey track lines. This leads to
the presence of an acquisition imprint at shallow depths in the in-
verted model that partially obscures the geometry of the anomalies
(Fig. 8a, map 200 mbsl). However, a number of structures can be
robustly detected, and are discussed below.

8 R E S U LT S

In our final model, the velocity ranges between 1600 and 2200
ms−1 across a 550 m depth interval below the seabed (Fig. 7). The
velocity anomaly ranges from −125 to +110 ms−1 relative to its
average 1-D model (Fig. 8). In the first 100 m below the seabed
(Fig. 8a, 200-mbsl map, including the WG, LGM, CP and LB Fm.)
a high-velocity zone (in blue) dominates the area bounded by the
100 hit-count contour line. This high velocity zone is breached by
several low velocity structures including a ∼0.2 × 2 km NW–SE
channel-like low-velocity structure (labelled Ch) that approaches to
the pockmark at its SE end. A low velocity zone is also evident below
the Scanner Pockmark location. In addition, an approximately 3.5
× 1 km NW–SE low-velocity anomaly (labelled TV) is observed
towards the SSW of the pockmark. The dominating high-velocity
anomaly structure extends down to 300-mbsl (including LB and
AbG Fm.) to the NNE of the pockmark (labelled H on 200- and 300-
mbsl maps of Fig. 8a). In the 300-mbsl depth slice in Fig. 8(a), the
inverted model shows a high velocity anomaly beneath the Scanner
Pockmark, suggesting the presence of an impermeable layer across
the observed chimney structure in the seismic reflection image. In
the 400-mbsl depth slice of Fig. 8(a) (including the AbG Fm. and
part of the Nordland Group), a low velocity anomaly expands in the
form of an ellipse (labelled G) with minor and major axis lengths of
about 2 and 3 km, respectively. Next to the pockmark towards the
west, the anomaly shows an evident amplitude increase of around
−100 ms−1 (denoted by a black arrow on the 400-mbsl depth slice
in Fig. 8a) that stands out from the rest of the anomaly. In the 500-
mbsl map (including the Nordland Group), a ∼500 m × 300 m
low-velocity anomaly is evident at the pockmark location (labelled
P1) that is embedded within a high velocity anomaly ring with the
outer diameter of ∼1.2 km. As demonstrated in the synthetic test
(Appendix B), this high velocity ring can be an artefact (compare
500-mbsl maps in Figs B2a and b). The P1 low velocity anomaly
extends down and appears on the 600-mbsl map, shifted ∼400 m
towards the north. Two noticeable features at 500-mbsl are the sharp
boundaries between high and low velocity zones (marked by cyan
dashed lines in Fig. 8a). As the depth increases down to 700 mbsl,
only anomaly structures with dimensions >1 km can be interpreted
within the regions where hit-counts are 500 per cell. An example
anomaly is a low velocity structure appearing towards the SE of the
pockmark on 600- and 700-mbsl depth slices (labelled P2 in Fig. 8)
that is surrounded by a circular high velocity anomaly with about
3.5 km diameter.
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Figure 6. (a)–(c) Recovered checkerboard anomaly pattern maps for uniform 1000-m, 500-m and 200-m anomaly sizes, respectively. Panel (c) shows only
the first two depth-slices of 200 and 300 mbsl where tomography could resolve parts of anomalies with 200-m size (beyond which, 200-m anomaly size has
not been recovered). Recovered checkerboard anomaly pattern on SE–NW section (d) and SW–NE section (e) of 1000-m (bottom row), 500-m (middle row),
200-m (top row) anomaly sizes passing through middle of anomaly blocks placed next to the Scanner Pockmark. The red and blue colour denote low and high
velocity anomalies, respectively. Scanner Pockmark is located at the middle of the maps at co-ordinates (0, 0). The solid black lines show hit-count contour
lines (annotations are in 103).
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Figure 7. Tomographic velocity model of the subsurface at the Scanner Pockmark complex area. (a) Absolute velocity depth-slice maps at 100 m depth
intervals from 200 to 700 m depth below sea level. (b) and (c) display SE–NW and SW–NE absolute velocity cross sections, respectively, down to 700 mbsl
depth. White lines on 700-mbsl map mark the cross sections locations. The solid black lines show the velocity contour lines in k ms−1. Scanner Pockmark is
located at middle of the maps at co-ordinates (0, 0) and is indicated by a black asterisk.

9 D I S C U S S I O N

9.1 Correlation with multichannel seismic data

In general, despite the inherent resolution difference between the
two methods (∼5–10 m vertical resolution and ∼30–45 m hori-
zontal resolution of the 3-D reflection seismic data (Callow et al.
2021) compared to >100 m resolution of the tomographic model,
there is good agreement between the multichannel seismic image
and the inverted model within the well resolved regions (Fig. 9a).
A simplified schematic of the interpreted gas migration path across
the seismic reflection image is displayed in Fig. 9(b). The latter fig-
ure also highlights the difference between the inversion cell height
and the stratigraphic unit thicknesses in the region. Beneath the
Scanner Pockmark, coincidence of inverted low velocity anoma-
lies with distorted and brightened reflections of the Ling Bank Fm.
(∼260 ms TWT in Fig. 9a—brightened reflections are evident in
Fig. 2) and the Crenulate Reflector (∼500 ms TWT in Fig. 9a)
indicates that the observed chimney-like anomaly on the seismic
reflection profile (indicated by dotted cyan lines and labelled A in
Fig. 9a) represents a genuine complex fluid escape structure. Nev-
ertheless, the distorted signals are related to both real fluid escape
structures and associated artefacts that are distinguishable with the
aid of our velocity model—gas-bearing sediments are linked to the
low-velocity anomalies. We find that the chimney-like signal seen
within the Aberdeen Ground Fm. (Fig. 9a, ∼260–500 ms TWT)

overlaps a high-velocity anomaly and is indeed an artefact gener-
ated by the overlying Ling Bank Fm. gas pockets at about 260 ms
TWT. This is consistent with the interpretation of Böttner et al.
(2019) in which they suggested that the Aberdeen Ground Fm. acts
as an impermeable cap rock.

The seismic reflection data also show two other chimney-like
structures, indicated by dotted cyan lines and labelled B and C in
Fig. 9(a). Neither of these chimney-like structures coincide with low
velocity anomalies, and they are situated on the edge or outside the
well-resolved areas (defined by ray hit-count of >100 in Fig. 9a).
Below anomaly B we observe deformed reflections, indicated by the
red arrows in Fig. 9(a), suggestive of vertical fluid flow. However,
above these reflections, at ∼400 ms TWT, we observe a seemingly
intact overlying reflection, while the velocity anomaly across the
distorted signals reaches up to +20 ms−1, leaving interpretation of
this feature uncertain.

Comparison of the maximum reflection amplitude extracted over
the unit S2.2 interval of the Ling Bank Fm. with our velocity
anomaly map at 200 mbsl (Fig. 10) shows that there is a corre-
lation between the high reflection amplitudes and low seismic ve-
locity channel-like feature aligned along SE–NW (indicated by a
cyan oval in Fig. 10), indicative of the presence of gas. The channel
reaches the pockmark at its SE end (indicated by the solid cyan
line in Fig. 10). This channel at its NW end bends towards the
NNE and connects to the shallow reservoirs of the Ling Bank Fm.
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Figure 8. Map view (a) and cross sections (b, c) of inverted velocity anomaly structures (the difference between inverted model and its average 1-D model).
Map views showing inverted anomaly structures at 100 m depth intervals from 200 to 700 m depth below sea level. The red and blue colour denote low and
high velocity zones, respectively. The SW–NE and SE–NW cross sections passing through Scanner Pockmark in the middle of the model are denoted by solid
black lines on 700-mbsl map. The dashed black lines in (b) and (c) indicate depths of anomaly maps shown in (a). The solid black lines show hit-count contour
lines (annotations are in 103). Scanner Pockmark is located at middle of the maps at co-ordinates (0, 0) and is indicated by black asterisk. Ch, TV, G, H, P1 and
P2 on the map views denote anomaly structures discussed in the text. The black arrow on 400 mbsl map shows location of an increased low velocity anomaly
that could be possible vertical migration pathway from CR to the shallower strata. The dashed red lines on 500-mbsl map show fault line like features in the
inverted model.

discussed by Callow et al. (2021). This feature suggests a poten-
tial horizontal fluid migration path. The comparison also shows
that the SE–NW tunnel valley, delineate by the two dashed cyan
lines in Fig. 10, is characterized by a negative velocity anomaly
with an amplitude similar to that of the gas-filled SE–NW channel.
However, the reflection amplitude map shows weaker amplitude
compared to the one along the SE–NW channel structure. The neg-
ative velocity anomaly might be caused by the presence of thin
gas-charged layers in the Ling Bank Fm. within the tunnel valley,
which appears dimmed on seismic reflection data due to destructive
interference. Alternatively, it may indicate that the tunnel valley is
acting as a conduit allowing gas migration from deeper strata to
shallow depths, leading to similar acoustic impedance across the
reflectors, thus dimming the reflection amplitude rather than gen-
erating high amplitude anomaly. There is no evidence for either of
these interpretations in seismic reflection data. The dashed cyan
lines in Fig. 10 are picked along two narrowly elongated high ve-
locity features on the velocity anomaly map that follow the rims
of the SE–NW tunnel valley, suggesting compaction of sediments
during creation of the incised valley. While these elongated features

cross-cut the acquisition lines, the other high velocity lineaments
towards the east of the Scanner Pockmark lie between acquisition
lines and appear to be acquisition imprint artefacts.

The rather sharp boundaries separating high and low velocity
zones at 500 mbsl (within the Nordland Group) in Fig. 8(a) (marked
by two dashed red lines) resemble fault lines. These features are lo-
cated at ∼2500 and ∼5500 m distance along the seismic reflection
profile at about 600 ms TWT in Fig. 9. The seismic reflection profile
suggests presence of faults with small throw (a few tens of millisec-
onds TWT) at and below the CR horizon; however, we could not
identify a clear correlation between the fault-like features in the
inverted model and the reflection seismic data.

9.2 Gas saturation

In sediments with porosity greater than critical porosity (i.e. the
porosity above which sediments are in suspension state), seismic ve-
locity is fairly insensitive to porosity variation (Nur et al. 1998). The
average porosity of the sediments overlying the Aberdeen Ground
Fm. is ∼40 per cent (Gehrmann et al. 2021), equal to the critical

D
ow

nloaded from
 https://academ

ic.oup.com
/gji/article/234/1/597/7049964 by N

ational O
ceanography C

entre user on 13 June 2023



Characterization of a fluid escape structure 607

leakage?

1 km

AbG Fm.

NL G.

LB Fm.

WG, LGM, &
CP Fm.

Scanner Pockmark

B

A

C

SW NE

0.2

0.25

0.3

0.35

0.4

0.45

0.5

0.55

0.6

0.65

0.7

Distance along profile (m)

TW
T

(s
ec

.) ? ?

0 1000 2000 3000 4000 5000 6000 7000

P1P2

HHP

(b)   

(a)

0 1000 2000 3000 4000 5000 6000 7000
Distance along profile (m)

0.2

0.25

0.3

0.35

0.4

0.45

0.5

0.55

0.6

0.65

TW
T
(s
ec

.)

+

-
1 km

AbG Fm.

LB Fm.

WG, LGM, &
CP Fm.

HPB

A

C

SW NEDistance along profile (m)

50
0

1
0
0

1
0

1
0
0

1
0
0
0

4

H

TV

TV

H

H

P1P2

TV

TV

H

seabed

CR

S2.2

S2.1

Figure 9. (a) Velocity anomaly profile in the time domain superimposed on a corresponding SW–NE seismic reflection profile crossing the Scanner Pockmark
marked by the cyan star. The solid dark blue line shows top of the subunit S2.1 of the Ling Bank Fm., dotted blue line shows approximate top of the subunit S2.2
of the Ling Bank Fm. (the subunit S2.2 and the overlying CP Fm. have similar seismic character), orange line shows top of the Aberdeen Ground Fm., and light
blue shows Crenulate Reflector unconformity. Stratigraphic intervals are indicated to the right of the seismic reflection section. The cyan dashed lines indicate
boundaries of the chimney-like structures, labelled A, B and C. HP denotes a dominant pipe-like high velocity anomaly. H, TV and P1 marks corresponding
features labelled in Fig. 8. Two vertical solid black lines show the boundaries of the inverted model. The red arrows indicate the positions of broken reflections
suggestive of a deformed interface. The red and blue colours overlay show low and high velocity anomalies, respectively. The solid white lines show hit-count
contour lines. (b) Interpretation of the velocity model superimposed on the stratigraphic intervals. The white open circles denote gas-bearing sediments and
the grey dashed symbols denote high-velocity structures within the well-defined regions. The solid horizontal white lines show inversion cell height in TWT
(Two-Way Traveltime) domain and dotted yellow boxes delineate extents of well-resolved areas used in estimation of in situ gas volumes (sub-section 9.3).

porosity expected for sandstones (Nur et al. 1998). On the other
hand, the Scanner Pockmark is an active methane venting complex,
and the amplitudes of the low-velocity structures are fairly similar
to those of anomalies where we are confident about the presence
of gas (compare the velocity anomalies appearing within the solid

cyan line with those between the two dashed cyan lines in Fig. 10b).
So it is reasonable to attribute the low-velocity anomalies to the
gas-charged sediments within the region. To further investigate the
feasibility of gas-related anomalies, we used the Gassmann (1951)
equation to assess the effect of replacing brine by methane in the
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Figure 10. (a) Maximum amplitude map of the Ling Bank upper unit (S2.2) Fm. extracted using a window extended along full depth range of the unit (modified
after Callow et al. 2021). The black lines show bathymetry contour lines, white arrows indicate glacial outwash channels and grey box marks boundaries of the
velocity anomaly map illustrated in (b). (b) Corresponding velocity anomaly map at 200 mbsl. The red and blue colours denote low- and high-velocity zones.
The cyan solid and dashed lines indicate position of corresponding features.

Table 2. Estimated bulk modulus and density of sediments and pore fluid
contents at the representative depth of 50 mbsf (200 mbsl—pressure of
2 MPa bar and temperature of 8.5 ◦C) and 250 mbsf (400 mbsl—pressure
of 4 MPa and temperature of 14.5 ◦C) at the Scanner Pockmark complex
area. Water salinity is assumed 35 000 ppm.

Depth
(mbsl) Quartz Clay Brine Methane

Bulk Modulus (GPa) 200 36.6 21 2.26 0.0027
400 – – 2.33 0.0057

Density (g cm−3) 200 2.65 2.58 1.024 0.017
400 – – 1.024 0.036

unconsolidated marine sediments of the Coal Pit and Ling Bank Fm.
For this purpose, we focused our assessment on the low-velocity
anomaly of ∼55 ms−1 that is evident below the Scanner Pockmark
location on the 200-mbsf map of Fig. 8. At this location, a well-
constrained CSEM study was also carried out by Gehrmann et al.
(2021), as described in the introduction section. The CSEM-derived
resistivity data can discriminate higher gas saturations more effec-
tively than seismic data. We used the gas saturation, porosity and
gas layer thickness information provided by Gehrmann et al. (2021)
to assess and calibrate our Gassmann models.

In our Gassmann model, porosity and clay content values are
assumed to be constant and equal to 40 per cent and 70 per cent,
respectively. The porosity is selected based on the porosity range
reported by Gehrmann et al. (2021), and the clay volume fraction
is assumed to be 70 per cent to honour the clay-rich nature of the
sediments (Graham et al. 2010; Stoker et al. 2011) and the Witch
Ground Fm. core measurements (Falcon-Suarez et al. 2021). Table 2
shows bulk moduli and densities of the sediment and pore fluid
contents at 50 mbsf depth (200 mbsl), corresponding to a location
within the Coal Pit Fm. The pressure and temperature values at 50
mbsf are 2 MPa and 8.5 ◦C, which are derived assuming hydrostatic

pressure, an annual seabed temperature of 7 ◦C (Shell UK Limited
2014) and a geothermal gradient of 30 ◦C km−1 (Harper 1971).
Clay and quartz bulk moduli and densities are adopted from Mavko
et al. (2009), and the pore fluid bulk moduli and densities are derived
using the equation of Batzle & Wang (1992). The shear modulus and
the frame bulk modulus of the dry rock are derived using shear and
compressional velocity values reported by Robinson et al. (2022) at
∼50 mbsf (Vp = 1720 ms−1—i.e. consistent with the tomography
result—and Vs = 310 ms−1, where Vs is estimated from Vp using
the Castagna’s empirical relationship for mudrocks; Castagna et al.
1985).

Our Gassmann model (black solid line in Fig. 11) calculates a
velocity of ∼820 ms−1 for a gas saturation of 34 per cent, as es-
timated by Gehrmann et al. (2021). To examine the reliability of
the obtained Gassmann model, we back calculated the thickness
of the gas-charged layer and compared that to the 30–40 m gas-
layer thickness measured from high-resolution seismic reflection
data (Gehrmann et al. 2021). To this end, we followed the principle
that the seismic wave traveltime must be identical for the corre-
sponding inverted velocity model and the resistivity-derived model
across the first 100 m of sediments below the seafloor—hereinafter
referred to as the ‘equal seismic traveltime constraint’. We assumed
a resistivity-derived model as a stack of two layers including a 35-m
gas-charged layer with velocity of 820 ms−1 (the velocity at 34 per
cent gas saturation on the black solid line in Fig. 11) and a 65-m
thick water saturated layer with a seismic velocity of 1720 ms−1 (the
velocity at 0 per cent gas saturation on the black solid line in Fig. 11).
The corresponding inverted velocity model has a 100 m-thick sedi-
ment layer with a seismic velocity of 1690 ms−1 (averaged velocity
derived by the first arrival traveltime tomography). This observation
supports the presence of a ∼3 m-thick gas-charged layer, that is 7.5
to 10 per cent of the thickness suggested by a high-resolution seis-
mic reflection data (Gehrmann et al. 2021). A potential explanation
for this discrepancy is that the clay-rich sediments of the CP and
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Figure 11. Compressional wave velocity (Vp) as a function of gas saturation (Sg) using Gassmann equation (solid lines) and patchy saturation–velocity
relationship (dashed lines), derived for the depths of 200 (black colour) and 400 mbsl (green colour). Elastic moduli and densities used in Gassmann equation
are given in Table 2. Porosity is assumed to be constant and equal to 40 per cent and 28 per cent for 200 and 400 mbsl, respectively, and the clay volume fraction
is assumed 70 per cent for both depths. The letter ‘e’ denotes the Brie free parameter for each curve.

LB formations are prone to patchy gas saturation distribution, in
contrast to the homogenous saturation assumption that we used in
the Gassmann fluid substitution modelling. The patchy saturation
scenario is also suggested through the lab experiment carried out
by Falcon-Suarez et al. (2021) on two gravity core samples that are
taken from ∼1 and ∼2.1 mbsf in the Witch Ground Fm. We used the
equation of Brie et al. (1995) to calculate the effective bulk mod-
ulus of the pore fluid and modelled the patchy saturation–velocity
relationship for the sediments underlying the Scanner Pockmark
complex. Mavko & Mukerji (1998) showed that perfectly patchy
(i.e. gas and water phases do not coexist at the same pore space
and are separated by fully saturated patches) and homogeneous sat-
uration correspond to the upper and lower bounds of velocity in
partially saturated rock. To estimate the Brie free parameter (e)
for the Scanner Pockmark shallow sediments (0–100 mbsf depth-
interval), we first estimated the gas saturation of the sediments by
satisfying the equal gas volume per one square metre area within
the CSEM and inverted velocity models—hereinafter referred to as
the ‘volumetric constraint’. A 35 m-thick gas layer with a porosity
of 30 per cent and 34 per cent gas saturation (average values for the
gas pocket by Gehrmann et al. 2021) results in an in-situ gas volume
of ∼3.57 m3 per square metre. To accommodate the same volume
of gas within the 100 m-thick sediments with an average porosity of
40 per cent, we calculated a gas saturation of ∼9 per cent. Next, we
calibrated the Brie free parameter by forcing the Gassmann model
to pass through the point of 9 per cent gas saturation and 1665 ms−1

velocity (i.e. −55 ms−1 velocity anomaly). The calibrated Brie free
parameter was estimated to be 1.3 (Fig. 11, black diamond line).
The corresponding saturation–velocity model indicates ∼230 ms−1

velocity reduction at the average gas saturation of 34 per cent. Sat-
isfying the equal seismic traveltime constraint leads to an estimate
of a ∼22 m-thick gas layer. This thickness is much closer to the gas
layer thickness of 30–40 m from seismic reflection data, but still
not satisfactory.

The presence of non-gas high-resistivity geological features,
such as methane-derived authigenic carbonate, would constructively

contribute to the resistivity anomaly, leading to an overestimated
CSEM-derived gas saturation. In contrast, this would result in un-
derestimation of the velocity-derived gas saturation. To address the
uncertainty associated with the presence of authigenic carbonate,
we assumed the lower-end gas saturation of 20 per cent (Gehrmann
et al. 2021) and increased the low-velocity anomaly by 50 per cent
to −80 ms−1. The volumetric constraint suggested ∼5 per cent gas
saturation. By passing the Gassmann model through the 5 per cent
gas saturation and 1640 ms−1 velocity (−80 ms−1 velocity anomaly)
point, we readjusted the Brie’s free parameter to 3. The latter Brie
free parameter also agrees well with that of the unconsolidated high-
porosity marine sediments from offshore Oregon (Myung 2004), so
is a realistic estimation. The new Gassmann model (Fig. 11, black
dotted line) shows ∼315 ms−1 velocity reduction at 20 per cent gas
saturation. The latter Gassmann model also implies a ∼22 m-thick
gas layer, required to realize the equal seismic traveltime constraint.

At the other extreme, where the CSEM-derived gas saturation
reaches to its upper-end of 48 per cent (Gehrmann et al. 2021), we
estimated a gas saturation of ∼12.5 per cent at the 55 ms−1 velocity
reduction. The corresponding new Brie free parameter suggests
perfectly patchy saturation (Fig. 11, black dashed line) and a ∼18 m-
thick gas layer.

In general, estimates of 9 and 12.5 per cent gas saturation are
in reasonably good agreement with the reported maximum CO2

saturation of 10 ± 5 per cent measured for the muddy sediments of
the Witch Ground Fm. at ∼2.1 mbsf (Falcon-Suarez et al. 2021),
and 10 ± 3 per cent CO2 saturation at a depth of < 3 mbsf for the
Witch Ground Fm. obtained from the STEMM-CCS field release
experiment data (Roche et al. 2021), although, the saturation can
change with depth. We postulate that the small size of the authigenic
carbonates (Böttner et al. 2019) limits their impact on the resistivity
and velocity anomalies and the estimated 5 per cent gas saturation
in the presence of authigenic carbonates is less likely.

Additionally, we model the Gassmann saturation–velocity rela-
tionship for the observed gas layer beneath the CR unconformity
(400-mbsl map in Fig. 8a). At this depth, the petrophysical and
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Table 3. Reservoir properties used to estimate the in-situ gas volumes within the gas-bearing sediments of the
Ling Bank and the Nordland Group Fm.

Geological layer
Depth
(mbsl)

Porosity
(per cent)

Shale fraction
(per cent)

Brie Constant
(Gassmann modelling)

In-situ gas volume
(106 m3)

Ling Bank Fm. 200 44 56 1 3.73
40 70 1.3 1.64
36 84 3 0.31

Nordland Group Fm. 400 34 55 1 3.16
22 85 5 0.13

elastic parameters are poorly constrained, leading to a large uncer-
tainty. We assumed the same clay volume fraction of 70 per cent as
for the shallow depth and porosity of 28 per cent, close to the poros-
ity range at 150 mbsf, estimated by Gehrmann et al. (2021). Pressure
and temperature at 400 mbsl (250 mbsf) are 4 MPa and 14.5 ◦C re-
spectively (derived, as explained, for the shallow depth). The corre-
sponding fluid’s density and bulk modulus were estimated using the
Batzle & Wang (1992) equations and are given in Table 2. The shear
modulus and dry rock frame modulus were estimated using the av-
eraged inverted compressional velocity at 400 mbsl (∼1900 ms−1)
and a corresponding shear wave velocity (460 ms−1) was estimated
using the empirical relationship of Castagna et al. (1985). We as-
sumed three saturation scenarios, namely, homogeneous saturation
(Fig. 11, solid red line; e = 40), perfectly patchy saturation (Fig. 11,
dashed red line; e = 1) corresponding to the upper gas saturation
limit and partially patchy scenario (Fig. 11, dotted red line) with
the Brie free parameter of 5, similar to that of the unconsolidated
sediments of the Utsuia Formation at 800–1000 mbsl depths at the
Sleipner CCS site (Williams & Chadwick 2021).

9.3 in-situ gas volume

Using our model, we can quantify the gas volume in layers above
the glacial unconformity (combined Ling Bank and Coal Pit forma-
tions) and below the CR regional unconformity (Nordland Group).
The areal extents of the gas-bearing zones were estimated from
our inverted velocity model, confined to the well-resolved areas
where the inversion cell ray hit-count is > 100. The gas satura-
tion scenarios were estimated using the patchy saturation–velocity
relationships that are derived in subsection 9.2 (Fig. 11). We also
investigated the uncertainty associated with the input parameters,
ignoring the interrelation between the input parameters (e.g. effect
of porosity variation on a modeled saturation–velocity relationship)
as the effects were minimal compared to the corresponding input
variations. Table 3 summarizes the input parameters used in gas vol-
ume estimates and the results for each depth, and sections 9.3.1and
9.3.2 elaborate on our choice of input parameters.

9.3.1 Ling bank and coal pit formations

To estimate the area of the shallow gas-bearing zones we used a
velocity cut-off value of 1720 ms−1 (corresponding to the com-
pressional wave velocity at 100 per cent water saturation, Fig. 11)
at 200-mbsl depth in order to delineate the gas-charged zones. An
area of ∼8.45 km2 was calculated. The gas volume was calculated
for the base case scenario using the patchy gas saturation–velocity
relationship shown by the black diamond line in Fig. 11, 40 per
cent porosity and 70 per cent clay volume fraction. The upper and
lower gas volume scenarios were also calculated assuming ±20 per
cent variation in clay volume fraction, ±10 per cent variation in

porosity and the gas saturation–velocity relationships shown by the
black dashed (upper case) and dotted (lower case) lines in Fig. 11.
The in-situ gas volume for lower, base and upper case scenarios are
about 0.31, 1.64 and 3.73 ×106 m3, respectively. Using the gas den-
sity of 0.017 g cm−3 (Table 2), gas mass of corresponding scenarios
are 5.27, 27.88 and 63.41 ×106 kg. Considering the methane mass
flux rate of 1.6–2.7 × 106 kg yr−1 (Li et al. 2020) at the Scanner
Pockmark, the lower, base and upper case scenarios could sustain
the observed gas flux for around 2–3, 10–17 and 23–40 yr. The
presence of authigenic carbonate at the Scanner Pockmark complex
(Judd & Hovland 2007; Robinson et al. 2021) suggests ongoing
methane venting for several thousand years (Teichert et al. 2003),
much longer than the estimated depletion time span of 2–40 yr.
Thus these sediments must be continuously fed from deeper gas-
rich strata to maintain the seabed methane seepage for thousands of
years.

9.3.2 Nordland group

The same procedure was repeated to estimate the in-situ gas volume
underlying the Crenulate Reflector at 400 mbsl. Compared to the
shallow sediments of the LB and CP Fm., gas volume estimation at
this depth is less constrained because of the lack of measurements
and reliable independent studies. The area of the gas-charged zone
was estimated to be about 5.30 km2 at 400 mbsl depth, defined using
a velocity cut-off value of 1900 ms−1, corresponding to the com-
pressional wave velocity at 100 per cent water saturation (Fig. 11).
Assuming a porosity range of 22–34 per cent, clay volume fraction
range of 55–85 per cent and the patchy gas saturation–velocity re-
lationships shown by the red dotted (lower case) and dashed (upper
case) lines in Fig. 11, an in-situ gas volume range of ∼0.13–3.16
×106 m3 (∼4.68–113.78 ×106 kg methane using the gas density of
0.036 g cm−3—Table 2) was calculated.

9.4 Gas migration pathway

The geometry of the low-velocity anomalies suggests that ther-
mogenic methane (Clayton & Dando 1996) is migrating vertically
through a major chimney (labelled P2 on 500-, 600- and 700-mbsl
maps in Figs 8a and 12) within the Nordland Group, situated ∼1 km
south of the Scanner Pockmark. Additionally, gas migrates verti-
cally through a smaller pipe-like structure evident below the Scanner
Pockmark in the 500- and 600-mbsl maps in Fig. 8(a) (labelled P1
in Figs 8a and 12). The gas reaches the CR regional unconfor-
mity at the base of the Aberdeen Ground Fm. (corresponding to
the 400-mbsl map in Fig. 8a), where it accumulates (denoted by G
on 400-mbsl map in Figs 8a and 12), mixes with in-situ biogenic
gas (Judd et al. 1994; Böttner et al. 2019) and spreads towards the
NW (black arrow on 400-mbsl map in Fig. 12) along the possi-
ble regional migration pathway interpreted by Callow et al. (2021).
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Figure 12. Schematic perspective of the gas migration paths underlying the Scanner Pockmark complex. The red-blue anomaly maps correspond to those
illustrated in Fig. 8. The green bubbles demonstrate the interpreted vertical gas migration paths and the black arrows on maps at 200 and 400-mbsl indicate
horizontal gas migration paths. The dotted vertical line shows the vertical projection line of the Scanner Pockmark location. The dashed cyan lines, and labels
P1, P2, Ch, TV, H and G indicate corresponding features in Fig. 8. Stratigraphic intervals are indicated to the left of the figure.

The possible regional pathway has been inferred from the depth
map of the Crenulate Reflector interpreted from 3-D seismic reflec-
tion data. The trapped gas under the Crenulate Reflector migrates
upwards through the low velocity anomaly indicated by the black
arrow in the 400-mbsl depth slice in Fig. 8(a) and reaches the SE–
NW tunnel valley (labelled TV in the 300- and 200-mbsl maps in
Figs 8a and 12). As discussed in section 9.1, the SE–NW tunnel
valley may act as a conduit allowing the gas to migrate towards
the glacial deposits overlying the Aberdeen Ground Formation. Our
velocity model suggests several horizontal migration pathways (in-
dicated by black arrows on 200-mbsl map in Fig. 12) towards the
Scanner Pockmark and underlying shallow reservoirs of the Coal
Pit and Ling Bank formations within the stratigraphic trap created
by two intersecting SE–NW and SW–NE tunnel valleys (Callow
et al. 2021). In particular, the narrow NW–SE channel at < 200
mbsl (labelled Ch on the 200-mbsl map in Figs 8a and 12) appears
to be a major horizontal gas migration pathway towards the Scanner
Pockmark complex, as interpreted by Callow et al. (2021) as well.

9.5 High-velocity anomalies

While the low-velocity anomalies at this study area can be at-
tributed to the presence of gas-saturated porous sediments, inter-
pretation of the inverted high-velocity zones remains ambiguous.
The high-velocity anomalies are also evident in absolute velocity
maps (Fig. 7a), suggesting they result from real geological features.
Commonly, sediment compaction, porosity reduction, shale volume
increase and lithology changes can cause high-velocity structures
within sedimentary rocks. In addition, methane-derived authigenic
carbonate (MDAC) cementation is a common phenomenon asso-
ciated with focused fluid flow systems. Nevertheless, MDAC is
expected to appear in the form of isolated small-scale anomalies
(Böttner et al. 2019), whereas the high-velocity anomalies in this
study have dimensions reaching several kilometres around and away
from the chimney-like structure. Despite the uncertainties associ-
ated with the interpretation of these anomalies, plausible explana-
tions for some of them can be developed by synthesizing informa-
tion from various sources.
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9.5.1 Linear high-velocity anomalies

As discussed in section 9.1, two narrowly elongated SE–NW high-
velocity anomalies, indicated by dashed cyan lines in Fig. 10, are
present along the edges of the SE–NW tunnel valley and suggest
compaction of the host sediments. In addition, comparison with the
maximum amplitude map (Fig. 10a) shows that the position of these
anomalies partly overlaps the location of the relatively brightened
amplitudes, a common feature associated with high velocity sed-
iments (assuming the brightened reflections have normal polarity
along the tunnel valley’s rims).

9.5.2 Flat high-velocity anomalies

On the 200-mbsl map in Fig. 8(a), a dominant high-velocity anomaly
zone (labelled H) is confined to the SE by the SE–NW tunnel
valley, and to NW by the gas bearing sediments of Ling Bank Fm.
(Fig. 10a). This anomaly extends down to the Aberdeen Ground Fm.
(Fig. 8, 300-mbsl map). The Aberdeen Ground Fm. is interpreted
as a sealing cap-rock formation by Böttner et al. (2019). Thus,
porosity reduction and increased clay volume might explain this
high velocity anomaly at 300 mbsl, but it remains indefinite at 200
mbsl.

9.5.3 Pipe-like high-velocity anomaly

In Fig. 9(a), a noticeable vertical high-velocity anomaly (labelled
HP) is evident in the vicinity of the Scanner Pockmark towards
the SW. This anomaly extends from ∼300 ms TWT down to
∼450 ms TWT, corresponding to ∼250–350 mbsl. The anomaly
can be tracked up to the seafloor, showing a ∼300 m shift towards
the NW on the 200-mbsl map in Fig. 8. The anomaly shows a maxi-
mum ampitude of +110 ms−1 and resembles a subvertical pipe-like
cemented chimney. We speculated that this might be a cemented
chimney; however, this needs more evidence such as associated
paleopockmarks to be confirmed.

9.5.4 Concentric high-velocity anomalies

At greater depth, the velocity model shows a nearly concentric high-
and low-velocity pattern throughout the ∼500 to ∼700 mbsl inter-
val (within the Nordland Group). This resembles a high-velocity
dome-like structure embedded by low-velocity sediments. The high-
velocity dome is also breached by several low velocity patches in
different areas. We have shown plausibility of this interpretation
through the synthetic test (Figs B2a and b, 600- and 700-mbsl
maps); however, this cannot be confirmed without incorporation of
independent information such as drilling data. A possible explana-
tion of the extensive high-velocity zone within the Nordland Group
is interbedded high-velocity limestone layers within the clay-rich
strata that are interpreted using composite log and shallow seismic
profiles (Judd et al. 1994).

1 0 C O N C LU S I O N S

From our high-resolution seismic velocity model of the region
around the Scanner Pockmark complex, we conclude that:

(i) The chimney structure imaged by seismic reflection data is
part of a larger complex fluid escape structure that hydraulically
connects the strata at depths of > 700 mbsl to the seafloor via an
indirect pathway. The venting gas at the Scanner Pockmark is being

fed vertically through indirect migration pathways and laterally
through a narrow NW–SE shallow channel.

(ii) The part of the chimney-like seismic reflection anomaly that
extends across the Aberdeen Ground Fm. is indeed an artefact gen-
erated by the overlying gas pockets of the Ling Bank and Coal Pit
formations.

(iii) The integrated velocity- and resistivity-derived gas satura-
tion study suggests that the gas across the sediments of Ling Bank
and Coal Pit Fm. in the Scanner Pockmark region must be dis-
tributed in a patchy pattern with the Brie free parameter of 1.3,
close to the perfectly patchy saturation upper bound.

(iv) Our estimated base-case gas volume across the Ling Bank
and Coal Pit Fm. indicates that the current observed methane flux
can last for about 10–17 yr, with less likely lower and upper time-
scale scenarios spanning between 2 and 40 yr, therefore, this long-
lived reservoir must be continuously replenished from below.

(v) The velocity model suggests that the SE–NW tunnel valley is
a plausible vertical migration pathway connecting the accumulated
gas under the CR to the porous sediment overlying the Aberdeen
Ground Fm.

(vi) The linear high-velocity anomalies that correlate with the
rims of the NW–SE tunnel valley, suggest compaction of host sed-
iments during creation of the tunnel valley.

(vii) A plausible migration path of the thermogenic gas is a cylin-
drical chimney structure within the Nordland Group situated ∼
1–1.5 km towards the SE of the Scanner Pockmark.
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A P P E N D I X A : DATA U N C E RTA I N T Y
A NA LY S I S

The traveltime pick uncertainty for each OBS was evaluated based
on time difference statistics of adjacent shots around the survey-
line intersections (i.e. cross-over analysis). Since the shot positions
do not necessarily coincide at the line intersections, we selected
shot pairs with less than 10 m separation for the analysis. However,
the spacing between these nearly coincident shot pairs introduces
an extra traveltime difference that interferes with the picks’ uncer-
tainty. The shot pair spacing related time difference can be estimated

and removed using a data-driven approach. To this end, we mea-
sured traveltime differences of consecutive shots on selected survey
lines, having good signal-to-noise ratio, and plotted the measured
time differences against corresponding shot-receiver offsets. Next,
a least-squares regression line was fitted to the data. The regression
line models the time delay between pairs of consecutive shots with
19 ± 0.5 m spacing as a function of source–receiver offset. The
regression line has a correlation coefficient of 0.88 for 95 per cent
of data excluding outliers and 0.79 for the entire data set. Using
the regression line, time corrections for selected shot pairs can be
estimated using the following equation:

dt =
(

dx

19

)
× dTm,

where dt is the estimated time difference of two nearly coinciding
shot pairs at a given source–receiver offset, dx is spacing between
two nearly coinciding shot pairs and dTm is the measured traveltime
difference of consecutive shot pairs with a 19 ± 0.5 m spacing at
corresponding source–receiver offset. Fig. A1 displays traveltime
difference histograms before and after the correction for picks from
all OBSs. The corrected histogram shows a typical normal distribu-
tion, characteristic of remaining random error.

A P P E N D I X B : S Y N T H E T I C T E S T

A synthetic test was carefully designed based on preliminary in-
version results and known limitations associated with the data and
modelling. The primary aim of testing was to investigate the fea-
sibility of retrieving velocity anomaly structures similar to those
retrieved from our real data. The synthetic acquisition geometry
matched that used in our experiment at Scanner Pockmark. The
synthetic velocity model was generated by superimposing various
high- and low-velocity anomalies on a 1-D background model. The
background model was generated by horizontally averaging the 3-D
starting model that is used in our field data inversion. The anomalies
include structures in the form of a pipe, a channel, a horizontal layer
and a dome, with different sizes, depths and anomaly magnitudes
(Table B1).

Synthetic traveltimes were generated through each model using
FAST’s forward ray tracing algorithm. In addition, a normally dis-
tributed random noise with zero mean and a standard deviation of
2 ms (to mimic the real data uncertainty) was added to the synthetic
data. The starting model was the 1-D average of the synthetic model.
The forward node and inverse cell sizes, and the parameters α and
sz were set to match the real data inversion parameters. The data
uncertainty was set to 2 ms to honour the added noise. Initial RMS
traveltime misfit and χ 2 for synthetic model are 7.3 ms and 13.4,
respectively. After 10 iterations, they reached values of 2.3 ms and
1.4, respectively. Convergence was very slow after the 7th iteration
and the inversion was stopped after 10 iterations.

Comparison of the inverted and true models (Fig. B2) shows that
the inversion is able to reconstruct velocity anomalies with hori-
zontal dimensions as small as 200 m at depths less than ∼ 250
mbsl and as small as 400 m down to ∼ 500 mbsl. However, at
depths > 300 mbsl artefacts start to emerge and smear the bound-
aries of the structures along ray paths. The synthetic test also showed
that wide structures with thickness <100 m are unlikely to be re-
trieved and structures beyond 500 mbsl depth are strongly smoothed.
Inverted anomaly amplitudes are reasonably similar to those of cor-
responding real ones down to ∼ 350 mbsl, but start to decrease as
depth increases. In a few places on the 500 mbsl map, the inverted
anomaly shows higher amplitudes than the real ones; this could be
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(a) (b)

Figure A1. (a) Histogram of first-arrival traveltime differences of selected shot pairs (with < 10 m spacing) at seismic line intersections. (b) Histogram of the
data following application of the correction for the time difference due to the spacing between selected shot pairs. The red curved lines show normal distribution
fit to the corresponding data. Mean and standard deviation values are labelled for measured and corrected data residuals on corresponding graphs.

Table B1. Synthetic anomaly structures’ descriptions.

Anomaly type
Amplitude

(m s−1) Top (mbsl) Base (mbsl) Thickness (m)
Centre Coordinate

—X/Y (m)
Diameter/Width/

Dimension—X × Y (m)

layer −50 150 250 100 −1650/0 2200 × 6
channel −100 150 250 100 - 200 × 2923
pipe −100 150 250 100 0/0 200
layer +100 250 310 60 0/0 6000 × 6000
pipe −150 250 310 60 −500/0 400
Cone −50 310 420 110 @ centre 0/−1000 2000 @ top −250 @

bottom
anticline +100 600 800 @ edges so 0/0 6000 × 6000
dome −50 800 @ centre 800 150 @ centre 0/0 6000 × 6000
pipe +100 150 2000 2000 500/0 400
pipe −100 310 600 290 0/0 400
pipe −150 310 2000 1690 0/−1000 1000

due to interference of leaking artefacts from the lower layers with
real structures.

In addition, we investigated the effect of overestimating the data
errors. Stopping at a misfit level that is too large clearly com-
promises the resolution of inverted model (compare Figs B2b
and B3a) and results in large variations of the mean misfit with
offset (Fig. B1b), as seen with our inversions of real data.

A P P E N D I X C : DATA R E S I D UA L S A S A
F U N C T I O N O F O F F S E T

Averaged final velocities of the Monte–Carlo simulation resulted in
an unsatisfactory RMS error of traveltime as a function of offset,
showing strong bias in the far-offset region (Fig. C1a). To correct
for the bias at far-offset, we applied a depth-variant linear scalar
to the depths below the seafloor and obtained a reasonable error

distribution at all offsets (Fig. C1b). The scaling factor is (1 + i
6500 )

that was defined through a trial- and -error approach. i represents
the forward grid index starting from 1 at the first cell below the
bathymetry depth and increases by 1 at every 10 m depth step (i.e.
forward cell height).

A P P E N D I X D : E F F E C T O F
R E G U L A R I Z AT I O N PA R A M E T E R S O N
T H E I N V E R S I O N R E S U LT

We used the 3-D starting model and explored the model space by
testing several values of the parameters α and sz within reasonable
ranges (i.e. 0.5 ≤ α ≤ 0.9 and 0.1 ≤ sz ≤ 0.3). All inverted models
showed comparable results (Fig. D1). Thereafter, we set α and sz

equal to 0.9 and 0.1, respectively, for all inversions.
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(b)

rms error = 3 ms

chi2 = 2.3

(c)

rms error = 2.3 ms

chi2 = 1.4

(a)

rms error = 7.3 ms

chi2 = 13.4

Figure B1. Traveltime residuals for the synthetic initial model (a) and inverted models with the RMS traveltime misfit of 3 (b) and 2.3 ms (c) as a function of
source–receiver offset. The RMS error and χ2 (normalized chi-squared) for each model are labelled on residual-offset plots. The grey dots show individual
residuals and vertical black lines show one standard deviation error bar for residuals within 50-m offset bins.
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Figure B2. (a) Map views showing anomaly structures of the synthetic model (synthetic model–1-D average of starting model) at 100 m depth intervals from
200 to 900 m depth below sea level. 200 m depth corresponds to the shallowest inverted cell. (b) Map views showing corresponding inverted synthetic anomaly
structures (inverted synthetic model–1-D average of starting model). (c, e) SW–NE and SE–NW cross sections passing through the chimney structure in the
middle of the synthetic model. (d, f) corresponding SW–NE and SE–NW cross sections passing through the inverted synthetic model anomalies (inverted
synthetic model–1-D average of starting model). The dashed black lines indicate depths of anomaly maps shown in (a) and (b). The red and blue colours denote
low and high velocity zones, respectively. The solid black lines show hit-count contour lines (annotations are in 103).
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Figure B3. Map view (a) and cross sections (b, c) of inverted synthetic anomaly structures (inverted synthetic model–1-D average of starting model). The
inverted model has RMS residual misfit of 3 ms and χ2 of 2.3. Other details are as in Fig. B2.

RMS error = 7.5 ms

chi2 = 3.5

RMS error = 2.7 ms

chi2 = 0.46

(a) (b)

Figure C1. Traveltime residuals for 3-D average model (a) and scaled 3-D average model (using a depth-variant scaling) as a function of source–receiver
offset. The grey dots show individual data residuals and vertical black lines show error bars (68 per cent confidence limit) for residuals within 50-m offset bins.
Chi-squared values are calculated at 4 ms uncertainty level.
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alpha = 0.5 / sz = 0.1 alpha = 0.5 / sz = 0.2 alpha = 0.5 / sz = 0.3

alpha = 0.7 / sz = 0.1 alpha = 0.7 / sz = 0.2 alpha = 0.7 / sz = 0.3

alpha = 0.9 / sz = 0.1 alpha = 0.9 / sz = 0.2 alpha = 0.9 / sz = 0.3

Figure D1. Velocity anomaly at 200 mbsl depth. The data are inverted using the 3-D starting model. α and sz parameters are varied between 0.5 to 0.9 and
0.1 to 0.3, respectively.

D
ow

nloaded from
 https://academ

ic.oup.com
/gji/article/234/1/597/7049964 by N

ational O
ceanography C

entre user on 13 June 2023


