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Abstract

This paper presents a physics-based macroscale model for the densification of dry snow which
provides for a smooth transition between densification by grain-boundary sliding (stage 1) and
densification by power-law creep (stage 2). The model uses established values of the stage 1
and 2 densification rates away from the transition zone and two transition parameters with a sim-
ple physical basis: the transition density and the half-width of the transition zone. It has been
calibrated using density profiles from the SUMup database and physically based expressions
for the transition parameters have been derived. The transition model produces better predictions
of the depth of the nominal bubble close-off horizon than the Herron and Langway model, both
in its classical form and in a recent version with re-optimised densification rates.

List of symbols

DIP depth-integrated porosity, m
E0 stage 1 activation energy, kJ mol−1

E1 stage 2 activation energy, kJ mol−1

H depth of ice sheet, m
N number of measurements
R logarithmic function of density
Rs polynomial curve fitted to R
Rmodel model values of R
Robs observed values of R
Tm mean annual firn temperature, °C or K
X scaled density variable, a−1

X0 surface value of X, a−1

�a mean annual accumulation rate, m w.e. a−1

c density-corrected volumetric strain rate, a−1

k0 local stage 1 densification rate, m w.e.−1

k∗0 global stage 1 densification rate, m w.e.−1

k1 local stage 2 densification rate, m w.e.−1

k∗1 global stage 2 densification rate, m w.e.−1

qT water-equivalent depth at transition, m w.e.
z height, m
zT transition height, m
zs smoothed profile height, m
zBCO bubble close off height, m
zmodel model height, m
A parameter in transition model, a2

B parameter in transition model, a−1

C parameter in transition model, a−1

D parameter in transition model, a−1

M parameter in transition model, kg2 m−6 a2

R gas constant, 8.314 J mol−1 K−1

ΔDIP difference in depth-integrated porosity, m
ΔzBCO difference in BCO height, m
Δρ transition half-width, kg m−3

Γ thinning function
Ψ cost function
Ψmin minimum value of cost function
α parameter in Herron and Langway equation
β parameter in Herron and Langway equation
1̇ volumetric strain rate, a−1

1̇H horizontal flow divergence, a−1

1̇zz vertical strain rate, a−1
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λ length scale, m
ρ mean density over a macroscale element, kg m−3

ρ′ variable density within a macroscale element, kg m−3

ρ0 surface intercept density, kg m−3

ρ1 lowest density in optimisation range, kg m−3

ρ2 highest density in optimisation range, kg m−3

ρT transition density, kg m−3

ρ′T variable transition density within a macroscale
element, kg m−3

ρi density of ice, kg m−3

ρw density of water, kg m−3

ρBCO nominal bubble close off density, kg m−3

σ overburden stress, Pa
τ time from deposition, a
τT time from deposition to transition, a
θBCO thinning correction at bubble close off, m
εT total strain to transition

1. Introduction

Models of the densification of dry snow are used for a wide range
of glaciological and meteorological purposes, including, for
example, predicting the energy budget at the lower boundary of
the atmosphere in climate models, predicting the formation of
weak layers in avalanche models, interpretation of seismic and
radar-sounding data and derivation of age–depth relations for
firn cores. In particular, two key problems are often identified
as drivers for the development of firn densification models. The
first concerns the interpretation of altimetry data, in particular
the satellite data which have revealed the response of the polar
ice sheets to recent climate change. A change in elevation of an
element of the ice-sheet surface can occur both because of a
change in the mass of the underlying ice and firn column and
because of a change in its depth-integrated porosity (DIP). A
model is needed to predict how DIP will vary with changing climate
before elevation changes can be linked to mass-balance changes.
The second problem concerns the interpretation of ice core palaeo-
climate and atmosphere data. The age of gas bubbles in an ice core
segment will not be the same as the age of the surrounding ice
because the gas is able to move while in the porous firn region.
Estimating the age difference, so that climate variables deduced
from the gas and ice chemistry can be reconciled, requires a densi-
fication model to predict bubble close-off (BCO) depth in the firn.

Snow densification models range from the relatively simple lin-
ear viscous approximations used in seasonal snow cover models
(e.g. Brun and others, 1989; Jordan, 1991; Bader and
Weilenmann, 1992) to more complex formulations based on
details of physical processes at the grain-size scale (e.g.
Salamatin and others, 2009; Fourteau and others, 2020). In
many applications the input data are limited, and this in turn lim-
its the complexity of the models that can be used. One widely used
model developed by Herron and Langway (1980) defines densifi-
cation rates at a given site simply in terms of the mean annual firn
temperature, Tm, mean annual accumulation, �a, and surface inter-
cept density, ρ0. This may be regarded as the ‘common ancestor’
(Lundin and others, 2017) of a number of other macroscale mod-
els that rely on similar input data and share common assumptions
about the densification process.

One of these assumptions is that snow densification occurs
first by rearrangement of the ice grains to produce a closer pack-
ing. The grains move by sliding at their boundaries until the clos-
est possible packing is achieved, at which point further
densification is only possible by plastic deformation of the grains
themselves. This power-law creep continues until the pores in the
matrix are enclosed and further densification then depends on
compression of the gas in the bubbles. The Herron and

Langway (1980) model defines a fixed transition density for all
sites, ρT, between the first and second stages of densification, as
550 kg m−3. This value is physically plausible, since it lies between
the densities of the loosest (479 kg m−3) and closest (679 kg m−3)
theoretical packing of ice spheres (Benson, 1962), and has contin-
ued to be used in current models (e.g. Barnola and others, 1991;
Spencer and others, 2001; Goujon and others, 2003; Arthern and
others, 2010; Ligtenberg and others, 2011; Simonsen and others,
2013; Verjans and others, 2020).

Nevertheless, the possibility that ρT is not a constant was raised
early in the development of densification models. On the some-
what uncertain basis of four density profiles, Benson (1962)
derived an empirical expression in terms of Tm which implies a
maximum value of 730 kg m−3 at 0°C and a minimum value of
500 kg m−3, no matter how cold the snow becomes. He suggested
near-zero temperatures favour stage 1 densification because the
formation of a liquid layer at the grain-boundaries allows this
stage to continue to a greater density. Arnaud and others
(1998) agreed that the transition density decreases with tempera-
ture; their explanation was that the overburden stress, σ, at the
transition is greater at cold sites, so that densification by creep
(∝ σ3) is favoured over densification by grain-boundary sliding
(∝ σ) and can begin at a lower density.

The idea that stages 1 and 2 are separated by an abrupt tran-
sition was challenged early on by Ebinuma and Maeno (1987)
who suggested that particle rearrangement and plastic creep can
operate together over a wide transition region from 550 kg m−3

to ∼700 kg m−3. These densities were deduced from ice core
data at relatively low resolution (spacing ≥ 50 cm). Higher reso-
lution profiles reveal the variation in density between and within
annual layers and have led to a more detailed understanding of
the physical processes controlling densification in dry polar
snow. In particular, Gerland and others (1999) and Freitag and
others (2004) showed that initially lower-density, coarse grained,
‘summer firn’ layers had a higher stage 1 densification rate than
initially higher-density, fine-grained ‘winter firn’ and Hörhold
and others (2012) showed that a variation in impurity concentra-
tion could produce a variation in stage 2 densification rates. This
variability in both density and densification rates will broaden the
range over which the transition from stages 1 to 2 appears to
occur on the macroscale, that is when we consider the smoothed
density profile rather than details of the annual layering.

The concept of a transition zone was incorporated into the
Herron and Langway model by Morris (2018). The ‘Morris tran-
sition model’ removes the abrupt transition between stage 1 and
stage 2 densification at a fixed transition density and includes
two optimisable parameters. These are the transition density,
ρT, and the transition half-width, Δρ, a measure of the density
range over which the transition occurs. Early values of these para-
meters were determined by examination of short strain rate pro-
files from the Pine Island Glacier basin, Antarctica (Morris and
others, 2017). This paper extends that work using 103 profiles
from the SUMup community dataset of snow and firn density
(Montgomery and others, 2018). We develop new, physically
based, expressions for the transition parameters and assess the
performance of the model in terms of its ability to predict the
nominal BCO depth for 45 of the profiles.

2. The transition model

The transition model is based on the Robin hypothesis that, in dry
snow, the volumetric strain rate, 1̇, is related to the (macroscale)
density ρ by the expression

1̇ = c
ri − r

r

( )
, (1)
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where ρi is the density of ice. The density-corrected volumetric
strain rate, c, is written

c = D+ X

|(1+ AX2)1/2|

( )
, (2)

where A and D are constants and X = (ρ− ρT)/M
1/2 is a scaled

density variable describing distance from the transition density
ρT. Away from the transition c tends to the stage 1 and stage 2
constant density-corrected strain rates. That is, for AX2 ≫ 1,
c→ (D−A−1/2) or (D + A−1/2). Parameter M controls the abrupt-
ness of the transition. The half-width of the transition, Δρ, is
defined by the points where c reaches 90% of its stage 1 and
stage 2 values, that is

r = rT − Dr for c = 0.9 D− A−1/2
( )

,

r = rT + Dr for c = 0.9 D+ A−1/2
( )

,
(3)

from which

Dr ≈ 2.06
M
A

( )1/2

. (4)

For constant �a, we can derive an expression relating height, z,
(positive upwards) and scaled density X:

∫
dz = �a

M1/2

×
∫

(1+ AX2)1/2dX

D(1+ AX2)1/2 + X
( )

C− X( ) X − B( ) ,
(5)

where B =−ρT/M1/2 and C = (ρi− ρT)/M
1/2. Equation (5) allows

us to calculate the depth at which any given density is reached,
for example the nominal BCO depth, − zBCO, at which ρ =
ρBCO. There is evidence (Martinerie and others, 1994) that the
(macroscale) BCO density varies with climate, in particular
increasing from ≈815 kg m−3 at − 15°C to ≈ 834 kg m−3 at −
55°C. In this paper, we set a nominal value ρBCO = 815 kg m−3,
following the example of the FirnMICE intercomparison of densi-
fication models (Lundin and others, 2017).

The model also leads to an analytic solution for the
depth-integrated porosity

DIP =
∫0
z

ri − r
( )

ri
dz

= �a
ri

∫X0

X

1+ AX2
( )1/2

dX

D 1+ AX2( )1/2+X
( )

X − B( ) ,
(6)

where X0 is the surface value of X. The water-equivalent depth at
BCO is simply ρi(− zBCO−DIPBCO) and hence the BCO age may
be calculated using the mean annual accumulation and Eqns (5)
and (6). Analytical solutions for the integrals in these equations
are given in Morris (2018).

As it stands the model has four parameters, all of which could
be tuned to obtain the best fit to strain rate or density profiles. In
order to pin down the effect of adding the two transition para-
meters, we choose to fix D and A so that (D− A−1/2) = −�ak0
and (D+ A−1/2) = −�ak1 where k0 and k1 are the local stage 1
and stage 2 densification rates defined by Herron and Langway
(1980). They are related to global rates k∗0 and k∗1 by Arrhenius

expressions

k0 = k∗0�a
a−1( ) exp

−E0
RTm

( )
(7)

and

k1 = k∗1�a
b−1( ) exp −E1

RTm

( )
. (8)

Here, R = 8.314 J mol−1 K−1 is the gas constant, Tm is in degrees
Kelvin and the stage 1 and 2 activation energies are E0 = 10.16
kJ mol−1 and E1 = 21.40 kJ mol−1 respectively. Herron and
Langway (1980) set α = 1 and β = 0.5 so that only k1 is dependent
on �a. In this case, the global vertical densification rates for stages 1
and 2 are k∗0 = 11 m w.e.−1 and k∗1 = 575 m w.e.−1/2 a−1/2 respect-
ively. Note that, for very low accumulation, these values can lead
to the unrealistic situation of k1 > k0.

This classical Herron and Langway model, which we shall refer
to as the HL model, may be regarded as a benchmark model for
dry snow densification (Lundin and others, 2017). Other
researchers have since adapted the expressions for the densifica-
tion rates; in particular, Verjans and others (2020) have derived
an optimal set of the six parameters in Eqns (7) and (8) by mini-
mising the difference between observed and predicted values of
the variable [DIP(ρ = 830 kg m−3)−DIP(z =−15 m)] for a sub-
set of the SUMup density profiles taken as a whole. The
Verjans version of the Herron and Langway model, HL(V), can
be taken as an example of the improvement that can be made
by adjusting the densification rates while retaining an abrupt tran-
sition. However, we note that the HL(V) parameters were
obtained using climate forcing from a regional climate model,
rather than mean annual values Tm and �a.

By fixing k0 and k1 at the HL values, we can compare the
improvement in model predictions produced by inclusion of a
transition zone with that produced by optimisation of the densi-
fication rates. In this paper, we shall refer to this version of the
transition model as HL(T). A similar exercise could, of course,
be undertaken for other models with an abrupt transition.

In Morris (2018) the transition parameters of HL(T) were
optimised to obtain the best fit to measured strain rate profiles
using Eqns (1) and (2). However, few such strain rate data are
available. Density profile data, on the other hand, are available
for a wide range of climatic conditions. We therefore optimise
ρT and Δρ to obtain the best fit to profile data using Eqn (5).
Specifically we seek the best fit to observed profiles, Robs, of the
logarithmic function

R = ln
r

ri − r
( )

( )
. (9)

Since we are interested in the transition region, we optimise over
the range ρ1 = 500 kg m−3 to ρ2 = 700 kg m−3, unless the record is
too short, or the data are too sparse, to make this feasible, in
which case the range is adapted slightly. We define a cost function
which can be applied to density data with widely differing resolu-
tions and numbers of points in the optimisation range. This is
achieved by fitting a third-order polynomial Rs to Robs so that
N height values, zs(i), for the smoothed profile can be calculated
at regular intervals of 5 kg m−3 from ρ1 (i = 1) to ρ2 (i =N). Model
heights, zmodel(i), are calculated at the same intervals. The con-
stant of integration in Eqn (5) is defined so that Rmodel = Rs at
density ρ1 and ρmodel = ρ0 at the surface z = 0. Given that Eqn
(7) does not apply to the near-surface layer with its strongly
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varying temperature, the model surface intercept density, ρ0, will
not necessarily be the same as the observed surface density.

The cost function, Ψ, is defined as

C = 1
N

∑N
i=1

zmodel(i)− zs(i)( )
zs(i)

,

( )2
( )1/2

(10)

and the optimum values of ρT and Δρ for a given profile (i.e. the
local optimum values) are those that minimise Ψ for that profile.

In order to develop physics-based equations for global values
of the transition parameters we need to consider the length
scale, λ, of HL(T). The model predicts the mean density ρ over
a macroscale element of length λ, that is, the mean of the varying
density ρ′ within it. We can split the variation into two parts: first
the annual and sub-annual fluctuations of amplitude ≈ 50 kg m−3

apparent in high-resolution density profiles (e.g. Hörhold and
others, 2011) and secondly the slow increase in density from
the upper part of the element to the lower part. This will not
always be negligible. For a densification rate of 0.05 m w.e. a−1

and density 500 kg m−3, for example, the increase would be ≈
10 kg m−3 for λ = 1m.

Within the macroscale element there may also be a variable
transition density ρ′T because some layers of the snow are weaker
than others. Some of this variability will be annual and sub-
annual, but some will be on a longer timescale. For example,
there may be a run of several years with high dust concentration
which increases the stage 2 creep rate (Hörhold and others, 2012),
followed by several years with lower levels. The choice of λ has to
be such that this variability is smoothed on the macroscale.

Now we consider what happens as an element of length λ
moves downwards from the surface. Given a fixed value of ρ′T,
the macroscale transition zone must extend from the point
where the first density peak in the element reaches this value to
the point where the last density trough passes it. Thus, a min-
imum value of the macroscale transition half-width, Δρ, is given
by the amplitude of ρ′. A similar argument can be used to deter-
mine the effect of varying ρ′T with fixed ρ′. The minimum value
of Δρ is given by the amplitude of ρ′T. When the two effects are
combined, the minimum value of Δρ is the greater of the two
amplitudes. However, it is also the case that the transition zone
has to extend for at least a half-cycle in density or strength i.e.
from density peak to density trough or from strength trough to
strength peak. This implies Dr− k0r(ri − r)l/4 which for large
λ may become greater than the amplitudes of ρ′ and ρ′T.

For low-accumulation sites, Δρ will be controlled by the amp-
litude of the annual and sub-annual density fluctuations and the
transition region will extend over many annual layers. In this case
the length scale of the model can be much less than the width of
the transition zone. However, for high-accumulation sites the
length scale required to smooth the fluctuations controls the tran-
sition width and the two are of the same magnitude. At this stage,
if λ extends over a fixed number of annual layers, a linear relation
will develop between Δρ and �a.

3. Data

3.1. Profiles used in this study

We have divided the snow density profiles available from the 2020
SUMup database (Montgomery and others, 2018), plus some new
profiles yet to be added to SUMup, into groups, depending on the
resolution of the data, the length of the record and our judgement
of the accuracy of the associated climate data (Appendix A).

At 29 sites very high-resolution density profiles have been
obtained using gamma-ray attenuation techniques (Wilhelms,

1996; Breton and others, 2009) to depths well below the transition
from stage 1 to stage 2 densification at zT (Table A1). The mean
annual accumulation has been determined by chemical analysis of
the core and the mean annual firn temperature has been mea-
sured at the site. A further 21 density profiles (Table A2) were col-
lected using a neutron-scattering technique (Morris and Cooper,
2003). These data have a reasonably high resolution of ≈ 3 cm,
and Tm and �a have been measured in situ. The Katie profile,
from a borehole near Summit Station, Greenland, is 30 m long
and covers the whole of the transition region. However, the diam-
eter of the hole was relatively large (nominal value 14.9 cm) so
there is a risk of error in the calculated density if the 5 cm diam-
eter neutron probe moved from its correct position resting on the
wall of the hole. The remaining profiles, collected during the
iSTAR traverse across Pine Island Glacier, Antarctica, were
obtained from 5 cm access holes, so this problem did not arise.
They are short (13 m), and therefore may not cover the whole
of the transition region, but useful because (1) they cover climatic
conditions for which gamma-ray profiles are not available, (2)
because some of the profiles come from regions of unusually
high velocity divergence and (3) because there are gravimetric
measurements from many of the same sites so a comparison
between measurement techniques can be made.

Gravimetric density profiles longer than 50 m have been
divided into three groups. We have found 14 profiles for which
the average data resolution is <50 cm and the climatic data have
been measured in situ (Group A, Table A3) and 22 sites with aver-
age data resolution >50 cm but with good in situ climate data
(Group B, Table A4). We have added gravimetric data from the
Katie core to Group B, although the record is only 30m long,
because this is the only site for which we have both neutron scat-
tering and gravimetric data from exactly the same spot. Finally, we
have 17 lower-resolution sites (Group C, Table A5) with data
which need special attention. This may be because in situ climate
data are not available or because we believe errors have arisen in
transferring climate data from the primary sources to existing
databases.

To avoid over-loading Tables A1 to A5, site positions, citations
and comments on any changes we have made are given in the
Supplementary material to this paper.

3.2. Excluded profiles

There remain a few profiles used in other studies which fall within
our general criteria but which are excluded from this study. Two
sites (Dominion Range and Newall) have very low accumulation
rates for which the Herron and Langway (1980) theory breaks
down (because the calculated values of k1 is greater than the cal-
culated value of k0). The density profile from Prospector-Russell
Col, Mount Logan (personal communication from D. A. Fisher,
2020) does not show a change in the observed densification
rate, so that stage 1 cannot be distinguished from stage 2. The
same is true of the Upstream B profile (important in the develop-
ment of densification models as it demonstrated the effect of
stress-enhancement on stage 2 creep (Alley and Bentley, 1988)).
Profiles JARE and JARE11 have anomalously high densities and
an apparent hiatus in snow accumulation, perhaps caused by
katabatic winds (Kameda and others, 1994). Profiles from
Taylor Dome and Law Dome (Dome Summit South, DSS) do
not have good density data near the surface. The profile from
Site 2, an early US coring site in Greenland, shows an oscillation
in density with depth which obscures details of the transition
from stages 1 to 2. The accumulation rate for Mizuho S25 given
by Spencer and others (2001) comes from a personal communi-
cation and may be incorrect. The accumulation rate quoted for
Ridge B-C comes from a stratigraphic study over 7 years and is
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not necessarily the long-term average. This leaves us with 103
profiles, of which 12 were selected by Spencer and others
(2001) to calibrate their model, eight were selected by Verjans
and others (2020) and a further three were used in both studies.

3.3. Climatic distribution of the data

Figure 1 shows the climatic distribution of the data. The
gamma-attenuation data span the whole range of Tm and �a, but
there are gaps to be filled. The neutron-scattering data fill in
the gap between −25 and − 20°C but between −40 and − 33°C
we have to rely on one Group B point (BAS M1) and one
Group C point (Mizuho G15). Two Group B points (Dome C
and ITASE02 6) fill the gap between −55 and − 46°C. The gap
between 0.8 and 1.2 m w.e. a−1 is filled by one Group B point
(Beethoven Peninsula) and one Group C point (DE08). We use
the colour coding introduced in Figure 1 to distinguish the differ-
ent groups in subsequent figures.

All of the profiles can be used to estimate local values of the
transition parameters ρT and Δρ, although the high-resolution
data are expected to give higher precision. The number of profiles
which can be used to test the ability of the model to predict zBCO
or DIP is more limited; there are 17 that are long enough in the
gamma-attenuation group, 3 in Group A, 16 in Group B and
11 in Group C, a total of 45. We have found reliable corrections
for thinning for only 15 of these. Thus, despite the large number
of density profiles now available from the SUMup database, we
are still somewhat limited in what can be achieved by their
analysis.

4. Results

As an example of the results, Figure 2 shows the observed and
modelled profiles for core B36/B37 collected at the EPICA deep
drilling site in the interior of Dronning Maud Land (EDML)
where Tm =−44.6°C and �a = 0.067 m w.e. a−1. The best fit across
the transition region is obtained with ρT = 509 kg m−3 and Δρ =
39 kg m−3 (Table A1). In the upper 10 m of the profile, the HL(T)
curve follows the HL stage 1 curve. The densification rate then
decreases for ∼10 m until the stage 2 rate is reached. The ampli-
tude of the observed density variability decreases with depth, to a
minimum just below the transition zone, and then increases
through the stage 2 region. Thus this profile displays the ‘cross-

over process’ where through the transition region the densest
layers densify at approximately the stage 2 rate, whereas the
least dense layers continue to densify at the stage 1 rate
(Gerland and others, 1999; Freitag and others, 2004). The value
of Δρ reflects the amplitude of the density fluctuations. Using
the mean annual accumulation rate of �a = 0.067 mw.e. a−1 we
calculate that the transition occurs over a period of ≈70 years,
so that a relatively large number of annual layers are involved.

Because ρT is <550 kg m−3, the transition model can produce
an improved fit by lowering the model densities, without chan-
ging the HL stage 2 rate. The difference between the BCO heights
predicted by the HL(T) and HL models is ΔzBCO =−2.471 m, that
is, the transition model predicts a deeper BCO horizon. In fact
Figure 2 shows there is a constant horizontal offset of − 2.471
m between the HL(T) model curve and HL stage 2 curve for all
depths below the transition region. The transition model gives
DIP = 33.144 m whereas the HL model predicts DIP = 32.062 m.
Thus the difference in depth-integrated porosity is ΔDIP =
1.082 m. Note however that both models will under-estimate
DIP because they use mean annual temperature and do not take
account of increased densification rates in the surface layer of
snow affected by the annual temperature variation.

Although the HL(T) model appears to produce a good esti-
mate of the nominal BCO depth, we note that this is because
the observed densification rate is slightly lower than the HL rate
for the upper part of stage 2 and then slightly higher in the
lower part. This may indicate that there is a gradual transition
between stage 2 and stage 3 densification, beginning at a density
<815 kg m−3. However, in this paper we focus on modelling the
stage 1/stage 2 transition and retain the single nominal value of
ρBCO = 815 kg m−3 so that our results can be compared with
those of the Firn Model Intercomparison Experiment
(FirnMICE) (Lundin and others, 2017).

Figure 3 shows observed and modelled profiles for a contrast-
ing example. Core B38 was collected at the summit of
Halvfarryggen, a small ice dome in coastal Dronning Maud
Land, where Tm =−18.1°C and �a = 1.250 mw.e. a−1 (Table A1).
The best fit over the transition region is obtained with ρT = 549
kg m−3, very close to the HL transition value of 550 kg m−3.
However, Δρ = 135 kg m−3 and the transition region begins at
the surface and extends for ≈ 30 m. This allows the HL(T)
model to produce a better fit to the observed data by raising

Fig. 1. Distribution of density profiles used in this study with mean annual tempera-
ture, Tm, and mean annual accumulation, �a. The profiles are divided into groups
according to the measurement techniques used (gamma-ray attenuation (γ), neutron
scattering (np) and gravimetric (grav.)) and the quality of the data (A, B, C). Above the
dashed line the Herron and Langway (1980) stage 1 densification rate is greater than
the stage 2 rate.

Fig. 2. Observed and modelled profiles of R = ln(ρ/(ρi− ρ)) for core B36/B37. The very
high-resolution density data Robs were collected using a gamma-ray attenuation tech-
nique. Horizontal dotted lines show the extent of the transition region from stage 1 to
stage 2 densification, that is, ρT ± Δρ, and the nominal transition to stage 3. The
extended HL stage 1 and 2 curves cross at 550 kgm−3. The parameters of the transi-
tion model HL(T) are optimised to produce the best fit to Rs, which is a polynomial fit
to the observed data across the transition region.
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the model densities without changing the HL stage 2 rate. In this
case ΔzBCO = 13.689 m and ΔDIP =−4.201 m, that is the transi-
tion model predicts a shallower BCO horizon and a decreased
value of DIP. Again, we note that the HL(T) and HL model values
of DIP, 27.262 and 31.463 m respectively, will be under-estimates
of the true value.

The amplitude of the density fluctuations in the upper part of
this profile is less than half of the optimised value of Δρ, suggest-
ing that in this case the scale length λ has become the controlling
factor. Using the mean annual accumulation rate of �a = 1.25 m
w.e. a−1 we calculate that the transition occurs over a period
∼10 years, suggesting decadal variations in ρ′T. A dust concentra-
tion profile for B38 is available (Schmidt and others, 2014) and
shows both annual and multi-year variability. This may be the
explanation for the variations in ρ′T. However, we note also
that, if the actual stage 2 densification rate is higher than the
HL rate, the value of Δρ will have to increase to compensate
and vice versa. Thus Δρ could also include a component arising
from uncertainty in k∗1.

In both these examples the fit below the transition region
would be improved by optimising the stage 2 densification rate
or even allowing it to vary with depth. However, our object is
not to produce the best possible simulation of individual profiles,
but rather to gain insight into how we might derive global values
of ρT and Δρ and to quantify the improvement produced by
incorporating them into the HL model. These are therefore the
only parameters we allow to vary.

For individual profiles, the goodness-of-fit in the transition
region is given by the cost function Ψ. Figures showing the vari-
ation of Ψ with ρT and Δρ are given in the Supplementary mater-
ial for sites B36/B37 and B38. In both cases there is a simple
minimum and Ψ is more sensitive to ρT than Δρ. For B36/B37,
Ψmin = 0.0124 and ∂Ψ/∂ρT≈ 3∂Ψ/∂Δρ. For B38, Ψmin = 0.0093
and ∂Ψ/∂ρT≈ 4.5∂Ψ/∂Δρ. In general, values of Ψmin range from
0.0034 for the Vostok profile (Table A5) to 0.1784 for
DML96C07 39 (B39) (Table A1).

4.1. Estimation of the uncertainty in model parameters

Two profiles were obtained from exactly the same point at the
Katie site near Summit Camp, Greenland. A core was extracted
and segments weighed to provide a gravimetric profile, and the

resulting borehole was profiled using a neutron probe. The
value of �a was derived by counting annual density peaks for the
neutron scattering profile and by chemical analysis of a range
of seasonally varying elements for the gravimetric profile
(Hawley and others, 2008) leading to two slightly different values,
0.216 m w.e. a−1 and 0.23 m w.e. a−1 respectively. In this particu-
lar case we have the opportunity to assess the uncertainty in the
optimised values of the model parameters arising from the use
of different measurement techniques. The differences in best esti-
mates for ρT, Δρ and ρ0 are 14, 19 and 15 kg m−3, respectively
(Tables A2 and A4). An increase in Δρ is accompanied by a
decrease in ρT.

Pairs of profiles were also obtained at 10 sites along the iSTAR
traverse across Pine Island Glacier, Antarctica. Cores were
extracted close to boreholes where neutron probe profiles had
been obtained the previous year (Tables A2 and A3). These data
allow the effect of local spatial variability plus different measure-
ment techniques to be assessed. Figure 4 shows that the optimum
values of ρT for each site differ by 10 kg m−3 or less; slightly less
than the difference of 14 kg m-3 found at the Katie site, where the
neutron scattering profile is likely to be less accurate than those
from the iSTAR sites.

Figure 5 shows that the optimised values of Δρ for each site
differ by up to 40 kg m−3, with the neutron scattering values tend-
ing to be greater than the gravimetric values. This is because the
neutron scattering profiles are short and do not define the extent
of the transition zone as accurately as the longer gravimetric pro-
files. Finally Figure 6 shows that the values of ρ0 chosen for the
two profiles at each site differ by up to 7 kg m−3. If there is any
error in matching the observed and modelled curves at density
ρ1 to determine the constant of integration (Section 2), this will
affect best estimates of ρ0 and ρT in the same way. We find no cor-
relation between [ρ0(gravimetric) − ρ0(np)] and [ρT(gravimetric)
− ρT(np)] so conclude that this potential systematic error is not
important.

We proceed on the assumption that ≈ ±10 kg m−3 is a reason-
able estimate for the uncertainty in optimised values of ρT
and ρ0 for all the profiles and estimate the uncertainty in Δρ
as ≈ ±40 kg m−3 for the short iSTAR neutron scattering profiles
and ≈ ±20 kg m−3 for the longer profiles. To set these estimates
in context we note that the expected random error in the neutron
probe density measurements is ≈ 2% and the systematic error
arising from a 5% error in borehole diameter would be a further
2% (Morris and Wingham, 2014). With these uncertainties we
can see from Table 1 that the optimised values (which cannot

Fig. 3. Observed and modelled profiles of R = ln(ρ/(ρi− ρ)) for site B38. The very high-
resolution density data Robs were collected using a gamma-ray attenuation tech-
nique. Horizontal dotted lines show the extent of the transition region from stage
1 to stage 2 densification, that is, ρT ± Δρ, and the nominal transition to stage
3. The extended HL stage 1 and 2 curves cross at 550 kgm−3. The parameters of
the transition model HL(T) are optimised to produce the best fit to Rs, which is a
polynomial fit to the observed data across the transition region.

Fig. 4. Best value of ρT from neutron scattering density profiles at 10 iSTAR sites as a
function of the best value from gravimetric profiles nearby. The solid line shows a 1:1
relationship and dotted lines indicate an uncertainty of ± 10 kg m−3.
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be negative) are consistent for the pair of profiles B36/B37 and
BAS ISOL (both from the EDML site at Kohnen Station), for
the pair of profiles B25 and T1 (separated by 5 km on Berkner
Island) and for the pair of profiles WDC06A and ITASE00_1
(separated by 21 km on the WAIS Divide). The climate para-
meters for each pair are the same, or very similar. The two sites
from the Dyer Plateau have not been included in Table 1 because
there is a significant difference in mean annual accumulation, des-
pite their proximity.

4.2. Surface intercept density

Figure 7 shows the surface intercept density generally increases
with mean annual temperature and accumulation, as expected.
However, within the temperature range of −33 to − 20°C and
the accumulation range of 0.1 to 0.5 m w.e. a−1 the variation in
ρ0 is considerably larger than the estimated uncertainty in indi-
vidual values. The lower values come from sites in north and cen-
tral Greenland and from the Devon Ice Cap, the higher values
from Antarctica, suggesting a difference in type of snow between
these areas. The two groups appear to correspond to the L and H
groups of ice cores identified by Salamatin and others (2009) on
the basis of their characteristic microstructural parameters. For
similar temperature and accumulation rates the L group has a
lower surface density than the H group.

4.3. The transition density

Figure 8 shows that the optimised values of the transition density,
ρT, for individual profiles increase with increasing mean annual
temperature, accumulation and surface intercept density. Values
range from 499 to 581 kg m−3; a range ∼8 times greater than
the estimated uncertainty in individual values. The depth at
which the transition density is reached, − zT, ranges from 5 to
22 m below the surface, so that for some sites the transition occurs
above the nominal 10 m penetration depth for the annual tem-
perature wave. The water-equivalent depth at the transition, qT,
ranges from 2.5 to 9.5 m w.e. that is, an overburden pressure
range of 25 to 93 kPa (0.25 to 0.93 bar).

4.4. The transition range

Figure 9 is less clear, since there is more variability in Δρ. Values
of the transition half-width range from 0 to 135 kg m−3, that is
3–7 times greater than the estimated uncertainties in individual
values. Of the sites with Δρ≥ 100 kg m−3, four have long records,
so the value will be well-constrained. Only iSTAR sites 17 and 21
(Table A2) have high values which might be an artefact of the
short record. All the highest values of the transition half-width
are for profiles with high accumulation, but overall the correlation
between Δρ and �a is weak.

5. Discussion

5.1. Physical interpretation of the transition parameters

For some profiles it is possible to compare the optimised para-
meters of the HL(T) model with direct observations of the
range of the transition region. For example, Hörhold and others
(2012) use the variability of the very high-resolution gamma-ray

Fig. 5. Best value of Δρ from neutron scattering density profiles at 10 iSTAR sites as a
function of the best value from gravimetric profiles nearby. The solid line shows a 1:1
relationship and dotted lines indicate an uncertainty of ± 40 kg m−3.

Fig. 6. Best value of ρ0 from neutron scattering density profiles at 10 iSTAR sites as a
function of the best value from gravimetric profiles nearby. The solid line shows a 1:1
relationship and dotted lines indicate an uncertainty of ± 7 kg m−3.

Table 1. Optimised parameters for profile pairs

Sites Separation Tm �a ρT Δρ ρ0
km °C mw.e. a−1 kg m−3 kg m−3 kg m−3

B36/B37 0 −44.6 0.067 509 ± 10 39 ± 20 368 ± 10
BAS ISOL −44.6 0.067 507 ± 10 28 ± 20 362 ± 10
B25 5 −27.6 0.174 532 ± 10 9( + 20, −9) 390 ± 10
T1 −26.5 0.174 544 ± 10 1( + 20, −1) 382 ± 10
WDC06A 21 −31.0 0.202 542 ± 10 43 ± 20 428 ± 10
ITASE00_1 −31.1 0.218 541 ± 10 44 ± 20 410 ± 10

Fig. 7. Variation of surface intercept density, ρ0, with (a) mean annual temperature,
Tm, and (b) mean annual accumulation, �a, for the density profiles used in this study.
The data are divided into groups according to the measurement techniques used and
the quality of the density data (Section 3.3).
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attenuation data to determine the position and nature of the tran-
sition in their profiles. They observed a weak transition in the
slope at densities between 550 and 580 kg m−3 for the high-
accumulation sites DML95, DML97 and DML96C07 39 (B39)
where we have transition regions with ρT = (550 ± 10), (557 ± 10),
(552 ± 10) kg m−3 and Δρ = (74 ± 20), (38 ± 20), (98 ± 20) kg m−3,
respectively. They considered that low-accumulation profiles
ngt37C95.2 (B26), ngt42c95 2 (B29) and B36/B37 (EDML)
showed this transition at much lower densities, below 500 kg
m−3. We have ρT = (513 ± 10), (532 ± 10) and (509 ± 10) kg m−3,
respectively, with Δρ = (68 ± 20), (42 ± 20) and (39 ± 20) kg m−3.
However, Hörhold and others (2012) considered that the
BER11C95 25 (B25) profile showed a distinct change in the
slope at ∼550 kg m−3, whereas we have found a relatively sharp
transition (Δρ = (9 ± 20) kg m−3) at the lower value of ρT = (532
± 10) kg m−3.

Another example comes from the Katie site in Greenland. The
transition parameters determined for the neutron probe profile
indicate a transition zone that begins at z =−9.5 m and ends at
z = −12.6 m. Optical stratigraphy measurements in the same bore-
hole (Hawley and Morris, 2006) show a reduced correlation
between de-trended density and returned brightness in the win-
dow extending from 10 to 12.5 m below the surface. The authors
attribute this to a gradual change in microstructure between stage
1 and stage 2 densification. The density variability also decreases

over this range. These are encouraging indications that ρT and Δρ
are physically based parameters.

5.2. Densification parameters

At two sites Hörhold and others (2012) comment that the HL
model fails. They report that the EDC2 density profile
shows no abrupt change at all and density is over-predicted
using Tm = −53°C and �a = 0.025 m w.e. a−1 to calculate densifi-
cation rates. However, with revised values of Tm =−54.65°C
and �a = 0.0261 from Parrenin and others (2007) we are able to
model the profile quite well with ρT = 514 kg m−3 and Δρ = 63
kg m−3. In this case it may be that uncertainty in the climate
data is the source of the problem. The second example is the
DML94C07 38 (B38) profile (Fig. 3). Hörhold and others
(2012) comment that this shows a transition density close to
600 kg m−3 and that stage 2 densities are under-predicted.
Using the same climate data, we find the best value of ρT is
lower, at (549 ± 10) kg m−3 but that this is combined with a
high value of Δρ = (135 ± 20) kg m−3 which extends the transition
zone well over 600 kg m−3. The stage 2 densities are still slightly
under-predicted, but the fit is much improved. Thus we have
no reason to suppose that the value of the densification parameter
k1 is greatly in error.

Although we are primarily concerned with dry snow densifica-
tion, firn from the warmer sites in our dataset is likely to contain
some ice layers formed when summer meltwater refreezes in the
corresponding annual layer. For example, Abram and others
(2013) report an average melt layer content of 4.9% in the
James Ross Island ice core and Koerner (1977) gives an average
of 8% for a core from the summit of Devon Ice Cap. Reeh and
others (2005) show that the effect of these layers is to distort
the density profile predicted by HL. We have not taken this dis-
tortion into account explicitly. However, the method we use to
fit HL and HL(T) to the profiles (Section 2) means that the mod-
els are constrained to fit the data at the point where the density
reaches ρ1 (usually 500 kg m−3). Any distortion above this level
does not affect the modelling. Any effect of melt layers on the
observed stage 2 densification rate below this level is not immedi-
ately apparent; our results show the HL value of k1 produces a
good fit for the James Ross Island and Devon Island density pro-
files for example.

5.3. Prediction of the BCO horizon

In order to assess the general performance of HL(T), we compare
its predictions of the nominal BCO depth, i.e. the depth at which
the density reaches a value of 815 kg m−3, with those of the
benchmark HL model. This is one of the criteria used to assess
model performance in FirnMICE (Lundin and others, 2017),
but relies on the assumption that stage 2 densification extends
at least to this density. This is a reasonable assumption but may
not always be true. Although FirnMICE made relative compari-
sons between models, we make an absolute assessment by com-
paring model predictions with observed data. We obtain the
observed BCO depth by fitting a smooth, monotonically increas-
ing curve to the measured densities in the BCO region.
Depending on the resolution of the data, the uncertainty in this
observed value can be up to ≈ 1 m. Figure 10 shows the difference
between the predicted and observed horizons, (zmodel) BCO and
(zs) BCO, for the two models. The uncertainty in this difference
will be at least as great as the uncertainty in (zs) BCO. For example,
the deepest BCO depths are found at the South Pole 2001
(labelled in Fig. 10) and ITASE02_6 sites. These sites are sepa-
rated by ≈ 8 km and have the same climate, but there is 3 m dif-
ference in their values of (zs) BCO. This explains at least part of the

Fig. 8. Optimised values of the transition density, ρT, for individual profiles as a func-
tion of mean annual temperature, Tm, mean annual accumulation, �a and the surface
intercept density, ρ0.

Fig. 9. Optimised values of the transition half-width, Δρ, for individual profiles as a
function of mean annual temperature, Tm, mean annual accumulation, �a and the sur-
face intercept density, ρ0.
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≈ 5 m difference in [(zmodel) BCO− (zs) BCO]. The mean difference
for the 45 sites for which we have observed data is 0.21 m for the
HL model and 0.09 m for the transition model. The values are not
significantly different. However, the r.m.s. of the differences,
which is a measure of the overall performance of the model, is
37% less for the HL(T) model (3.51 m) than for the HL model
(5.60 m). The improvement is particularly marked for B38
(Halvfarryggen Ridge) and B39 (Søråsen Ridge). Nevertheless,
the predicted BCO depth still remains too low for these sites,
and for two other sites with relatively shallow ice depths, DE08
(Law Dome) and Devon98 (Devon Ice Cap).

This suggests that the predictions can be improved by the sub-
traction of a factor, θBCO, from (zmodel) BCO to take account of the
thinning effect of horizontal flow divergence, 1̇H, in the firn.
Following Raymond and others (1996) we make the assumption
that 1̇H is constant for ρ≤ 815 kg m−3 and (because the ice is
incompressible) equal and opposite to the vertical strain rate at
the ice-firn boundary, 1̇zz . For some of the ice cores previous
researchers have derived a thinning function, Γ, as a function of
depth by detailed ice flow modelling. This gives us a method of
estimating 1̇H, since, by definition,

1̇zz = 1
G

dG
dt

= −�a
rw
ri

dG
dz

, (11)

where τ is time from deposition and ρw is the density of water. At
a divide it is also possible to use the Nye approximation (Nye,
1963)

1̇zz ≈ −�a
rw
Hri

, (12)

where H is the depth of ice. We use this method for profiles from
coastal ice domes if a thinning function has not been reported in
the literature. Note however that the Nye approximation will
probably underestimate 1̇zz (Paterson and Waddington, 1984).

The thinning correction factor

uBCO = zBCO −
∫zBCO
0

exp (− 1̇Ht) dz (13)

is estimated by using the HL model to derive stage 1 and stage 2
expressions for τ and dz (Morris and others, 2017). A similar
method has been used by Horlings and others (2020). The

resulting indefinite integrals can be expressed analytically in
terms of hypergeometric functions. Values of 1̇H and θBCO are
shown in the Supplementary material for nine deep ice cores
for which we have found published thinning functions and six
cores taken near the summit of ice domes. The thinning correc-
tion ranges from <1 m in the interior of the large ice sheets to
≈ 3 m for the small ice domes.

Figure 11 shows the effect of the thinning correction. The pre-
dictions for the four coastal ice dome sites are improved, but pro-
files DE08, B38 and B39 are still outliers. On the other hand, both
models predict BCO depths for the EDC2 core which are too shal-
low and this difference is made worse by application of the thin-
ning correction. The mean difference for all sites becomes − 1.39
m for the HL model and − 0.62 m for the HL(T) model; the r.m.s.
value is increased to 6.62 m for the HL model and decreased to
3.05 m for the HL(T) model. The overall conclusion remains: pre-
dictions of the nominal BCO depth are improved by modelling
the transition between stage 1 and stage 2 for each profile rather
than specifying an abrupt transition at a fixed density. For this
reduced set of 15 profiles the improvement is 54%.

5.4. Prediction of DIP

We are not able to compare observed and modelled values of DIP
because we do not model the surface layer of snow affected by the
annual variation in temperature. However, it is possible to calcu-
late the change in DIP produced by including a transition zone.
We find that ΔDIP≈ − 0.34ΔzBCO and ranges from − 4.2 m at
the warm coastal site B38 to + 1.7 m at the cold interior site,
ITASE02_6. In general, HL(T) predicts a smaller DIP than HL
for warm, high-accumulation sites and a larger DIP than HL
for cold, low-accumulation sites (Tables A1 to A5).

5.5. Derivation of global parameters

So far we have derived local best values for the transition para-
meters by fitting the model to the transition regions of single
density profiles. The next step in developing the HL(T) model
is to derive global expressions for the two parameters so that indi-
vidual values can be predicted a priori. In principle these expres-
sions could be implicit, for example relating ρT to conditions at
the transition such as the overburden stress, σ, the water-
equivalent depth, qT, the time since deposition, τT, and the total
strain experienced, εT, or explicit, using variables such as Tm, �a

Fig. 10. Difference between predicted and observed BCO heights. Predicted heights
are calculated using the HL model (◊), and the HL(T) model with local optimised
values of ρT and Δρ (♦). The points are divided into groups according to the meas-
urement techniques used and the quality of the density data (Section 3.3).

Fig. 11. Difference between predicted and observed BCO heights, corrected for thin-
ning. Predicted heights are calculated using the HL model (◊), and the HL(T) model
with local best values of ρT and Δρ (♦). The points are divided into groups according
to the measurement techniques used and the quality of the density data (Section
3.3).
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and ρ0 which can be specified without knowledge of ρT or Δρ. We
select 73 profiles, excluding neutron probe profiles from sites
where gravimetric data are available and profiles which do not
have at least 10 measurements in the transition zone, and calcu-
late Pearson’s linear correlation function, r, between variables.
Table 2 shows r-values for the statistically significant cases with
p-value ≤ 0.05. Our data do not show any strong correlations
between the transition density and transition conditions although,
as suggested by Arnaud and others (1998), we do see that ρT
decreases with increasing qT.

Although implicit equations might be expected to best
represent the physical processes involved in the transition, more
promising results are obtained by deriving simple, physically
based, explicit expressions for ρT and Δρ. We begin with the con-
cept that grain-boundary sliding can continue for longer if power-
law creep is more difficult to initiate, that is, that the transition
density should increase with the difference in densification
rates, (k0− k1). We further suppose that the particular combin-
ation of grain size and shape, grain bonding and layering that
occurs at a given site, will also influence the transition parameters.
We use ρ0, the surface intercept density, to discriminate between
types of snow. Finally, as discussed in Section 2, we suppose that
Δρ will have a threshold value set by the magnitude of the annual
and sub-annual fluctuations in density and then increase with �a at
higher accumulation rates. Table 2 shows higher r-values for these
variables.

We select the two most significant variables, (k0− k1) and ρ0,
to derive an expression for the global value of the transition dens-
ity, ρTG. Figure 12 shows the local values of ρT as a function of
these variables against the background of the best linear fit to
29 evenly spaced points from the high-resolution groups, namely

rTG = (359+ 400) kgm−3 mw.e.
[ ]

k0 − k1( )
+ (0.300 + 0.156)[ ] r0
+ (404+ 51) kgm−3

[ ]
r2 = 0.72.

(14)

The contours are shown at intervals of 10 kg m−3, the estimated
uncertainty in individual points. The mean difference between
global and local values is − 1 kg m−3. The r.m.s. of the differences
is 12 kg m−3 for the high-resolution data and slightly greater, at
14 kg m−3, for Groups B and C, as we might expect. The extreme
values of |ρTG− ρT| ≈ 30 kg m−3 come from Groups B and C. The
points fall into two groups separated by ≈ 60 kg m−3 in ρ0 at the
same value of (k0− k1). In Section 4.2 we compared these groups
to the H and L groups defined by Salamatin and others (2009),
who suggested that different wind regimes produce different sur-
face densities in otherwise similar climatic conditions. The corre-
sponding difference in ρTG of ≈ 18 kg m−3 is comparable to the
difference of (33 ± 8) kg m−3 in critical density values for H and
L group profiles reported by Salamatin and Lipenkov (2008).

It has been suggested (Alley and Bentley, 1988; Riverman and
others, 2017) that k1 may increase in areas of high strain rate. If
this is so, we might expect a decrease in ρT with increasing ėH.
Horizontal divergences for the iSTAR sites range up to a relatively
high value of 8.9 × 10−3 a−1 (Morris and others, 2017) but we find
no evidence of correlation between [ρT− ρTG] and ėH for these
data.

In Figure 13 the transition half-widths for the 73 selected pro-
files are shown, with their estimated errors, as a function of �a. The
maximum likelihood estimate for Δρ of 45.5 kg m−3, shown in the
figure, was calculated by fitting a Rayleigh distribution. This
reflects the typical amplitude of density fluctuations observed in
the high-resolution data. For �a * 0.6 m w.e. a−1, Δρ increases
with �a and there are ≈10 years in the transition zone. This sug-
gests that decadal rather than annual variations in ρ′T are control-
ling Δρ. For simplicity, we use the best fit expression

DrG = (79+ 25)mw.e.−1 a kgm−3
[ ]

�a

+ (32+ 10) kgm−3
[ ]

r2 = 0.36
(15)

to estimate the global transition half-width, although this will
slightly underestimate Δρ at very low-accumulation rates.

We are now able to compare the performance of the HL(T)
model using global parameters with the optimised HL(V)
model. Figure 14 shows the difference between predicted and
observed BCO heights for the 45 available profiles. The mean dif-
ference is now 0.64 m for the HL(T) model using global para-
meters, with an r.m.s. of 3.89 m, slightly greater than the value
obtained using the local parameters but still 31% less than the
value obtained using the HL model. The mean difference found
using the HL(V) model is 0.84 m, with an r.m.s. difference of
5.20 m (a 7% improvement over the HL model). The HL(V)
model produces a better fit than the transition model for the
small ice cap profiles B38, B39 and Devon98 but a much worse
fit for profiles such as South Pole and EDC2 with BCO depths
>85 m. We should recall, however, that the HL(V) model para-
meters were derived using regional climate model inputs so are
not necessarily the best possible set for the HL model using Tm

and �a as inputs.
Figure 15 shows the effect of making the thinning correction.

For the 15 profiles corrected for thinning, the mean difference is
0.51 m for the HL(T) model with global parameters, − 1.39 m for
the HL model and 0.82 m for the HL(V) model. The correspond-
ing r.m.s. values are 2.82, 6.62 and 6.64 m. The improvement in
r.m.s. of 58% for the transition model with respect to the HL
(V) model is quite marked.

It is important to remember that, since we match the observed
and simulated profiles at the start of the transition region (see
Section 2), the residual differences between modelled and
observed nominal BCO depths are not affected by the choice of
k0. They may indicate that the expression for k1 needs to be

Table 2. Pearson’s r for 73 profiles

ρT Δρ ρT Δρ

εT 0.53 − k0−k1 0.71 0.54
qT −0.51 − ρ0 0.80 0.26
τT −0.45 − �a 0.67 0.61

Fig. 12. Optimised values of the transition density ρT as a function of the difference in
densification rates (k0− k1) and the surface intercept density, ρ0. The contours are
derived from a first-order polynomial fit to 29 selected values.
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revised, but it is also the case that such differences could arise
because of temporal variations in the climate or because the transi-
tion to stage 3 densification has begun before the nominal transition
density of 815 kg m−3. Incorporating a gradual transition between
stages 2 and 3 would be a natural extension of the HL(T) model.

6. Conclusion

We have adapted the classical Herron and Langway macroscale
model for dry snow densification to include a transition zone between
stage 1, in which grain-boundary sliding is the dominant process, and
stage 2, in which power-law creep is dominant. In terms of the HL
densification rates k0 and k1, the strain rate equation becomes

1̇ = − �a
2

ri − r

r

( )

× k0 + k1( ) −
2.06 k0 − k1( ) r−rT

Dr

( )
1+ 2.06 r−rT

Dr

( )( )2( )1/2
∣∣∣∣∣

∣∣∣∣∣

⎛
⎜⎜⎜⎜⎝

⎞
⎟⎟⎟⎟⎠.

(16)

We suggest equations for the transition parameters, ρT and Δρ, based
on our view of the underlying physical processes:

rT = (359+ 400) kgm−3 mw.e.
[ ]

k0 − k1( )
+ (0.300+ 0.156)[ ]r0 + (404+ 51) kgm−3

[ ] (17)

and

Dr = (79 + 25)m w.e.−1 a kg m−3[ ]
�a

+ (32 + 10) kg m−3[ ]
,

(18)

and show that predictions of the depth of the nominal BCO horizon,
when the firn density reaches 815 kgm−3, are greatly improved by the
inclusion of the transition zone. We have been limited by lack of
high-resolution strain rate data which could be used to test the
model directly; in order to use density profile data we have had to
assume steady-state conditions with a constant accumulation rate.
There is a clear need for more high-resolution field data, especially
from the upper 20m of the firn column, collected specifically to
investigate the transition zone, rather than as a by-product of other
studies. In the future, advances in methods for up-scaling from
microscale snow physics to macroscale equations (e.g. Löwe and
others, 2013) will no doubt lead to improved equations for the tran-
sition parameters. For the moment we are content to make the point
that incorporating a smooth transition into the benchmark dry snow
densification model is a simple and effective way to improve its
performance.

Supplementary materials. The supplementary material for this article can
be found at https://doi.org/10.1017/jog.2021.95).
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Fig. 13. Optimised values of the transition half-width, Δρ, as a function of accumu-
lation, �a. Error bars show the estimated uncertainty in individual values. The data are
divided into groups according to the measurement techniques used and the quality
of the density data (Section 3.3). The dashed lines show the maximum likelihood esti-
mate for Δρ and the best linear fit. Labels show the estimated length of the transition
zone in years.

Fig. 14. Difference between predicted and observed BCO heights. Predicted heights
are calculated using the HL(V) model (Verjans and others, 2020) (◊), and the HL(T)
model with global parameters ρTG and ΔρG (♦). The points are divided into groups
according to the measurement techniques used and the quality of the density
data (Section 3.3).

Fig. 15. Difference between predicted and observed BCO heights, corrected for thin-
ning. Predicted heights are calculated using the HL(V) model (Verjans and others,
2020) (◊), and the HL(T) model with global parameters ρTG and ΔρG (♦). The points
are divided into groups according to the measurement techniques used and the qual-
ity of the density data (Section 3.3).
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Appendix A. Density profile data

Table A1. Optimised values for gamma-ray attenuation density profiles

Core �a Tm ρT Δρ ρ0 zT qT ΔzBCO ΔDIP Ψmin

m w.e. a−1 °C kg m−3 kg m−3 kg m−3 m m w.e. m m 10−4

EDC2* 0.0261 −54.65 514 63 353 −19.489 8.465 −1.550 0.720 38
BER11C95 25(B25)* 0.174 −27.0 532 9 390 −8.960 4.138 −0.930 0.383 224
DML95* 0.550 −19.2 550 74 444 −6.334 3.152 3.425 −1.120 451
DML97* 0.490 −20.4 557 38 425 −7.886 3.840 2.402 −0.859 390
NM03C98 01* 0.373 −17.0 534 37 416 −6.324 3.013 −0.278 0.154 863
DML18C98 04 0.050 −40.5 543 3 370 −14.808 6.739 −0.251 0.102 99
DML19C98 05 0.044 −43.4 515 44 367 −13.514 5.971 −1.126 0.497 131
DML20C98 08 0.0676 −43.1 517 24 368 −13.440 5.958 −1.927 0.819 219
DML03C98 09* 0.089 −42.2 507 45 394 −10.213 4.618 −2.674 1.185 157
DML21C98 10* 0.086 −44.0 517 50 389 −12.143 5.520 −1.790 0.828 60
DML2298 11* 0.058 −46.1 520 65 380 −13.971 6.309 −1.106 0.555 201
DML23C98 12* 0.038 −45.8 524 17 365 −15.306 6.792 −0.972 0.407 38
DML16C98 13* 0.047 −42.3 513 0 357 −13.655 5.937 −0.0002 0.617 91
DML15C98 14* 0.064 −45.0 525 63 367 −15.223 6.814 −0.767 0.414 121
DML13C98 16* 0.047 −42.3 535 9 371 −14.645 6.390 −0.538 0.221 121
DML12C98 17 0.068 −40.2 540 17 376 −13.770 6.320 −0.348 0.149 127
DML07C98 31(B31)* 0.059 −44.3 527 7 357 −15.605 6.904 −1.409 0.582 275
DML05C98 32(B32) 0.062 −44.5 511 35 366 −13.564 5.923 −2.231 0.968 275
DML17C98 33(B33) 0.047 −46.1 514 0 371 −13.645 6.040 −2.058 0.863 345
B36/B37(EDML) 0.067 −44.6 509 39 369 −13.302 5.598 −2.471 1.082 124
DML94C07 38(B38)* 1.250 −18.1 549 135 432 −7.264 3.523 13.689 −4.201 93
DML96C07 39(B39)* 0.770 −17.9 552 98 437 −6.880 3.395 6.375 −2.042 1784
ngt03c93 2(B16)* 0.142 −27.0 509 5 342 −10.444 4.428 −1.185 0.796 116
ngt06C93 2(B17)* 0.114 −32.3 519 58 335 −13.421 5.744 −0.968 0.462 110
ngt14c93 2(B18) 0.108 −30.0 524 91 330 −13.579 5.810 −0.355 0.245 84
ngt27c94 2(B21)* 0.108 −30.0 509 24 326 −12.529 5.229 −1.542 0.659 168
ngt37C95 2(B26)* 0.180 −30.6 513 68 350 −11.812 5.099 −1.263 0.641 81
ngt42c95 2(B29)* 0.153 −31.6 532 42 328 −14.515 6.252 −0.480 0.247 8
WDC06A(WAIS Divide)* 0.202 −31.0 542 43 428 −8.2052 3.996 0.587 −0.163 199

*Profile used to determine global equations for ρTG.

Table A2. Optimised values for neutron scattering density profiles

Site �a Tm ρT Δρ ρ0 zT qT ΔzBCO ΔDIP Ψmin

m w.e. a−1 °C kg m−3 kg m−3 kg m−3 m mw.e. m m 10−4

Katie* 0.216 − 31 532. 20 352 − 12.547 5.556 − 1.046 0.445 155
iSTAR01* 0.35 − 25.5 566 50 436 − 8.399 4.223 3.760 − 1.330 836
iSTAR03* 0.43 − 24.3 567 79 451 − 7.770 3.962 5.868 − 1.970 377
iSTAR04 0.58 − 23.6 571 106 446 − 8.294 4.202 9.927 − 3.213 431
iSTAR05* 0.45 − 23.1 570 34 443 − 7.776 3.949 3.898 − 1.423 560
iSTAR06 0.45 − 22.6 559 83 438 − 7.721 3.853 4.816 − 1.592 219
iSTAR07 0.33 − 22.6 574 84 425 − 9.330 4.676 2.715 − 1.013 217
iSTAR08 0.32 − 22.2 566 41 420 − 8.742 4.328 2.497 − 0.901 138
iSTAR09* 0.369 − 22.2 562 51 428 − 8.138 4.042 2.902 − 1.019 256
iSTAR10* 0.234 − 21.5 553 37 424 − 7.508 3.683 0.754 − 0.266 225
iSTAR11 0.23 − 21.9 562 34 428 − 7.824 3.886 1.228 − 0.449 181
iSTAR13* 0.43 − 22.4 563 56 433 − 7.991 3.908 3.765 − 1.313 336
iSTAR14 0.47 − 22.4 568 57 435 − 8.180 4.114 4.792 − 1.671 877
iSTAR15* 0.80 − 21.9 554 109 446 − 7.064 3.513 9.699 − 3.088 534
iSTAR16 0.51 − 21.9 564 93 429 − 8.464 4.200 6.278 − 2.058 205
iSTAR17 0.52 − 21.2 581 118 442 − 8.797 4.493 9.433 − 3.018 72
iSTAR18 0.69 − 19.58 554 125 435 − 7.460 3.674 8.029 − 2.505 305
iSTAR19 0.69 − 20.16 579 53 447 − 7.831 4.022 7.396 − 2.590 261
iSTAR20 0.64 − 22.76 560 96 443 − 7.650 3.824 8.211 − 2.669 544
iSTAR21 0.75 − 22.31 566 110 444 − 7.975 3.999 11.288 − 3.626 484
iSTAR22 0.78 − 20.12 564 95 440 − 7.604 3.803 8.965 − 2.927 663

*Profile used to determine global equations for ρTG.
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Table A3. Optimised values for group A gravimetric density profiles

Core �a Tm ρT Δρ ρ0 zT qT ΔzBCO ΔDIP Ψmin

m w.e. a−1 °C kg m−3 kg m−3 kg m−3 m mw.e. m m 10−4

iSTAR01 0.35 − 25.3 568 43 437 − 8.437 4.255 3.719 − 1.335 665
iSTAR04 0.58 − 23.3 561 112 440 − 8.062 4.022 8.861 − 2.828 580
iSTAR06 0.45 − 22.6 573 35 438 − 8.154 4.136 3.357 − 1.193 281
iSTAR07 0.33 − 22.6 574 10 420 − 9.012 4.495 2.383 − 0.912 1153
iSTAR08 0.32 − 22.2 570 36 424 − 8.660 4.323 2.654 − 0.969 398
iSTAR10 0.234 − 21.5 561 18 418 − 8.222 4.035 0.908 − 0.346 391
iSTAR13 0.43 − 22.4 558 81 439 − 7.464 3.730 4.224 − 1.395 867
iSTAR15 0.8 − 21.9 551 105 453 − 6.509 3.252 9.012 − 2.870 436
iSTAR18 0.69 − 19.58 554 101 437 − 7.185 3.553 6.690 − 2.143 568
iSTAR20 0.64 − 22.76 568 94 442 − 8.186 4.124 9.321 − 3.058 221
Devon98 0.22 − 23.3 510 88 332 − 11.051 4.667 − 0.962 0.534 203
Site A 0.282 − 29.41 525 7 359 − 11.653 5.170 0.130 0.127 206
Mizuho G6 0.08 − 43.0 522 48 388 − 12.329 5.629 − 1.289 0.599 283
Dyer88* 0.552 − 21.36 544 17 418 − 7.261 3.501 0.211 − 0.062 732

*Less than 10 measurements in transition zone.

Table A4. Optimised values for group B gravimetric density profiles

Core �a Tm ρT Δρ ρ0 zT qT ΔzBCO ΔDIP Ψmin

m w.e. a−1 °C kg m−3 kg m−3 kg m−3 m mw.e. m m 10−4

Eismitte 0.314 −28.3 512 77 381 −9.129 4.093 −0.856 0.570 106
Camp Century 0.367 −24.35 547 63 366 −11.387 5.220 2.237 −0.722 100
StyxA 0.13 −31.7 530 65 398 −9.541 4.443 −0.242 0.182 135
Katie 0.23 −31 539 45 367 −12.190 5.543 0.527 −0.123 124
Dome GRIP 0.232 −31.65 527 90 347 −13.336 5.852 0.972 −0.122 218
NEEM 2009S2 0.203 −28.15 499 68 334 −11.265 4.703 −2.304 1.083 165
DIV2010* 0.41 −24 549 16 444 -6.394 3.182 0.610 -0.225 444
THW2010* 0.28 −28 521 11 415 −6.857 3.217 −2.443 1.019 483
ITASE02 6* 0.074 −50.45 519 5 377 −15.102 6.765 −4.028 1.680 469
Dome C 0.034 −53.5 518 43 357 −18.866 8.278 −1.767 0.783 37
Site A (US)* 0.2659 −29.5 521 3 364 −10.688 4.747 −1.781 0.778 174
Site B 0.3 −29.48 530 82 345 −13.146 5.771 1.448 −0.314 60
Site E 0.2063 −30.37 529 84 351 −12.720 5.623 0.569 −0.038 94
Site G 0.2302 −30.10 522 71 353 −12.137 5.323 −0.268 0.272 61
James Ross I.* 0.63 −14.4 552 4 393 −7.924 3.703 0.333 −0.131 589
Fletcher Prom. 0.38 −27.1 531 37 394 −9.016 4.183 −0.372 0.231 225
Skytrain Ice Rise* 0.18 −25.9 532 1 411 −7.447 3.520 −1.091 0.418 200
T1 (Berkner)* 0.174 −26.5 544 1 382 −10.088 4.649 −0.521 0.211 349
Beethoven Pen.* 1.06 −12.13 554 8 399 −7.446 3.555 1.038 −0.403 516
BAS M1* 0.071 −28.3 493 7 364 −10.149 4.351 −2.610 1.125 374
BAS ISOL* 0.067 −44.6 507 28 362 −13.636 5.935 −2.827 1.215 153
Dyer89 0.464 −21.36 520 46 415 −6.247 2.929 −1.155 0.567 318

*Less than 10 measurements in transition zone.

Table A5. Optimised values for group C gravimetric density profiles

Core �a Tm ρT Δρ ρ0 zT qT ΔzBCO ΔDIP Ψmin

m w.e. a−1 °C kg m−3 kg m−3 kg m−3 m mw.e. m m 10−4

Vostok (BH-3 BH-5) 0.022 − 55.5 518 87 340 − 22.154 9.526 − 0.971 0.508 34
Inge Lehmann* 0.1 − 32.5 509 63 421 − 6.509 3.032 − 1.340 0.619 115
PIG2010 0.424 − 30.4 549 82 428 − 9.685 4.686 6.012 − 1.944 345
ITASE00 1(WAIS)* 0.218 − 31.1 541 44 410 − 9.337 4.459 0.675 − 0.184 241
ITASE01 2 0.429 − 27.83 559 78 420 − 9.282 4.579 6.287 − 2.082 225
ITASE01 3 0.35 − 30.4 547 68 416 − 9.507 4.678 3.625 − 1.175 366
ITASE01 4 0.325 − 30.15 554 52 420 − 7.736 3.032 3.309 − 1.135 262
ITASE01 5 0.342 − 27.0 549 65 354 − 8.774 4.262 2.851 − 0.932 154
ITASE02 4* 0.16 − 40.12 532 29 396 − 11.572 5.386 − 0.988 0.456 284
ITASE02 1* 0.19 − 29.48 571 14 411 − 10.773 5.289 1.984 − 0.758 240
Byrd* 0.214 − 28 548 31 393 − 10.248 4.840 0.244 − 0.078 242
DE08 DE08-2* 1.1 − 19 553 24 406 − 8.158 3.919 2.909 − 1.068 949
Dye3-4B-1983* 0.495 − 20.1 540 24 366 − 9.766 4.433 − 0.026 0.045 251
Mizuho G15 0.116 − 37.5 505 29 399 − 8.502 3.850 − 3.022 1.304 544
Mizuho H15* 0.32 − 19.4 524 30 431 − 5.227 2.500 − 1.148 0.499 267
Site D 0.335 − 28.3 533 86 351 − 12.600 5.586 2.054 − 0.531 64
South Pole 2001* 0.074 − 50.45 519 23 350 − 18.242 7.939 − 3.227 1.371 174

*Less than 10 measurements in transition zone.
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