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Abstract: Coastal storm erosion can lead to episodic morphological changes and hinterland flooding
that requires sustainable management. An accurate estimation of storm erosion can determine the
success of hazard mitigation strategies. Two morphological models, Delft3D and XBeach, were
applied separately to a stormy period with “Roller” and “No Roller” wave dynamics activated, to
estimate erosion of the beach and dune system on the Sylt island. This is the first numerical impact
assessment of roller dynamics on coastal erosion using the two models. The choice of model had
more impact on the hydrodynamic and morphological predictions than the option to include or
omit roller dynamics. Agreement between measured and simulated waves was higher in Delft3D
(R2 > 0.90 and RMSE < 0.15 m) than XBeach. Storm erosion in both models had the highest sensitivity
to the roller parameter Beta. Both models predicted a similar storm erosion pattern along the coast,
albeit different magnitudes. It is found that Delft3D cannot produce comparable storm erosion to
XBeach, when the roller dynamics and avalanching are considered. Delft3D is less sensitive to the
roller dynamics than XBeach. Including roller dynamics in Delft3D increased storm erosion up to
31% and in XBeach decreased the erosion down to 58% in the nearshore area, while the erosion in
the dune area increased up to 13% in Deflt3D and up to 97% in XBeach. Both models are skilled in
simulating storm impact. For the simulation of a storm period with intermittent calm periods, it is
suggested that applying a time-varying parameter setting for wave dynamics and sediment transport
to capture storm erosion and post-storm beach recovery processes could improve results. Such a
modelling approach may ultimately increase the accuracy of estimating storm erosion to support
coastal management activities (e.g., sand nourishment volume).

Keywords: roller dynamics; storm erosion; Delft3D; XBeach; SWAN; numerical modelling

1. Introduction

Storm erosion can cause episodic morphological changes and hinterland flooding,
providing a major threat to coastal regions thus requiring management [1–3]. Morphological
changes during storm events may be (partially) recoverable or may lead to long-lasting
coastal system modifications [4,5]. Hinterland flooding of coastal areas is responsible for
some of the disasters worldwide [3]. Therefore, storm erosion can affect the socio-economic
and environmental value of coastal systems, which inhabit 10% of the world’s populations
and important infrastructures [6,7], and diverse flora and fauna [8]. In Europe, about 16%
of the population (70 million) dwells in the coastal zone, which attracts 500–1000 billion
euros of investments for development activities in coastal protection, industries, tourism
and urbanization (www.eurosion.org, accessed on 9 December 2021). In the Wadden
Sea area, the tourist industry alone generates millions of euros annually for the local
communities [8]. These activities are however directly related to the existence of coastal
systems, which depend on careful management, particularly against extreme events. A
comprehensive understanding of storm erosion is therefore required to provide process
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knowledge to identify suitable adaptation strategies that deliver sustainable yet effective
coastal management.

Increased erosion during extreme events occurs due to high energy physical processes
occurring across coastal areas [9,10]. In the surf zone, energetic waves break causing strong
turbulence and vertical mixing that suspend more sediment. Increased spatial variation in
wave induced momentum flux enhances alongshore and cross shore currents, transporting
more sediment [10]. Furthermore, wave breaking can occur closer to the coast with elevated
storm water levels, increasing erosion of the upper beach. After short wave breaking, long
infragravity waves are released approaching beaches and dunes [11]. Impacts of the long
waves are often responsible for the erosion of the upper beaches and dunes [11]. Storm
erosion of beaches and dunes can be classified into four regimes [9], in a sequence of
increasing erosion severity: (1) Swash (swash motion across the beach), (2) Collision (wave
bores collide with the dune face), (3) Overwash (a fraction of the waves overtop dunes)
and (4) Inundation (dune is breached and submerged). These main physical processes of
erosion are now implemented into numerical models to simulate storm erosion [10,11].

Numerical modelling is widely used to investigate the impacts and the processes of
storm erosion e.g., [2,4,10,11]. We focus here on two commonly used opensource models,
Delft3D (D3D) and XBeach (XB). D3D enables simulation of the hydrodynamics (circulation
and waves), sediment transport and morphological changes by currents, waves and their
interactions [12]. An extension of D3D further allows simulation of the effect of short wave
groups on long waves (‘roller dynamics’) in the nearshore and dune avalanching [13,14].
XB computes the processes of the four storm erosion regimes by the short wave averaged
long wave motion [11]. Roller dynamics are one of the primary processes in XB.

D3D has been used to investigate coastal erosion in calm and storm conditions with
the roller dynamics e.g., [13–15]. Hsu et al. [13,14] evaluated the model performance with
the measured wave heights and longshore currents at the Duck coast, NC and at Santa
Barbara, CA, USA. Both studies showed the sensitivity of the currents and wave heights
to different parameter setting and improved model prediction by including the roller
dynamics. Giardino et al. [15] simulated morphological changes at Egmond aan Zee, the
Netherlands for different scenarios using two versions of D3D: the standard version, which
was used in this study, and a modified version including a beach and dune module. The
modified version caused increased alongshore currents and more realistic morphological
changes. However, only standard versions are available in the public domain.

Storm erosion across coastal areas is often investigated using XB e.g., [2,16,17].
Smallegan et al. [16] simulated the impacts of Hurricane Sandy at Bay Head, NJ, USA and
showed that the presence of a buried seawall increased wave attenuation and thus coastal
protection. The performance of XB and CShore was assessed by simulating beach profiles
at Torrey Pines and Cardiff beaches (CA, USA) for different intensity storm events [17].
Results show, both models have limited skill in reproducing storm erosion, and the upper
beach profile response is predicted with a different skill to that when the entire profile is
considered. Storm erosion at Formby Point, Sefton coast, UK was simulated for the estab-
lished storm wave threshold (2.5 m) and a new storm classification in Dissanayake et al. [2].
The new classification is developed based on the sequencing of both water levels and wave
heights. Results show that the new classification identified more storm events and caused higher
erosion than the established classification providing a realistic estimation of storm erosion.

These example studies demonstrate, both D3D and XB are used to investigate storm
erosion in different coastal environments and forcing conditions. However, sensitivity of
storm erosion to the roller dynamics is not yet considered. Based on the implemented
physical processes, these two models might have different skills in capturing storm erosion
across a coastal area. In this study, we compare the performance of both models by
simulating the effect of roller dynamics in storm erosion of the beach and dune system on
the Sylt island.

The Sylt island is a mesotidal mixed energy environment in the North Frisian Wadden
Sea, German Bight [18,19]. Measured data on water levels, waves and wind are available
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representing the environmental forcing at this beach and dune system. Morphological
surveys are routinely carried out for management purposes by the local agency of coastal
protection. However, the time span of these surveys is very coarse (~1 month to a year)
and not suitable to derive storm event scale erosion at this coastal system. Simulating the
morphological changes between the available surveys can provide high resolution spa-
tiotemporal information on the storm impact. This information provides a comprehensive
understanding of storm erosion to identify suitable management activities.

The main objective of this study is to investigate the effect of the roller dynamics in D3D
and XB on storm erosion simulation across a coastal area, and to identify their skills against
field data. The novelty of the approach is, we simulate two different morphodynamic
models separately covering a major storm period between two morphological surveys,
and for the first time assess the sensitivity of the storm erosion to the roller dynamics.
Our hypothesis is that including roller dynamics in D3D will increase erosion in the inter-
tidal area and the subaerial beach due to an increase in the hydrodynamics from the
roller contribution. Therefore, D3D roller dynamics could provide increased dune erosion,
although still lower than predicted by XB.

This study is presented as follows. Section 2 describes background and field data
of the study area, and Section 3 details the methodology. The results are presented in
Section 4, with a discussion of the simulated results with the previous studies in Section 5.
The conclusions of the study are in Section 6, including recommendations for suitable
applications of these two numerical models.

2. Study Area
2.1. Background

The Sylt island is north-south oriented (maximum width ~13 km), located in the North
Frisian Wadden Sea, German Bight and connected to the mainland with a dam (Figure 1a).
The western coast of Sylt (North Sea coast) is about 35 km in length and its orientation
from south to north varies about 20◦. The present study focused on the central coast, which
encloses the stretch of the maximum curvature of coastline, and exhibits less influence from
the adjacent tidal inlets on the nearshore morphology (see depth contours on Figure 1c).
The nearshore morphology has generally a double-barred profile with steep slope on the
beach and regular rip channels [18]. The dune system on Sylt reaches up to about 30 m in
height. Beach nourishments are routinely carried out to combat storm impact on the beach
and dune system [18]. The central coast tends to have high susceptibility to storm impacted
erosion [19]. Sediment is characterised by medium to coarse sand [20]. The model sediment
bed was established using an average sediment fraction of 300 µm.

Marine forcing continuously shapes the beach and dune system. The semi-diurnal
meso-tidal range varies from 1.8 to 2.0 m during neap and spring conditions respectively (at
WL in Figure 1b). The highest water level (3.55 m) occurred recently on 06 December 2013
during the storm Xavier. The significant wave height (Hs) during storm events sporadically
exceeds 6 m, while the mean Hs fluctuates around 1 m (at 13 m water depth, W1 in
Figure 1b). The dominant wave direction is from NW, and the waves are mainly generated
from the westerly wind from SW to NW. The averaged wind speed from 2005 to 2018
was about 7 m/s, while increasing over 30 m/s during extreme storm events (at WN in
Figure 1b). Data from these three observation points were used for the model simulations,
and wave heights at W2 (8 m depth) were used to evaluate the model skills in predicting
wave dynamics, which is the main driver for sediment transport and morphodynamics.

Three cross-shore profile locations (N, M and S in Figure 1d) are used for the analysis of
hydrodynamics and morphodynamics representing north, middle and south of the model
domain. On each profile, three points are further selected for the analysis. They represent
nearly the lowest water level during the analysis period (1), on top of the nearshore bar (2)
and seaward of the bar (3) (Table 1).



J. Mar. Sci. Eng. 2022, 10, 305 4 of 29

J. Mar. Sci. Eng. 2022, 10, x FOR PEER REVIEW 4 of 31 
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for the apex domain with the selected three cross-shore profiles (North: N, Middle: M and South: S) 
for the analysis (d), profile N (e), M (f) and S (g) with analysis points: close to beach (1), on top of 
the bar (2) and seaward of the bar (3). Zoom-out profile views of 1 km are shown for clarity. 
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in Figure 1b). The dominant wave direction is from NW, and the waves are mainly gen-
erated from the westerly wind from SW to NW. The averaged wind speed from 2005 to 
2018 was about 7 m/s, while increasing over 30 m/s during extreme storm events (at WN 
in Figure 1b). Data from these three observation points were used for the model simula-
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Three cross-shore profile locations (N, M and S in Figure 1d) are used for the analysis 
of hydrodynamics and morphodynamics representing north, middle and south of the 
model domain. On each profile, three points are further selected for the analysis. They 
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Table 1. Characteristics of the analysis locations along the three profiles. 

Location Distance from MSL (m) Depth (m) 

North (N) 
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M2 285 2.7 
M3 531 6.1 
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S2 356 3.4 
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Figure 1. Location of Sylt in the German Bight, North Sea (a), the apex- and west-model grids (b),
model bathymetry for the west domain with the outline of the apex domain (c), model bathymetry
for the apex domain with the selected three cross-shore profiles (North: N, Middle: M and South: S)
for the analysis (d), profile N (e), M (f) and S (g) with analysis points: close to beach (1), on top of the
bar (2) and seaward of the bar (3). Zoom-out profile views of 1 km are shown for clarity.

Table 1. Characteristics of the analysis locations along the three profiles.

Location Distance from MSL (m) Depth (m)

North (N)

N1 58 2.1

N2 233 3.3

N3 481 6.2

Middle (M)

M1 67 2.1

M2 285 2.7

M3 531 6.1

South (S)

S1 86 2.1

S2 356 3.4

S3 513 6.1

2.2. Field Data

Observed water levels (at WL in Figure 1b), wave (at W1 and W2) and wind (at WN)
conditions were used for the model simulations from 24 January to 26 April 2007, which
covers a period between two beach and dune surveys. On 18 March 2007, a major storm
event impacted the beach and dune system on Sylt (Figure 2).

Water level data at WL from the Federal Agency for Waterways and Shipping (WSV:
Wasserstraßen- und Schifffahrtsverwaltung des Bundes) has a temporal resolution of
10 min. The maximum water level (3.1 m) during the analysis period occurred at spring-
high water (00:45 h 19 March 2007), while the maximum tidal anomaly (TA: total water
level -astronomical tide = 2.7 m) was during the rising tide after spring-low water (20:00 h
18 March 2007). Apart from the major storm event, there are other events with a TA of about
1 m (Figure 2a). The spatiotemporal astronomical tide was extracted from a calibrated
German Bight model [21].



J. Mar. Sci. Eng. 2022, 10, 305 5 of 29

J. Mar. Sci. Eng. 2022, 10, x FOR PEER REVIEW 5 of 31 
 

 

2.2. Field Data 
Observed water levels (at WL in Figure 1b), wave (at W1 and W2) and wind (at WN) 

conditions were used for the model simulations from 24 January to 26 April 2007, which 
covers a period between two beach and dune surveys. On 18 March 2007, a major storm 
event impacted the beach and dune system on Sylt (Figure 2). 

 
Figure 2. Field data used for the numerical simulations. Total water level (blue line), Astronomical 
tide (green line) and the derived tidal anomaly (TA, red line) at WL (a), Significant wave height 
(lines) and direction (+) at W1 (blue) and W2 (red) (b), Wind speed (blue line) and direction (red +) 
at WN (c) (see observation locations in Figure 1b). Dash-line indicates peak storm wave occurrence 
at 18:00 h 18 March 2007 (Hs = 5.0 m at W1 and 2.6 m at W2). 

Water level data at WL from the Federal Agency for Waterways and Shipping (WSV: 
Wasserstraßen- und Schifffahrtsverwaltung des Bundes) has a temporal resolution of 10 
min. The maximum water level (3.1 m) during the analysis period occurred at spring-high 
water (00:45 h 19 March 2007), while the maximum tidal anomaly (TA: total water level -
astronomical tide = 2.7 m) was during the rising tide after spring-low water (20:00 h 18 
March 2007). Apart from the major storm event, there are other events with a TA of about 
1 m (Figure 2a). The spatiotemporal astronomical tide was extracted from a calibrated 
German Bight model [21]. 

Wave observations have temporal resolutions of 1 h at W1 (from the Federal Agency 
for Maritime and Hydrographic, BSH: Bundesamt für Seeschifffahrt und Hydrographie) 
and 30 min at W2 (from the local agency for coastal protection, LKN: Landesbetrieb für 
Küstenschutz, Nationalpark und Meeresschutz Schleswig-Holstein). At W2, there are 
data only from 07 March to 26 April 2007. Wave heights at W1 and W2 show extreme 
events (e.g., wave heights exceeding 2 m) from the west (Figure 2b). Peak storm waves 
(Hs: 5.0 m at W1 and 2.6 m at W2) occurred on the rising tide after spring-low water (18:00 
h 18 March 2007), when the total water level was at 1.3 m. 

Figure 2. Field data used for the numerical simulations. Total water level (blue line), Astronomical
tide (green line) and the derived tidal anomaly (TA, red line) at WL (a), Significant wave height (lines)
and direction (+) at W1 (blue) and W2 (red) (b), Wind speed (blue line) and direction (red +) at WN (c)
(see observation locations in Figure 1b). Dash-line indicates peak storm wave occurrence at 18:00 h
18 March 2007 (Hs = 5.0 m at W1 and 2.6 m at W2).

Wave observations have temporal resolutions of 1 h at W1 (from the Federal Agency
for Maritime and Hydrographic, BSH: Bundesamt für Seeschifffahrt und Hydrographie)
and 30 min at W2 (from the local agency for coastal protection, LKN: Landesbetrieb für
Küstenschutz, Nationalpark und Meeresschutz Schleswig-Holstein). At W2, there are data
only from 7 March to 26 April 2007. Wave heights at W1 and W2 show extreme events (e.g.,
wave heights exceeding 2 m) from the west (Figure 2b). Peak storm waves (Hs: 5.0 m at W1
and 2.6 m at W2) occurred on the rising tide after spring-low water (18:00 h 18 March 2007),
when the total water level was at 1.3 m.

Wind data at WN from the German Weather Service (DWD: Deutscher Wetterdienst)
has a temporal resolution of 10 min. During the major storm event, wind speed exceeded
21 m/s and approached from the SW (18:00 h 18 March 2007). In the other events (e.g., at
28 January, 27 February), the wind direction was from the NW exceeding 15 m/s (Figure 2c).
It should be noted that the west coast of Sylt is exposed to wind and waves approaching
from the entire S to N sector.

The model bathymetries were constructed using two sources of data, (1) Beach and
dune topography from LiDAR provided by LKN and (2) Nearshore bathymetry from BSH.
There are two LiDAR data sets surveyed on 25 January and 25 April 2007. These data have
a spatial resolution of 1 m and extend from the dune area down to about MSL (0 m). The
nearshore bathymetry represents the sea bed in 2007, and has a spatial resolution of 50 m
and the highest depth reaches about −3 m. Therefore, the nearshore area from 0 to −3 m
depth has no observed bathymetry information during the analysis period.
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3. Methodology

A hybrid approach of numerical experiments using D3D and XB was used to inves-
tigate the impact of roller dynamics on the beach and dune erosion. Both models were
initially simulated with hydrodynamics (circulation and waves) only to assess the model
performance against measured wave data. Using the optimised roller parameters through
a sensitivity analysis, the final model settings were applied implementing roller and no
roller dynamics in both D3D and XB (see Section 3.1.4). The simulated hydrodynamics and
morphodynamics were analysed to access the effect of the roller dynamics on storm erosion.

3.1. Model Setup
3.1.1. Modelling Tools

The numerical background of the two modelling tools D3D and XB is described below
with their similarities and differences.

(a) Delft3D (D3D)

D3D is an open-source model that has shown skill in simulating morphodynamics
in a wide range of applications e.g., [19,22]. This three-dimensional model has been
developed based on a finite difference approach with an alternating direction implicit
(ADI) numerical scheme [12,23]. D3D enables using different modules to simulate physical
processes, e.g., hydrodynamics (FLOW), sediment transport (SED), morphology (MOR).
FLOW is the primary module that interacts with all other modules. In FLOW, the unsteady
nonlinear shallow water equations are solved using the ADI method to compute the
hydrodynamics [24]. In this study, a depth-averaged approach (2DH) is used with the
FLOW, SED and MOR modules. Wave forcing on the hydrodynamics are simulated
by online-wave coupling between SWAN [25] and FLOW, in which there is a two-way
communication at a user specified time interval. A 30-min interval is used to capture the
tidal variation, although the temporal resolution of the wave data at W1 is 1 h. SWAN
simulates the propagation of a short-wave spectrum (JONSWAP, see Equation (1)) over
the model domain based on the offshore imposed wave parameters. In D3D with Roller
dynamics (see 3.1.2), the short wave effect on the long wave is also computed and applied
in the hydrodynamics at the scale of the wave groups. Total sediment transport under
combined waves and currents is estimated using the Soulsby—Van Rijn formulations [26].
Morphodynamics are computed based on the conservation of sediment fluxes, which is
multiplied by a morphological acceleration factor, morfac [19]. Avalanching is activated,
when a critical wet slope angle is exceeded. In the grid stencil, scalar quantities are
computed at the grid-cell centre, while vector quantities at grid-cell faces.

(b) XBeach (XB)

XB is an open source model, which has been originally developed to investigate
hurricane impact (erosion) on beaches and dunes [11]. The skill of this model in predicting
storm erosion has been shown in numerous applications e.g., [2,10,16]. XB is a 2DH
morphodynamic model, which estimates the beach and dune response to time-varying
storm conditions. XB estimates the main physical processes of beach and dune erosion [9] by
solving coupled depth-average equations for wave propagation, flow, sediment transport
and morphodynamics. The wave solver is based on the 2nd generation HISWA model [27]
using the directional distribution of wave action density with a single representative
frequency. This study uses the surfbeat mode, which computes the propagation of the
short wave averaged envelop and accompanying long-wave motion [11]. Short waves are
generated at the offshore boundary based on the JONSWAP spectrum. Similar to D3D,
hydrodynamics are computed using the shallow water equations. The numerical scheme
follows the method of Stelling and Duinmeijer [28], in which different depth values are used
for the continuity and the momentum equation based on a velocity threshold, to improve
long-wave runup and backwash on beaches. Avalanching is used to estimate dune erosion.
Cross-shore transport depends on the balance of the wave skewness and asymmetry
(onshore component), and the undertow (offshore component). Sediment transport is
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estimated using the Soulsby—Van Rijn formulations [26], and morphodynamics can be
accelerated using a morfac as in D3D. Both D3D and XB use the same grid stencil. The main
similarities and differences of both models are listed in Table 2.

Table 2. Main similarities and differences of physical processes in D3D and XB for the roller (R) and
no roller (NR) applications. A detailed list of process comparison is provided in Appendix A.

Physical Process D3D XB
R NR R NR

Short-wave X X X X

Long-wave from offshore × × X X

Long-wave effect from short wave breaking
(roller model) X × X ×

Wave computation
Directional-Domain X X X X

Frequency-Domain X X × ×
Undertow × × X X

Avalanching X X X X

3.1.2. Roller Model

The roller model simulates the effect of short wave groups on long waves, which
causes the spatial variation in the radiation stresses and long waves to travel with the
groups of short waves. This is an important phenomenon in dune erosion [11] and is
implemented in D3D as an add-on module [29], but is a fundamental process in XB [11].
Both models do not simulate individual long waves but the forcing caused by short waves.

The roller model uses breaking wave energy from the short wave energy balance
as the source to compute the propagation of the roller energy. In D3D, the mean wave
direction, of which wave and roller energy are transported, and wave period are obtained
from the SWAN wave computation. XB estimates wave energy propagation similar to the
HISWA model [27] in the directional domain with a representative frequency. In D3D and
XB models, the total radiation stresses are estimated by adding roller- and wave-induced
radiation stresses to compute the wave forces, which are used in the momentum equations
to estimate hydrodynamics.

The roller energy balance equation in XB is given by Equation (1). The fourth term of
the left-hand side is not used in D3D.

∂Sr

∂t
+

∂cxSr

∂x
+

∂cySr

∂y
+

∂cθSr

∂θ
= Dw − Dr (1)

where, t: time (s), Sr: roller energy density (J/m2/Hz), c: wave celerity (m/s), Dw: dissipa-
tion of wave energy (J/m2), Dr: dissipation of roller energy (J/m2), x and y: spatial and θ:
directional domains.

Following Roelvink [30], the wave energy dissipation is implemented in both models
based on the propagation of wave groups (Equation (2)).

Dw = 2α fm(1− exp (−(
√

8E/(ρg)
γh

)

n

))E (2)

where, α: wave dissipation coefficient (-), fm: representative frequency (Hz), E: wave energy
(J/m2), g: acceleration of gravity (m2/s), ρ : water density (kg/m3), γ: breaker index (-), h:
water depth (m), n: calibration coefficient (-).

The roller energy dissipation is given by,

Dr = 2βg
Er

c
(3)
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where, β: roller slope (-), Er: roller energy (J/m2)
Total wave forces are estimated based on the wave- and roller-induced radiation

stresses as follows,

Fx = −
(

∂Sxx,w + ∂Sxx,r

∂x
+

∂Sxy,w + ∂Sxy,r

∂y

)
(4)

Fy = −
(

∂Sxy,w + ∂Sxy,r

∂x
+

∂Syy,w + ∂Syy,r

∂y

)
(5)

where Fx and Fy: total wave force components in x and y directions (N). Sxx, Sxy and Syy are
radiation stresses (m/s2), w and r indicate respectively wave and roller induce radiation
stress components.

The following three roller coefficients were selected to analyse the sensitivity of beach
and dune erosion, while applying the same settings for all other parameters in both models
(see Appendix A).

(a) Beta (β)

The slope of the wave front is Beta, which determines the roller energy dissipation
(Equation (3)). The default value is 0.1, and lower values cause delayed response resulting to
pronounced inner and outer bars, and larger values result in considerable bar flattening [31].
This parameter is generally used to control the behaviour of breaker bars, which ultimately
affects the beach and dune erosion. A range of values from 0.05 to 0.30 are used for D3D
and XB (see Section 3.1.4).

(b) Gamdis

Gamdis (Gamma dissipation) is the wave breaking index, which imposes an upper
limit on wave heights as a fraction of the local water depth. Therefore, this determines
wave heights in the surf zone. Gamdis can be set to a constant or a depth-dependent
value. The default value (0.55) is based on the wave propagation in the time scale of wave
groups [30]. A depth-dependent value can be applied following Ruessink et al. [32] in D3D
(−1), and other formulations (roelvink1, roelvink2 and roelvink_daly) in XB (see Section 3.1.4).
Wave dissipation is proportional to H2 (H is wave height) in roelvink1 and to H3/h in
roelvink2 [30]. In roelvink_daly [33], two thresholds are defined for fully- and non-breaking
of wave conditions.

(c) F_lam

F_lam indicates breaker delay, which defines a seaward weighted averaged water
depth for the computation of wave energy dissipation due to wave breaking. Waves need a
distance (~one wave length) to start and stop breaking, and this phenomenon is considered
replacing the local water depth with a water depth weighted over a certain seaward
distance from the point of interest [34]. The breaker delay, however, is less influential on
the morphodynamics than the previous two parameters [35]. In D3D, there are two options,
either two wave lengths offshore (−2) or no breaker delay (0: default). Applying −2, the
energy dissipation due to wave breaking is computed using a weighted averaged water
depth from the local water depth up to the water depth of two wave lengths offshore. In
XB, no (0) and enabled (1: default) breaker delay are used to investigate the effect of breaker
delay on beach and dune erosion (see Section 3.1.4).

3.1.3. Model Domains and Boundary Forcing

Two model domains, “apex” and “west”, were used for the numerical experiments
(Figure 1b–d). Characteristics of these domains are given in Table 3. The grid resolution of
the apex domain is twice that of the west domain. The purpose of the west domain is to
generate the wave parameters at the boundaries of the apex domain. This wave nesting
approach is required for the D3D simulations to minimize the wave shadow-zone effect
at the lateral boundaries of the apex domain (see Dissanayake and Winter [19]). In XB,
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waves can be simulated without this effect using the apex domain only [19]. However,
to enable consistent model comparison and validation, the west domain was employed
in the XB simulations as well (note. W2 is located beyond the apex domain, Figure 1b).
Morphological changes in both models were simulated using the apex domain.

Table 3. Characteristics of the apex- and west-model domains (Figure 1).

Model Domain Spatial Extent
(Cross Shore × Alongshore in km) Grid Nodes Range of Grid Resolution

(Cross Shore × Alongshore in m)

apex-grid 9.8 × 15 15,120 4–200 × 190–300

west-grid 10.2 × 38 7857 8–400 × 400–600

The model bathymetries for 25 January 2007 were prepared applying the LiDAR
(25 January 2007) and the BSH bathymetry (2007) data. As mentioned in Section 2.2, there
is a gap in data between 0 and −3 m depths. This stretch extends from MSL down to about
N1, M1 and S1 (Table 1 and Figure 1e–g), and there are fairly linear variations along the
bed profile segments before MSL, and before the trough of the first nearshore bar (N2,
M2 and S2 in Figure 1e–g). Therefore, bed levels within this stretch were generated by
linear interpolation across-shore at each grid point along the coast. Similarly, the model
bathymetry representing 25 April 2007 was set up using the respective LiDAR and the 2007
BSH data. For the model comparison, the initial and final measured cross-shore profiles at
N, M and S (see Figure 1e–g) were extracted from these two combined bathymetries, and
those for the models were extracted from the final simulated beds.

Model boundaries were set up using the observed data (water level, waves and wind)
and the predicted astronomic tide from a calibrated hydrodynamic model of the German
Bight [21]. Spatially varying total water level (astronomical tide + TA) was applied for the
offshore boundary of the domains, while the lateral boundaries were imposed with water
level gradients. Such a combination generates tidal currents perpendicular to the lateral
boundaries following the direction of tidal propagation [36,37]. Spatially varying total
water level was prepared by combing the astronomical tide from the German Bight model
(amplitudes and phases at the offshore corner points) and the derived TA at WL (Figure 1b).
A spatially uniform and temporally varying offshore wave boundary was applied using
parametric values at W1 to generate the JONSWAP wave spectrum [38,39]. For the lateral
wave boundaries in XB, the gradient of wave energy along the wave crest was set to zero to
minimize the wave shadow-zone effect. Spatially uniform and temporally varying wind
fields were applied using the wind data at WN.

3.1.4. Simulations

The simulation period spans from 18:00 h 24 January to 00:00 h 26 April 2007 covering
two beach and dune surveys (i.e., LiDAR data). The initial period of 6 h was used to
spin-up the models so the hydrodynamics in the domain are in equilibrium with the
boundary forcing. First, four hydrodynamic simulations using the west domain were run
to compare the model performance, and the Roller and No Roller applications (Table 4).
Then, a sensitivity analysis of the beach and dune erosion to roller parameters (Beta, Gamdis
and F_lam, see Section 3.1.2) was carried out to identify their optimum values (i.e., 17
simulations). Using the selected values for the roller parameters, the final set of models (4)
were simulated to investigate the roller effect on beach and dune erosion in D3D and XB.
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Table 4. Model simulations in D3D and XB for the comparison of hydrodynamics and morphody-
namics using Roller (R) and No Roller (NR) applications. Default parameters (reference scenario) are
in bold-letter.

Scenario
D3D XB No. of Simulations

R NR R NR

Hydrodynamics only X X X X 4

Sensitivity analysis

Beta

0.10 0.15
8

0.05 0.05

0.20 0.20

0.30 0.30

Gamdis

−1 roelvink2

50.55 roelvink1

roelvink_daly

F_lam
0 1

4
−2 0

Beach and dune erosion X X X X 4

3.2. Analysis

Simulated results are analysed to illustrate the model skills, and to investigate the
effect of the roller dynamics on the hydrodynamics and storm erosion in D3D and XB.
The models’ skills in predicting wave dynamics are evaluated using wave height and
wave spectral density. Measurements and simulations are compared using three statistical
parameters: Correlation coefficient (R2), root mean square error (RMSE) and relative change
(µ). Wave height and depth averaged velocity at the time of the observed peak storm wave
occurrence (18:00 h at 18 March 2007) are first qualitatively compared in both models
to investigate the roller effect on the hydrodynamics. Next, water levels, wave heights,
velocities and the effective bed shear stress are analysed along the three cross-shore profiles
(N, M and S). The effect of roller parameters on beach and dune erosion is estimated using
RMSE and the mean relative change (µ) with respect to the reference (default parameter
setting) scenarios. Finally, the roller dynamics on storm erosion are investigated using
bed level change of the analysis points along the three profiles, and the sediment volume
change within different zones (classified by depth) along the beach and dune profile.

Estimation of the wave spectral density and the effective bed shear stress in D3D and
XB, and the statistical parameters used for the comparison are described below.

(a) Wave spectral density

The wave spectral density (SD) represents the distribution of wave energy as a function
of frequency and its shape depends on the processes of wave growth and decay, as well as
interactions between different frequency bands. The formulation for the JONSWAP [38,39]
spectrum reads as,

SD( f ) =
αg2

(2π)4 f 5
exp

[
−5
4

(
f
fp

)−4
]

γr (6)

where, r = exp
[
−( f− fp)

2

2σ2 f 2
p

]
, σ =

{
0.07, f < fp
0.09, f ≥ fp

, α: Phillips constant (-), f : wave frequency

(Hz), γ: peak enhancement factor (3.3), σ: spectral width parameter (-).
In D3D, SD was computed using the modelled Hs and peak period (Tp). XB predicts

root-mean-square wave height (Hrms). This is first converted into Hs following a relation of
the Rayleigh distribution, Hs =

√
2 × Hrms, which is however more applicable for normal
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wave conditions at deep water (see Goda [40]). SD is then computed using, (1) modelled
Hrms and observed Tp at W1 and (2) converted Hs and observed Tp at W1 in XB.

(b) Effective bed shear stress

The effective bed shear stress (τb) represents the overall shear stress on the sea floor
from both waves and currents, and their interactions, and determines local sediment
transport. The depth-averaged effective bed shear stress for D3D and XB was calculated
using the following formulations.

In D3D, the Soulsby [26] approach, which is based on one standard function that
can be adapted for different wave–current boundary layer models, is used to estimate τb
following the Fredsøe [41] boundary layer model.

→
τb =

∣∣∣→τm

∣∣∣
|u|

(→
u +

→
us

)
(7)

∣∣∣→τm

∣∣∣ = Y
(∣∣∣→τc

∣∣∣+ ∣∣∣→τw

∣∣∣) (8)

τw =
1
2

ρ fwu2
w (9)

τc = ρCDu2 (10)

where τm: bed shear stress of combined waves and currents (N/m2), u: depth-averaged
velocity (m/s), us: depth-averaged Stokes drift, Y: a fitting function for the wave-current
boundary layer [26], τc: bed shear stress from currents alone (N/m2), τw: bed shear stress
from waves alone (N/m2), fw: friction factor (-), uw: wave orbital velocity (m/s), and CD:
drag coefficient (-).

In XB, τb is calculated based on mean currents and long waves following the approach
of Ruessink et al. [42]. The x and y components of τb read as,

τE
bx = c f ρuE

√
(1.16urms)

2 + (uE + vE)
2 (11)

τE
by = c f ρvE

√
(1.16urms)

2 + (uE + vE)
2 (12)

where c f : dimensionless friction coefficient (g/C2), C: Chézy coefficient (m1/2/s), uE and
vE: Eulerian velocity (short-wave-averaged velocity observed at a fixed point) at x and y
directions (m/s), urms: wave orbital velocity (m/s).

(c) Statistical parameters

The models’ skills in predicting wave characteristics were analyzed by comparing mea-
sured and predicted parameters at W2 using three statistical parameters (Equations (13)–(15)).

The coefficient of determination (R2) was calculated to quantify the fraction of variance
in each simulation corresponding to the measurements. This is defined as the squared
value of the coefficient of correlation [43]:

R2 =

∑n
j=1
(

xj − x
)(

yj − y
)√(

xj − x
)(

yj − y
)
2

(13)

where, x values represent the parameter time series (i.e., Hs) from the measured data and
y values represent the simulated values, x and y indicate the mean values, and n is the
number of time steps during the analysis period.
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The root mean square error (RMSE) quantifies the standard deviation of the differences
between the simulations and either the measurements or the reference simulation:

RMSE =

√√√√ 1
n

n

∑
j=1

(
xj − yj

)2 (14)

Smaller RMSEs imply better agreement between the observations and the model simulations.
The mean relative change (µ) indicates the normalised difference between the mea-

sured and simulated data.

µ =
1
n

n

∑
j=1

µj (15)

where,

µj =

(
yj − xj

)
xj

4. Results
4.1. Model Skill

The model skill was analysed by comparing the measured and simulated wave heights
at W2 (see location in Figure 1b) and the respective wave spectral densities between D3D
NR and XB R being the standard applications.

Wave height comparison is shown in Figure 3a for the measurements (W1 and W2)
and the simulations (D3D: Hs, XB: Hrms and Hs). Measured wave heights at W2 span from
13:00 h 07 March 2007 (t1) to 00:00 h 26 April 2007 (t3) only. The peak storm wave height
(Hs) was observed as 2.6 m at W2 (t2: 18:00 h 18 March 2007) while it is 2.4 m in D3D and
in XB, 2.4 m (Hrms) equal to 3.4 m (Hs). The D3D wave heights are generally higher at low
wave heights and lower at high wave heights compared with the observations. The XB
wave heights Hs are higher than the observations. Observed wave heights at W1 are always
higher than at W2 and the model predictions. This indicates that waves decay during their
propagation into the apex domain rather growing.

Wave Spectral densities were analysed at W2. The normalised spectral densities with
respect to the maximum spectral density of the observed data were estimated for the waves
from the observations (Figure 3b), D3D Hs (c), XB Hrms (d) and XB Hs (e). The highest
spectral density corresponds to the peak storm wave height in all cases. Variation of spectral
density from t1 to t3 is qualitatively in better agreement between W2 (observations) and
D3D, than between W2 and XB. The results of XB Hs are higher compared with that of W2.
In the analysis period, high wave heights result in high spectral densities in both model
simulations (e.g., 29 January, 28 February).

Wave heights and spectral densities were quantitatively compared between the ob-
servations and the simulated results at W2 (Table 5). The highest R2 (0.91) and the lowest
RMSE (0.14 m) in D3D indicate that the simulated waves represent the measured wave
heights well. In XB, these values imply low agreement between measured and simulated
wave heights. Simulated spectral density in D3D is only 0.32 kJ/m2/Hz lower than the
observations (µ = −0.03). In contrast, it is lower (2.52 kJ/m2/Hz and µ = −0.27) and higher
(3.96 kJ/m2/Hz and µ = 0.45) in XB using Hrms and Hs respectively.

The analysis of model skills showed that D3D can better capture the measured wave
characteristics than XB. As mentioned in Section 3.1.1, D3D computes the propagation of
wave spectrum in both directional and frequency domains, whereas XB estimates only
in the directional domain using a mean frequency. This could contribute to low wave
heights in XB. Overall, the simulated waves in XB Hrms can be treated as reasonable based
on the statistical values. It should be noted that extensive calibration and validation of the
hydrodynamics were not undertaken in this analysis. Therefore, the present parameter
setting of these two models (see Appendix A) is used to compare the hydrodynamics with
Roller and No Roller applications.
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Figure 3. Comparison of the measured significant wave heights (gray at W1 and black at W2) and the
simulated wave heights at W2 (blue: D3D Hs, red: XB Hrms and orange: XB Hs) (a), Normalised wave
spectral density from the measured wave at W2 (b), and from the simulations at W2, D3D Hs (c), XB
Hrms (d) and XB Hs (e). t1 indicates the initial time, t2 is the peak wave occurrence and t3 is the last
time point of the W2 data (see data locations in Figure 1b).

Table 5. Comparison of measured and simulated wave heights and spectral density from t1 to t3 at
W2 (see location in Figure 1b).

Source
Wave Height Wave Spectral Density (SD)

R2 (-) RMSE (m) ∑SD (kJ/m2/Hz) µ (-)

Observations (Hs) - - 8.99 -

D3D (Hs) 0.91 0.14 8.67 −0.03

XB (Hrms) 0.83 0.21 6.47 −0.27

XB (Hs) 0.83 0.26 12.95 0.45

4.2. Hydrodynamics

Roller effects on the hydrodynamics were analysed using the simulated water level,
depth-averaged velocity, wave height and bed shear stress in both models. The first
three parameters were qualitatively compared between the Roller (R) and No Roller (NR)
applications at the time of the peak storm wave height (t2: 18:00 h 18 March 2007 in
Figure 3a, Hs: 2.6 m at W2). This energetic condition enables clear visualization of the
discrepancies between the simulations. Average values of these parameters were then
compared over the full analysis period.

Wave height and directional patterns are shown in Figure 4 for both models with R
and NR simulations. For clarity, a nearshore section of the domain (water depth ~5 m) is
displayed. In both applications, Hs in D3D are higher than XB Hrms, while the highest waves
are shown by XB Hs. D3D R appears to have higher wave heights than D3D NR. However,
in XB, wave heights in NR seem to be higher compared with the R. Wave direction is
same between R and NR, although slightly different between the two models (~5◦). Wave
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direction in XB is more eastwardly oriented than D3D. This could be due to the fact, SWAN
uses peak wave direction and XB uses mean wave direction for the wave computation. The
observed peak wave directions were provided as the input wave directions in both models.

J. Mar. Sci. Eng. 2022, 10, x FOR PEER REVIEW 14 of 31 
 

 

The analysis of model skills showed that D3D can better capture the measured wave 
characteristics than XB. As mentioned in Section 3.1.1, D3D computes the propagation of 
wave spectrum in both directional and frequency domains, whereas XB estimates only in 
the directional domain using a mean frequency. This could contribute to low wave heights 
in XB. Overall, the simulated waves in XB Hrms can be treated as reasonable based on the 
statistical values. It should be noted that extensive calibration and validation of the hy-
drodynamics were not undertaken in this analysis. Therefore, the present parameter set-
ting of these two models (see Appendix A) is used to compare the hydrodynamics with 
Roller and No Roller applications. 

4.2. Hydrodynamics 
Roller effects on the hydrodynamics were analysed using the simulated water level, 

depth-averaged velocity, wave height and bed shear stress in both models. The first three 
parameters were qualitatively compared between the Roller (R) and No Roller (NR) ap-
plications at the time of the peak storm wave height (t2: 18:00 h 18 March 2007 in Figure 
3a, Hs: 2.6 m at W2). This energetic condition enables clear visualization of the discrepan-
cies between the simulations. Average values of these parameters were then compared 
over the full analysis period. 

Wave height and directional patterns are shown in Figure 4 for both models with R 
and NR simulations. For clarity, a nearshore section of the domain (water depth ~5 m) is 
displayed. In both applications, Hs in D3D are higher than XB Hrms, while the highest 
waves are shown by XB Hs. D3D R appears to have higher wave heights than D3D NR. 
However, in XB, wave heights in NR seem to be higher compared with the R. Wave direc-
tion is same between R and NR, although slightly different between the two models (~5°). 
Wave direction in XB is more eastwardly oriented than D3D. This could be due to the fact, 
SWAN uses peak wave direction and XB uses mean wave direction for the wave compu-
tation. The observed peak wave directions were provided as the input wave directions in 
both models. 

 
Figure 4. Comparison of simulated wave heights at the time of the peak in storm waves (t2: 18:00 h 
18 March 2007, observed Hs 2.6 m at W2) with Roller (R) and No Roller (NR) dynamics: D3D Hs (a), 
XB Hrms (b) and XB Hs (c). Vectors indicate direction and magnitude, and colour indicates magni-
tude. N, M and S are the cross-shore profile locations with the selected three points for the analysis. 
Depth is shown with the contour lines. 

Figure 4. Comparison of simulated wave heights at the time of the peak in storm waves (t2: 18:00 h
18 March 2007, observed Hs 2.6 m at W2) with Roller (R) and No Roller (NR) dynamics: D3D Hs (a),
XB Hrms (b) and XB Hs (c). Vectors indicate direction and magnitude, and colour indicates magnitude.
N, M and S are the cross-shore profile locations with the selected three points for the analysis. Depth
is shown with the contour lines.

The depth-averaged velocity shows a clear wave driven alongshore current flowing
along shore to the north (Figure 5). In agreement with wave heights (Hs), velocity distribu-
tion at the time of the peak in storm waves shows the highest values in XB. All applications
have a similar pattern of variations along the coast but the magnitudes are different. In D3D,
nonzero velocities span across the shore beyond the 5 m depth, and the roller dynamics
(a) caused an increase in velocities relative to the no roller dynamics (b). The velocities are
higher in XB than D3D, but they are constrained close to the coast up to 5 m depth. Similar
to D3D, XB also shows higher velocities with the roller dynamics.

The cross-shore variation of water level, wave height and velocity at t2 are shown in
Figure 6 at the three profile locations (N, M and S). Water level (first row) indicates that the
difference between R (solid-line) and NR (dash-line) is higher in XB (red-line) than in D3D
(blue-line). This could be due to the fact that XB computes the short wave averaged long
wave oscillation across the entire domain, while that in D3D depends on wave breaking. It
is generally found, the roller dynamics cause high water levels in both models. Around
MSL XB tends to produce higher water levels compared with D3D. Over the nearshore bar
(at N2, M2 and S2) water level increases, which is more noticeable in D3D than XB.

As found in Figure 4, wave heights (second row) in D3D (blue-line) are lower than in
XB Hs (magenta-line). The strong decrease in wave heights at the nearshore bar indicates
wave breaking in both models. The effect of roller dynamics on wave heights depends on
the profile location. In the south (S) and the north (N), the roller dynamics caused higher
wave heights. However, for the middle (M) profile, higher waves are generally found with
the no roller application. In D3D, there are always higher wave heights on the beach with
the no roller simulation. This indicates that the roller model in D3D decreases wave heights
on the beach.
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Figure 5. Comparison of depth averaged velocities at the time of the peak in storm waves (t2: 18:00 h
18 March 2007) with Roller (R) and No Roller (NR) dynamics: D3D R (a), D3D NR (b), XB R (c) and
XB NR (d). Vectors indicate direction and magnitude, and colour indicates magnitude. N, M and S
are the cross-shore profile locations with the selected three points for the analysis. Depth is shown
with the contour lines.

Cross-shore velocities are seaward directed (negative) in D3D for all profiles (blue-line,
third row). However, they (except NR at M) are positive indicating shoreward velocities
in XB (red-line). It appears that there is a difference between the cross-shore processes
in the models. Alongshore velocities are northward (positive) at the N and M profiles in
both models (D3D: black-line and XB: magenta-line). However, cross-shore variation and
magnitudes are higher in XB than in D3D. In the south (S profile), D3D shows southward
(negative) velocities, while they are northward in XB. In both models, the difference between
roller and no roller dynamics varies along the cross-shore direction. Overall, the cross-shore
variations of water level, wave height and velocity show that the effect of roll dynamics in
each model is lower compared to the difference between the two models.

Bed shear stresses at the analysis points decrease with distance towards the sea (from 1
to 3 in Figure 7). During the analysis period (see Figure 2), it can be expected that the waves
commonly break at the shallowest analysis location (~2 m depth: N1, M1 and S1) along the
profiles. Therefore, a higher bed shear stresses occurred at the shallowest location than the
other two points (e.g., N2, N3). However, the deeper two points of all three profiles show a
strong peak in bed shear stress during the storm events because larger waves penetrate to a
deeper depth causing higher bed shear stress. The difference of bed shear stresses between
roller and no roller applications is more noticeable in D3D than in XB. This indicates that
including roller dynamics caused increased bed shear stress in D3D. However, the effect of
roller dynamics on bed shear stress is marginal in XB.
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tive values, D3D-alongshore (LS) (black) and XB-alongshore (magenta) with northward positive 
values. The second (right) y axis has a different scale than the first for a better visualization. 
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Cross-shore velocities are seaward directed (negative) in D3D for all profiles (blue-
line, third row). However, they (except NR at M) are positive indicating shoreward veloc-
ities in XB (red-line). It appears that there is a difference between the cross-shore processes 
in the models. Alongshore velocities are northward (positive) at the N and M profiles in 
both models (D3D: black-line and XB: magenta-line). However, cross-shore variation and 
magnitudes are higher in XB than in D3D. In the south (S profile), D3D shows southward 
(negative) velocities, while they are northward in XB. In both models, the difference be-
tween roller and no roller dynamics varies along the cross-shore direction. Overall, the 
cross-shore variations of water level, wave height and velocity show that the effect of roll 
dynamics in each model is lower compared to the difference between the two models. 

Bed shear stresses at the analysis points decrease with distance towards the sea (from 
1 to 3 in Figure 7). During the analysis period (see Figure 2), it can be expected that the 
waves commonly break at the shallowest analysis location (~2 m depth: N1, M1 and S1) 
along the profiles. Therefore, a higher bed shear stresses occurred at the shallowest loca-
tion than the other two points (e.g., N2, N3). However, the deeper two points of all three 

Figure 6. Comparison of hydrodynamics (rows: 1. Water level, 2. Wave height and 3. Velocity) along
the three cross-shore profiles (Columns: (a). N, (b). M and (c). S) at the time of the peak storm waves
(t2: 18:00 h 18 March 2007). Cross-shore profiles (orange lines) are shown with the analysis points
(black circles). First row: Water level, D3D (blue) and XB (red). Solid lines are Roller and dash lines
are No Roller results. Second row: Wave height, D3D Hs (blue), XB Hrms (red) and XB Hs (magenta).
Third row: Velocity, D3D-Cross-shore (CS) (blue) and XB-Cross-shore (red) with shoreward positive
values, D3D-alongshore (LS) (black) and XB-alongshore (magenta) with northward positive values.
The second (right) y axis has a different scale than the first for a better visualization.
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The averaged wave height, velocity and bed shear stress over the simulation period
are summarized in Table 6 for the analysis points along the profiles. In both models and
roller applications, wave heights increase seaward, while velocity and bed shear stresses
decrease. Wave breaking occurs close to the coast increasing the latter two parameters.

Table 6. Comparison of wave height, velocity and bed shear stress during the full analysis period
between D3D and XB at the 3 analysis points (1, 2 and 3) along the 3 cross-shore profiles (N, M and
S). R: Roller and NR: No Roller simulations. < > indicates average over the analysis period and ||
indicates magnitude of vectors.

Location <Wave Height>
(m)

<|Velocity|>
(m/s) <|Bed Shear Stress|> (m/s)

D3D Hs XB Hrms XB Hs D3D XB D3D XB

R NR R NR R NR R NR R NR R NR R NR

North
(N)

N1 0.71 0.78 0.65 0.65 0.92 0.92 0.30 0.25 0.26 0.28 0.74 0.54 0.81 0.90

N2 0.79 0.87 0.68 0.68 0.96 0.96 0.20 0.18 0.15 0.15 0.32 0.24 0.32 0.32

N3 0.89 0.97 0.68 0.68 0.96 0.96 0.21 0.20 0.18 0.18 0.24 0.22 0.22 0.22

Middle
(M)

M1 0.69 0.78 0.66 0.66 0.94 0.94 0.29 0.24 0.23 0.24 0.66 0.48 0.67 0.71

M2 0.76 0.88 0.67 0.67 0.95 0.95 0.22 0.20 0.19 0.19 0.38 0.29 0.28 0.27

M3 0.90 0.99 0.70 0.70 0.99 0.99 0.25 0.24 0.23 0.23 0.33 0.29 0.29 0.29

South
(S)

S1 0.66 0.70 0.66 0.66 0.93 0.93 0.28 0.23 0.19 0.20 0.66 0.45 0.57 0.59

S2 0.78 0.84 0.68 0.68 0.96 0.96 0.20 0.18 0.15 0.15 0.35 0.25 0.31 0.31

S3 0.85 0.91 0.69 0.68 0.97 0.97 0.18 0.17 0.16 0.16 0.20 0.16 0.19 0.19

In contrast to Figures 4 and 6, the averaged wave heights (over time at the analysis
points) indicate that the values in the roller application are lower than the no roller in
D3D. The roller model in D3D uses wave energy from the wave breaking prediction in the
SWAN computation. If waves are small (e.g., 0.5 m) and not breaking, there is no wave
energy for the wave estimation in the roller model. Therefore, during calm conditions,
wave heights from the roller model are zero. Thus, high wave heights become higher when
the roller dynamics are considered. However, when taking the average values over the full
simulation period the roller dynamics reduce the overall wave height in D3D.

Both the velocity and the bed shear stress increase with the roller dynamics in D3D.
The magnitude of the estimated total wave force is higher with the roller dynamics than
the no roller application because of the contribution from both wave force and roller force.
This total wave force contributes to the momentum of the flow, which influences the water
levels and velocities.

The effect of the roller dynamics in XB is marginal on wave height, velocity and bed
shear stress. As in D3D, there is no separate module to compute the wave propagation
in XB, which estimates the propagation of short wave averaged long wave motion over
the entire domain. The difference of wave energy dissipation between the R and NR
applications is only about 5% of the entire domain during the simulation period. Therefore,
the impact of the roller dynamics is marginal in the computation of the hydrodynamic
parameters in XB.

4.3. Storm Erosion
4.3.1. Sensitivity of Storm Erosion to Roller Dynamics

The sensitivity of the profile evolution during the analysis period was analysed using
the three roller parameters (rows in Figure 8) for both models (columns). These profiles
are from the apex domain and the locations N, M and S are shown in Figure 1d. The
measured initial and final profile segments extend from the dune (~15 m) out to MSL (0 m,
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see Section 2.2). However, a profile segment from 10 to −10 m is shown to help visualize
the storm erosion at the nearshore bar and dune relative to the overall change along the
profile. Beyond these limits, there is no prominent erosion.
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formulas than D3D. Evolution in both models is least sensitive to the parameter F_lam 
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Figure 8. Sensitivity of profile evolution N ((a). first column: D3D and second column: XB), M (b)
and S (c) for the roller parameters (rows: 1. Beta, 2. Gamdis and 3. F_lam). Initial (light-blue) and
final (red) measured profiles (first two lines) spanning the analysis period from 25 January to 26 April
2007 are shown with the simulated final profile with different parameters (colour lines). Note, linearly
interpolated bed levels are used between 0 m (MSL) and −3 m depth due to the lack of measured data.

The main erosion and sedimentation patterns in both models are consistent for all
parameter settings, though there are fine changes depending on their values. Erosion at
the dune front is predicted to be higher than observed. In both models, the nearshore bar
erodes with sedimentation in the landward trough. Strong erosion on the bar (depth ~3 m,
see Table 1) can be expected given 5 m Hs (at W1 in Figure 1b) and 3.1 m water level during
the peak storm wave (Figure 2). However, due to the lack of observations between 0 and
−3 m, and the post-storm bathymetry, the final predicted profile cannot be validated. The
predicted profiles provide a method of comparison between the simulation settings. The
first row in Figure 8 shows the sensitivity of the profile evolution to the parameter Beta
(roller slope in Equation (3)). The simulated profiles in D3D show less change compared
with that of XB. The north profile (N) experienced the highest erosion in D3D. Erosion of
the upper dune (above 5 m) occurred only in XB in all locations when using a Beta of 0.05.
It is generally shown that the sensitivity of the profile evolution to Beta is higher in XB
than in D3D. With the parameter Gamdis (dissipation) set to 0.55 (second row, Figure 8),
D3D resulted in less evolutionary response than that of a setting of −1 [32] for all profiles.
The profile evolution in XB is found to be less sensitivity to the three dissipation formulas
than D3D. Evolution in both models is least sensitive to the parameter F_lam (breaker delay:
third row, Figure 8). D3D shows an increase in bed response when applying a setting of −2.
However, there is a hardly any difference between a setting of 1 (with breaker delay) and 0 (no
breaker delay) in XB. These erosion and sedimentation patterns indicate that the sensitivity
of the bed change under storm conditions decreases in order in response to the parameter
settings of Beta, Gamdis and F_lam. The flattening of the beach profile in both models suggests,



J. Mar. Sci. Eng. 2022, 10, 305 19 of 29

neither simulates recovery of a bar system during calm conditions particularly well (Note. last
storm wave peak 2.9 m at W1 occurred at 21:00 h 19 April: Figure 2b).

The evolution between the observed (LiDAR) and the simulated profile from 0 to 5 m el-
evation was statistically compared using the root mean square error (RMSE: Equation (14)).
D3D shows the smallest changes in the middle profile (M), while XB shows the greatest
changes in this profile and the smallest changes in the southern profile (S) (Table 7). Therefore,
the models have different skills in capturing the measured topography based on the along-
shore location. These values agree with the profile variations in Figure 8 and further indicate
that there is a low sensitivity of profile evolution for the different values of each parameter.

Table 7. Root mean square error (RMSE) (m) between measured and simulated profiles from 0 to 5 m
elevation at dunes along N, M and S with different roller parameters.

Roller
Parameter

D3D XB

Value N M S Value N M S

Beta

0.10 1.69 0.96 1.69 0.15 1.78 2.18 1.46

0.05 1.83 1.14 1.79 0.05 1.97 2.35 1.55

0.20 1.54 0.88 1.65 0.20 1.75 2.17 1.41

0.30 1.51 0.90 1.63 0.30 1.73 2.15 1.43

Gamdis

−1 1.69 0.96 1.69 roelvink2 1.78 2.18 1.46

0.55 1.34 0.67 1.26 roelvink1 1.66 1.92 1.24

roelvink_daly 2.01 2.17 1.77

F_lam
0 1.69 0.96 1.69 1 1.78 2.18 1.46

−2 1.93 1.32 1.90 0 1.77 2.20 1.44

The change in beach and dune sediment volume during the analysis period was
estimated between 0 and 5 m elevations considering the initial and final bathymetries from
the observations and the model predictions (Figure 9). In all cases, the net change was a loss
of volume due to erosion. The lower the Beta the greater the erosion in both models. The
best agreement with the measured data is found with 0.20 (difference ~0.02 Mm3 in D3D
and 0.06 Mm3 in XB). Depending on the dissipation formula (Gamdis), the erosion volume
differs in the models. In D3D, the setting of −1 [32] resulted in the highest agreement with
the observations, while it is the roelvink1 setting in XB that performs best. It should be
noted that 0.55 (D3D) and roelvink1 (XB) have the same erosion volumes, because roelvink1
has been calibrated against a breaker index of 0.55. D3D is more sensitive to the breaker
delay (F_lam) than XB. No breaker delay (0) provides the best agreement with the measured
erosion volume. In XB, there is a marginal improvement applying the breaker delay model.

Selected roller parameters for both models are shown in Table 8.

Table 8. Selected values of the roller parameters for D3D and XB by the sensitivity analysis.

Roller Parameter
Value

D3D XB

Beta 0.20 0.20

Gamdis −1.0 roelvink1

F_lam 0.0 0.0
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Figure 9. Sensitivity of erosion volume between 0 and 5 m elevation over the analysis period for
the different values (indicated on the bars) of the roller parameters (Beta, Gamdis and F_lam). The
estimated erosion volume from the measured data (black) are shown with the simulated results, D3D
(blue) and XB (red).

4.3.2. Roller Effect on Storm Erosion

The roller effect on storm erosion was assessed by comparing the erosion and sedi-
mentation pattern along the coast, bed evolution of the analysis points and the sediment
volume change in different depth classes from 5 to −5 m elevation.

The simulated erosion and sedimentation patterns have generally common trends
whereas different magnitudes in both models (Figure 10). The entire coast is impacted by
the storm events approaching from the SW—NW sector (see Figure 2b). All simulations
resulted in erosion around MSL (0 m), and sedimentation around −3 m depth, where there
is a ridge runnel feature along the coast (see Figure 1e,f and Figure 8). The second erosion
stretch occurred on the nearshore bar (see locations of the second analysis points) and the
sedimentation around −5 m depth. In D3D, both erosion and sedimentation magnitudes
are lower than those of XB. However, D3D R generated higher magnitudes of evolution
than D3D NR. In XB, the erosion area at MSL extends towards dune providing more
sediment into the nearshore area. XB R shows strong erosion particularly in the dune area,
and greater sedimentation in the runnel and around −5 m depth compared to XB NR. The
roller effect in XB increased the storm impact more so than in D3D.

Bed evolution of the analysis points varies depending on their cross-shore locations
(Figure 11). The impact of the storm waves on the bed evolution is noticeable at all locations
(e.g., at t2). The points located close to the beach (N1, M1 and S1) show the highest impact
from the roller dynamics. In D3D, the rate of bed level change increased with the roller
application. However, XB R caused a lower rate of bed evolution than D3D R. This could be
due to the fact that greater erosion of the dune area provides more sediment to the nearshore
zone in XB than in D3D. This process of sediment supply increased in XB R compared with
that of XB NR. Therefore, erosion at N1, M1 and S1 in XB R is less than in XB NR. The
points on the nearshore bar experience erosion, which increases with the addition of roller
dynamics in both models. Erosion due to the storm wave is greater at M2 and S2, where
there is a prominent bar feature unlike at N2. The seaward points (N3, M3 and S3) show
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accretion. In all simulations, the bed evolution at M3 is fairly similar. At N3 and S3, XB
resulted in higher accretion than D3D, and that increases with the consideration of the roller
dynamics (XB R). Furthermore, the results indicate that the effect of the roller dynamics on
bed evolution decreases with distance offshore from the beach into the nearshore.
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Figure 10. Simulated erosion and sedimentation patterns during the analysis period from 25 January
to 26 April 2007, D3D Roller (a), D3D No Roller (b), XB Roller (c) and XB No Roller (d). N, M and S
indicate the selected cross-shore profile locations, and 1, 2 and 3 are analysis points on the profiles.

Bed levels and sediment volume were analysed within the cross-shore depth range
from 5 to −5 m along the entire coast of the apex domain (Figure 12). The position of the
bed level for each model grid point with respect to the line of no bed change (gray-dash-line
in upper row) indicates erosion (below) and accretion (above). The area below MLW (Mean
Low Water) experienced bed evolution at large number of data points in all simulations
(i.e., colour indicates density of data points, %). D3D (a) generally predicts accretion while
it decreases from XB R to XB NR (b) (see yellow-red area with respect to the no bed change
line). Between MLW and MHW (Mean High Water), erosion is predicted by all simulations.
The density of data indicates that higher number of grid points experience erosion in D3D
than in XB. Strongest bed evolution occurred above the DT (Dune Toe), and there are
marked differences in erosion between R and NR applications, and also between the two
models. In D3D, the initial bed levels above 3.5 m elevation are barely changed from the
storm impacts. However, the number of erosion points increased with the roller application.
Similar observation is found in XB. In particular, XB R generates greater avalanching of the
upper dune front (up to ~2 m) and severe erosion at the HW (1 m) contour. It should be
noted that the comparison of bed levels from the observation (initial) and the simulations
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(final) provides an overview of the erosion and accretion pattern. In order to find the
sediment volume change, bed level change should be multiplied by the respective grid cell
area, which varies in the model domain.
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Figure 11. Bed level change (D3D: blue and XB: red) of the analysis points (1, 2 and 3) along the three
cross-shore profiles (Columns: N (a), M (b) and S (c)). Results from the Roller (R), with solid-line,
and No Roller (NR), with dash-line, are indicated. Occurrence of the peak storm wave height at t2 is
shown with gray-dash-line. Note, y-axis depth range differs based on the points’ water depths.

The estimated sediment volumes within the depth classes are stacked for R (c) and
NR (d) applications separately. In the R applications, the deepest depth class shows fairly
similar erosion and accretion volumes in both models. This trend generally continues up
to the MSL contour. From MSL to the dunes, XB shows greater erosion than D3D, and
that increases as the elevation increases. It is clearly shown that D3D cannot produce
the same dune erosion as in XB (see depth class: 3–5 m) when the roller dynamics and
avalanching are considered. In the NR applications, the difference of erosion volume
between the models generally increases in the area below MHW. In D3D NR, the erosion
volume decreases from nearshore up to MSL compared with that of the R application. For
the dune area (above 2 m), there is no significant difference between R and NR applications
in D3D. However, XB shows that the R application results in the highest erosion. Therefore,
the XB dune response estimate to storm waves is sensitive to the application of the roller
dynamics, and in D3D nearshore erosion is sensitive.

The roller effect on storm erosion in each model is summarised by estimating the
mean-relative-change of erosion volume with respect to the erosion in the NR application
(Table 9). In D3D, the roller dynamics caused increased erosion from the nearshore up to
MSL and at the dune (depth class: 3–5 m). However, the area above MSL and below 3 m
experienced lower erosion than the NR application. This could be partly due to redistribution
of the avalanched sediment from the upper dune area. In XB, the R application resulted in
significant erosion at the dune, whereas lower erosion in the other depth classes compared
with the NR application. Strong avalanching of sediment at the upper dune provides more
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sediment to lower depth classes causing the lower erosion. These results suggest that the roller
effect in D3D increases dune erosion. Nevertheless, it is very low compared with that of XB.
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Figure 12. Simulated bed level (upper-row) and sediment volume change (lower-row) within the
cross-shore stretch between 5 to −5 m elevation along the coast, D3D Roller and No Roller (a), XB
Roller and No Roller (b), and volume change (erosion: negative and accretion: positive) in Roller
applications (c) and No Roller applications (d) in D3D (blue) and XB (red). MLW: Mean Low Water
(−1 m), MHW: Mean High Water (1 m) and DT: Dune toe level (1.8 m). Gray-dash-line: no change of
bed levels and gray-thin-dash-line: 20% change of bed levels.

Table 9. Mean relative change (µ) of storm erosion with respect to the erosion in the No Roller
application of each model within different depth classes.

Depth Class (m) D3D XB

−5 to −3 0.18 −0.06

−3 to −2 0.15 −0.36

−2 to −1 0.31 −0.58

−1 to 0 0.11 −0.38

0 to 1 −0.06 −0.22

1 to 2 −0.22 −0.02

2 to 3 −0.05 0.21

3 to 5 0.13 0.97

5. Discussion

This study investigated the effect of roller dynamics (i.e., short wave averaged long
wave forcing) on nearshore hydrodynamics and storm erosion by simulating the beach and
dune evolution of the Sylt island using two open source morphological models, Delft3D
(D3D) and XBeach (XB). D3D computes the roller effect with an add-on module, while
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it is a primary process in XB. In D3D, the roller effect on hydrodynamics has been evalu-
ated [13,14,35], whereas there has been less concern on the morphodynamics across entire
coast [15,35,44]. XB is always applied with the roller effect to estimate storm erosion of a
beach and dune system [2,16,17]. This raises the question, whether the D3D roller can predict
comparable storm erosion as in XB. To this end, we simulated storm erosion at the beach
and dune over a storm period from 25 January to 26 April 2007. Results indicated the roller
dynamics impact on both the hydrodynamics and the storm erosion in the two models.

5.1. Hydrodynamics

The model skill at predicting hydrodynamics was verified by comparing measured
and simulated wave characteristics at W2 (Figure 1b), which was at 8 m water depth.
The maximum wave height at this location was only 2.6 m during the analysis period.
Therefore, the W2 buoy captured waves prior to breaking. Hence, the verification of wave
heights at this location is equally appropriate for both roller and no roller applications. For
the hydrodynamic simulations, similar values were applied for the numerical parameters
in both models (e.g., bed roughness, see in Appendix A). Results of D3D NR and XB
R being the standard applications were used to compare with the measured wave data.
Predicted waves in D3D (i.e., the SWAN computation) showed a reasonable agreement
with the measured data (R2 = 0.91, RMSE = 0.14 m and µ = −0.03 in Table 5), although it
does overpredict (in agreement with Boyd and Weaver [45]). The study period covered a
range of wave conditions (Figure 2b). Our results indicated generally high and low waves
during measured low and high waves respectively. XB showed a greater difference in
wave prediction than D3D. This is expected due to the schematised approach of wave
computation [10,11]. Therefore, tuning model parameters to get a high agreement with the
measured waves is not plausible.

The roller effect showed different impacts on hydrodynamics in both models. In D3D,
the roller application caused increased wave conditions and velocities. The roller uses wave
dissipation energy by breaking as a source for the computation of the short wave effects
on long wave forcing. Therefore, the roller dynamics predict high effects on long wave
during the breaking of short waves and no effects during non-breaking short waves (e.g.,
Hs < 0.5 m). With the roller dynamics, the total wave force by short waves and short wave
averaged effect on long waves, which contributes to the momentum computation, increases
(see Equations (4) and (5)). This results in increased water levels and velocities in the
nearshore area. Hsu et al. [13,14] also showed that an increase of nearshore hydrodynamics
occurred by including the roller model. Alongshore wave heights and velocities in XB
indicated that the difference between the R and NR applications is marginal. XB computes
the long wave oscillation across the entire domain and that appears to dominate over the
roller effect in the nearshore area. Difference in wave computation is mainly based on the
schematised approach in XB [10,11] compared to D3D [25]. These results indicated that the
roller effect on hydrodynamics is higher in D3D than in XB.

5.2. Sensitivity of Roller Parameters

Suitable values for the roller parameters (Beta, Gamdis and F_lam) were selected
through a sensitivity analysis, while applying the same values for other parameters (see
Appendix A). For example, the bottom friction in the wave energy dissipation was set to
zero in both models. Bottom friction is not important for wave energy dissipation in the
surf zone because the main process is wave breaking [46].

Beta determines the rate of wave energy transfer between the roller and the underlying
water. The beach profile evolution showed that low values cause higher erosion above
MSL, and the sensitivity is higher in XB than D3D (Figure 8). These results were further
evident within the erosion volume (Figure 9). All applications resulted in strong flattening
of the nearshore bar, on which strong wave breaking can be expected (e.g., at peak storm
wave, Figure 6). Brière and Walstra [31] and Walstra et al. [35] showed that bar flattening
increases significantly for higher values (>0.1). Therefore, higher roller energy dissipation
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causes strong bar flattening, but lower impact to the beach and dune area as found with
the present results. Beta has a considerable impact on the cross-shore evolution. It can be
used to tune the roller model as shown by Giardino et al. [46]. A value of 0.2 provided
comparable erosion volume in both models compared to the measured data.

Gamdis controls the wave energy dissipation by breaking in the surf zone. D3D pre-
dicted less profile erosion with the constant value (0.55) than the depth varying values [32].
In XB, the three breaker formulas (i.e., suitable for the here on used surf-beat version [30,33])
applied showed greater erosion along the profiles than D3D. Both the constant value setting
in D3D and the use of roelvink1 [30] in XB had the same erosion volumes because the D3D
constant value has been estimated based on the Roelvink [30] wave propagation model,
which describes variations on the time-scale of wave groups. Walstra et al. [35] compared
the bed evolution in D3D between a series of constant values and the depth varying expres-
sion of Ruessink et al. [32]. Large constant values resulted in low wave breaking on the
bar leading to a pronounce bar, as in the depth varying expression. In Figure 9, the erosion
volume of the depth varying expression (i.e., −1) showed a good agreement with the data,
better than the constant application.

F_lam imposes a delay distance for the actual start and stop of wave breaking [34].
The profile evolution showed a low sensitivity compared to the previous parameters in
both models. However, D3D predicted a greater erosion volume with the breaker delay
than without, while there is no considerable difference in XB between the two applications.
Walstra [45] showed that the breaker delay generally improves the wave prediction during
swell conditions whereas it leads to an overprediction during wind sea conditions. Our
analysis is based on a storm period, and the effect of breaker delay overpredicts wave
heights leading to a greater erosion volume. Analysis of the cross-shore profile after one
year, Walstra et al. [35] showed that there is a marginal impact of breaker delay on the
profile evolution. Furthermore, Roelvink et al. [34] found, exclusion of breaker delay does
not lead to an improved bar response. The XB results agree with these investigations. F_lam
is not suitable to use as a tuning parameter for the roller model, particularly in analysing
storm erosion. Therefore, we carried out simulations without applying the breaker delay in
both models.

5.3. Roller Effect on Storm Erosion

Storm erosion over the analysis period showed different roller impacts in both models.
All simulations produced cross-shore variations in erosion (above MSL and on the nearshore
bar) and sedimentation (nearshore runnel and seaward of the bar). These patterns in D3D
are less prominent than in XB.

In D3D, there is no considerable difference in the erosion and sedimentation pattern
between the R and NR applications. However, the erosion volumes within the depth classes
indicated that the roller application caused higher erosion below MSL than the no roller
application. As discussed earlier, the nearshore hydrodynamics increase with the roller
dynamics [13,14,35]. Therefore, increased sediment transport in the roller application can be
expected, causing relatively large erosion. Above MSL, the no roller application generally
produced greater erosion compared with the roller application. This suggests that the no
roller application has more wave energy approaching the upper beach, while dissipation of
wave energy in the nearshore area is strong in the roller application. Therefore, applying
roller dynamics in D3D increases storm erosion in the nearshore and decreases storm
erosion in the upper beach area.

In contrast to D3D, the erosion and sedimentation pattern in XB showed significant
difference between the two applications. In the nearshore area, the roller application
produced more sedimentation than the no roller application. In the upper beach area (up
to the dunes), the roller application resulted in strong erosion compared with the no roller
application (e.g., at the dunes: 3–5 m elevation, ~100%: Table 9). Strong erosion, particularly
at the dunes, occurred due to the impact of the estimated long wave oscillation causing
avalanching of the dune front [2,4]. The eroded sediment is removed to the nearshore area
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by the undertow resulting in progressive erosion of the upper beach area and sedimentation
in the nearshore area [10,11]. Therefore, the roller model has an important role in computing
storm erosion in XB.

Different model physics in D3D and XB contributed to the difference in storm erosion
predictions although both models apply the roller dynamics. Besides the roller dynamics,
XB computes long wave oscillations across the entire domain. Furthermore, the undertow
facilitates progressive erosion [11]. These processes are not estimated in D3D [12]. On
contrary to XB, the computation of avalanching in D3D seems to be limited to the inundated
area. As hypothesised, the hydrodynamics in D3D increased with the roller dynamics
leading to increase erosion below MSL, and at the upper dune (3–5 m) although very low
compared with XB. However, the area above MSL and below 3 m showed lower erosion
than the no roller application.

5.4. Model Applications

In general, both models can be applied to investigate storm erosion. Besides short-term
storm scale applications, D3D is used in long-term decadal scales to investigate climate
change impacts and morphodynamic evolution of coastal systems [37,47,48]. Application
of the roller dynamics in D3D increased the nearshore hydrodynamics. Previous studies
with the roller effect have shown better prediction of nearshore currents and waves [13,14],
and bar morphodynamics [15,35,45]. Therefore, D3D R is thought to be suitable to inves-
tigate nearshore dynamics. D3D NR (the standard application) predicted greater storm
erosion in the upper beach area, albeit rather small. XB R (standard application) estimated
morphological changes along the entire cross-shore profile [2,16,17]. Both models predicted
strong bar flattening, and no bar recovery after storm impact. Therefore, different (time
varying) parameter settings for wave dynamics and sediment transport are required for
long period simulation depending on the conditions (calm and stormy). Such a modelling
approach could be used to understand the beach response between bathymetry surveys,
which are generally separated by periods of at least a few months.

6. Conclusions

The effect of roller dynamics on storm erosion on the beach and dune system of the
Sylt island was investigated using Delft3D and XBeach. Simulated wave heights in Delft3D
No Roller (standard application) produced a reasonable agreement with the measured data.
Wave heights of XB Roller (standard application) had a considerable difference with the
observations. Including the roller dynamics in Delft3D caused increased hydrodynamics
in the nearshore area, while turning these processes off in XBeach had marginal impact.
Suitable roller parameters for both models were selected by a sensitivity analysis comparing
simulated and measured erosion volumes. In Delft3D, the nearshore morphodynamics
increased applying the roller dynamics. However, there was no increase in the upper beach
erosion. In contrast, XBeach predicted storm erosion across the entire cross-shore profile,
and showed the impact of including the roller dynamics.

Our results conclude, both models are generally able to produce storm erosion depend-
ing on the cross-shore area of interest. However, an alternative (time-varying) calibration
parameters for wave dynamics and sediment transport are required to simulate calm and
storm conditions in both models for coastal systems with intertidal bars to capture the
intermittent beach recovery processes. Using the models to understand the evolution
processes over different months could support the planning of storm erosion mitigation
measures (e.g., sand nourishment volume), thus increasing the effectiveness of the selected
coastal management strategy.
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Appendix A

Table A1. Comparison of processes and applied model parameters in Delft3D and XBeach.

Process Delft3D XBeach

Hydrodynamics

Wave model Stationary (SWAN),
Non-Stationary (Roller) Non-Stationary (Surfbeat)

Wave from model nesting X ×
Short-wave at boundary X X

Long-wave at boundary × X

Short-wave spectrum Jonswap Jonswap

Lateral wave boundary × wavecrest

Wave computation Direction/frequency Direction domain only

Wave breaking index 0.73 (SWAN), −1 (Roller) roelvink1

Lateral flow boundary Neumann Neumann

Wave current interaction X X

Bed friction—flow C = 55 m1/2/s 55 m1/2/s

Bed friction—wave: SWAN 0.067 m2/s−3 ×
Bed friction—wave: Roller (fw) 0 0

Roller dissipation coefficient (αrol) 1 1

Time step 6 s CFL = 0.7

Communication with wave 30 min in-build

Min. depth for Undertow (hmin) × 0.2 m

Horizontal eddy viscosity 0.1 m2/s 0.1 m2/s

Horizontal eddy diffusivity 1.0 m2/s 1.0 m2/s

Sediment transport

Bed Sediment Single fraction (300 µm) Single fraction (300 µm)

Sediment layer 5 m 5 m

Transport formula Soulsby-Van Rijn Soulsby-Van Rijn

Bed slope αbs = 1, αbn = 1.5 roelvink_total

Effect of wave Asymmetry f susw = 1, f bedw = 1 f As = 0.1

Effect of wave Skewness × f Sk = 0.1
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Table A1. Cont.

Process Delft3D XBeach

Morphological changes

Morphological acceleration morfac = 1 morfac = 1

morfac option × 1

Avalanching wetslope = 0.3 wetslope = 0.3, dryslope = 1

Avalanching time 1 day ×
Dry Cell erosion (ThetSD) 1 -
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