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A B S T R A C T   

In this study, we evaluate the changes in ultrasonic signatures (i.e., frequency content, velocity, amplitude, and 
attenuation) due to stress-induced alteration of fracture aperture/permeability. Flow-through experiments were 
performed on artificially-fractured phyllite specimens along with the concurrent measurements of ultrasonic 
signatures under different stress conditions. Increasing pore pressure led to fracture opening, as indicated by 
increases in both mechanical and hydraulic apertures. In addition, we observed that increase in confining 
pressure (and decrease in pore pressure) led to increases in ultrasonic velocities, ultrasonic amplitudes, and 
fracture specific stiffness, and decrease in ultrasonic attenuations. It was found that time-frequency partitioning 
depends on hydraulic aperture. The higher frequency band, for both P- and S-waves, was insensitive to the 
changes in stress conditions; the lower band was sensitive to the changes in stress conditions, as long as the 
hydraulic aperture was changing. Three-Element rheological and Power-Law models successfully predicted the 
time-dependent fracture displacement, with the former being more accurate at higher levels of pore pressures.   

1. Introduction 

In geo-resources, the characterization of fracture network is crucial 
to understand and predict the reservoir behavior during both (re)stim-
ulation and long-term production stages.1 Coupled 
thermo-hydro-mechanical-chemical (THMC) processes can affect their 
response,2,3 which includes pressure solution caused by high stress 
concentrations at asperities in-contact,4,5 mineral dis-
solution/precipitation,6,7 mechanical creep,8 hydraulic fracturing,9 and 
shear/slip along fractures/faults.10 For instance, in geothermal reser-
voirs, the temperature-assisted chemical dissolution/precipitation pro-
cesses contribute to reducing the permeability.11 Additionally, in shale 
gas formations, hydraulic fractures are prone to closure during pro-
duction stage,12 caused by pore pressure reduction13,14 and mechanical 
creep.8,15 

Geophysical signals can propagate long distances and reveal infor-
mation about a fractured formation.16 In particular, the alteration of the 
flow characteristics in fractured formations can be monitored using 
seismic waves as high-resolution probes, sensitive to different geological 
conditions such as temperature, overburden and pore pressures, 

saturation level, and depth of interest.16–19 As seismic waves propagate 
through a fractured medium, frequency-dependent elastic interface 
waves are generated, which are categorized into fast and slow interface 
waves with velocities ranging from shear-wave (upper limit) to 
Rayleigh-wave (lower limit).20–23 While the energy of these interface 
waves depends on stress states and fracture geometry,21,24 a direct 
relationship exists between fracture-specific stiffness and propagation of 
interface waves.25,26 Hence, seismic response of fractured formations is 
substantially affected by both alteration of hydraulic and mechanical 
properties.25,27,28 In this regard, geochemical processes at the fracture 
surface might weaken/strengthen the fracture shearing behavior, which 
in turn, might affect the outcome of hydro-shearing process.16 There-
fore, fracture aperture/permeability dependencies and evolution can be 
potentially assessed and monitored using remote sensing tools (i.e., 
seismic signatures). 

In this study, the sensitivity of ultrasonic signatures to stress-induced 
changes in hydraulic/mechanical properties of fractured reservoirs an-
alogues were experimentally investigated. To this aim, ultrasonic P- and 
cross-polarized S-waves velocities, amplitudes, attenuations, and time- 
frequency content were analyzed together with mechanical 
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deformation and permeability changes in a fractured sample under 
variable stress states conditions. We studied the effects of changes in 
pore and confining pressures on ultrasonic signatures, caused by 
changes in hydraulic/mechanical properties of the fracture. Subse-
quently, correlations between pore pressure and ultrasonic signatures 
were developed. In addition, alterations in amplitude and frequency 
partitioning of time-frequency maps due to changes in hydro- 
mechanical properties of fracture were investigated. 

2. Materials and methods 

2.1. Rock sample preparation 

A phyllite rock core (shown in Fig. 1(a)), collected from DB-2 well 
(depth of 1260 m) at the Blue Mountain geothermal field (Nevada, USA), 
was sub-cored in vertical and horizontal directions to create two 38-mm 
diameter rock plugs (PL1 and PL2 with lengths of 47 and 49 mm, 
respectively; see samples properties and composition in Table 1). 

A modified Brazilian test29 was conducted to induce a longitudinal 

tensile fracture in the samples (Fig. 1(b)). Before performing the test, the 
samples were saturated in deionized water (DIW) via water imbibition in 
a vacuum vessel.30 The two halves of the saturated fractured specimens 
were mated together. Both specimens were then put inside a sleeve 
jacket before being placed in the core-holders for flow-through experi-
ments. For PL2, the specimen was first wrapped in copper jacket, to 
which two sets of axial and radial strain gauges were attached. In 
addition, two small openings (180◦ apart), as shown in Fig. 1(c), were 
cut on the Viton jacket of PL2 specimen to be able to connect the sol-
dered wires from the strain gauges to the base plug. Note that the axial 
and radial strain gauges were attached only on PL2 specimen. 

2.2. Experimental procedure 

For the tests, we used a high-pressure/temperature fully servo- 
controlled triaxial AutoLab 1500 system (New England Research; 
Fig. 1(d)). This system is capable of applying hydrostatic confining stress 
and pore pressures of up to 70 MPa (but a deviatoric stress of up to 580 
MPa), and a vessel temperature of 130 ◦C. The pore pressure intensifiers 

Fig. 1. (a) Photo of the core rock, (b) photo of fractured phyllite specimen, (c) photo and schematic of the copper- and Vitton-jacketed specimen with the two 
rectangular windows (180◦-apart) for attachment of strain gauges, (d) photo of the AutoLab 1500 instrument, and (e) schematic of the rock specimen in the 
test vessel. 

Table 1 
Samples properties.  

Sample L D ρd φ *XRD-Mineralogy (%) 

Mm Cm kg.m− 3 % Quartz Albite Biotite Chlorite 

PL1 47 38 2690 0.74 67.4 18.8 10.5 3.2 
PL2 49  

A. Kamali-Asl et al.                                                                                                                                                                                                                            



International Journal of Rock Mechanics and Mining Sciences 142 (2021) 104705

3

are also equipped with linear variable differential transformers (LVDTs) 
that allow continuous monitoring of the volume change in the in-
tensifiers. Using this setup, we conducted a pressure-controlled test 
(PCT) with a precision of ±0.1 MPa and a displacement-controlled test 
(DCT) with an error of ±0.2% over the flow rate range, with DIW at a 
temperature of 25 ◦C. During the experiments, ultrasonic P-wave and 
cross-polarized S-waves were collected every 0.5 h. The two orthogonal 
components are named S1 and S2. The fracture plane in both samples 
was oriented at ~45◦ to the S1-waves propagation plane (Fig. 2). In 
addition, to assess the particular effect of the saturated fracture on the 
ultrasonic properties, the ultrasonic attributes were also measured on a 
third intact (non-fractured) phyllite sample (with same dimensions as 
PL1) under Pc = 15 MPa. 

2.3. Data processing techniques 

ASTM D5777 Standard31 was used to manually pick the arrival time 
of ultrasonic waves, which were then used for estimation of P- and 
S-waves velocities (VP, VS1, and VS2). In addition to velocities, the am-
plitudes, attenuations, and time-frequency analysis provide indications 
of the change in ultrasonic properties.25,27,32 The amplitude of first-peak 
in time-domain for P- and cross-polarized S-waves at each of the 
recording points (i.e., each half-an-hour) throughout flow-through ex-
periments were recorded and normalized with respect to their first 
value. The attenuation analysis for the fractured samples was performed 
following the procedure outlined by Pyrak-Nolte et al.,21 as expressed in 
Eq. (1): 

Q= − πfx/[cln(A /Al)] (1)  

where, Q is the ultrasonic quality factor, f is the central frequency of the 
transmitted ultrasonic wave, x is the length of the specimen (i.e. frac-
tured rock), c is the phase velocity of the ultrasonic wave, and A and Al 
are the maximum spectral amplitudes of the fractured rock and an 
aluminum specimen (with identical dimensions as fractured rock spec-
imen), respectively. Fourier transform was performed to estimate the 
maximum spectral amplitude of the ultrasonic waves at each time 
instance, using continuous wavelet transform (CWT) to decompose 
time-domain signals into time-frequency maps.33–36 

Morlet mother wavelet37 was implemented to generate 
time-frequency maps of P- and S-waves at representative points. We 
used the built-in Wavelet Toolbox in MATLAB software to obtain the 
time-frequency maps. These maps reveal some of the characteristics of 
ultrasonic waves at different states-of-stress,32 including maximum 
spectral amplitude, dominant frequencies, and time-frequency parti-
tioning, with the latter considered as the proportion of the energy 
conserved in different parts of the time-frequency maps. 

Based on the Darcy’s law, the permeability could be estimated using 
the pore pressures measured in the experiments as: 

k=
QμL
AΔP

(2)  

where Q is the flow rate (m3/s), μ is the dynamic viscosity of the fluid 
(Pa.s), L is the length of the specimen (m), A is the cross-section area of 
the specimen (m2), and ΔP is the differential pore pressure across the 
two ends of the specimen (Pa). 

Since the specimens had very low porosity (~1%; see Table 1), with 
impermeable matrix, the modified cubic law with parallel plate 
approximation was used to evaluate the hydraulic aperture expressed 
as38: 

b=
̅̅̅̅̅̅̅̅̅̅̅̅̅̅
12μLQ
ΔP.D

3

√

(3)  

where b is the hydraulic aperture (m), and D is the diameter of the 
specimen (m). 

2.4. Experimental program 

Cubic law relationship, as presented in Eq. (3), gives an estimation of 
fracture aperture based on the hydraulic energy induced by the flow rate 
and (differential) pore pressure, and thus is referred to as hydraulic 
aperture (bh). On the other hand, we refer to mechanical aperture (bm) 
when considering the sole effect of the confining stress, and it is related 
to the geometric distance between the asperities in the two halves of the 
fractured specimen. When the initial aperture is less than ~10 μm, the 
ratio of the change in mechanical aperture to the change in hydraulic 
aperture (i.e., Δbm

Δbh
), due to a physical perturbation such as change in 

effective stress, varies between 10 and 20. This difference between 
mechanical and hydraulic apertures could be attributed to fracture 
roughness and tortuosity, particularly when the aperture size is 
small.39,40 

TThe PCT and DCT tests were designed to isolate the analysis of 
hydraulic and mechanical apertures, respectively. We conducted a PCT 
on PL1, and a DCT on PL2 to investigate the effects of confining pressure 
(Pc) and pore pressures (PP) on fracture response and wave propagation 
through fracture. For the PCT, the differential pore pressure (ΔPp = Pup - 
Pdown) was set as the controlled parameter, while the evolution of the 
outflow rate was recorded and used to estimate the corresponding 
fracture aperture/permeability during the test. In the case of DCT, the 
injection flow rate was set to 2.65 × 10− 11 m3/s and Pdown was set 
constant, while Pup was the monitoring parameter. The evolution of ΔPp 
was used to estimate fracture aperture/permeability. 

In both DCT and PCT, the mechanical aperture is altered when the 
effective stress changes, as it is intuitive that the geometric distance 
between asperities would depend on effective stress. The hydraulic 
aperture is, however, more complex and reacts differently in DCT and 
PCT. In DCT, the rate of injected volume (i.e., flow rate) into the sample 

Fig. 2. Schematics of (a) jacketed fractured specimen placed between the two core-holders, (b) the configuration of P, S1, and S2 piezo-ceramics in top and bottom 
core-holders, and (c) direction of propagation of P-, S1-, and S2-waves in the fractured specimen. 
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is constant, and hence, the volume that is available for fluid flow 
(hereafter referred as fractured volume) should remain constant 
throughout the experiment. Therefore, when the hydraulic aperture 
starts to change, as a result of change in effective stress, the differential 
pore pressure is automatically adjusted to maintain the constant flow 
rate. Consequently, the fractured volume does not change, which dic-
tates constant hydraulic aperture. Therefore, displacement-controlled 
tests (i.e., DCTs) are only an experimental trick to estimate fracture 
aperture. On the other hand, in PCT the differential pore pressure is 
constant. A change in flow rate, due to a change in effective stress, re-
sults in a change in fractured volume. Consequently, the hydraulic 
aperture would change, as the ability of fracture to transport fluid would 
change. In short, the hydraulic aperture is constant in DCT, while it is 

not constant in PCT. 
A summary of the experimental conditions is presented in Table 2. 

Fig. 3 shows the stress paths used in the DCT and PCT. For the DCT, 
deviatoric stress was set to σdev = 6 MPa, with Pc = 60 MPa, while Pdown 
was stepwise increased 10 MPa (9 MPa for the first step) from 1 to 40 
MPa. Each step of the stress path was held constant for 24 h. For the PCT, 
hydrostatic confining conditions were applied to simulate overburden 
and pore pressures equivalent to 630, 1260, and 1890 m depth, by 
adopting 24.1 and 8.8 MPa/km rates for Pc and Pp, respectively. The 
stress path for this test is comprised of 10 stages. We determined the 
optimal upstream pore pressure, at each stage, by trial and error so that 
the flow rate in consecutive stages is not too low or too high. This way, 
we had 1 cm3 (~5%) of fluid in the upstream pore pressure intensifier at 
the end of the experiment. As it can be seen in Fig. 3(b), there is an ~8 h 
delay between variations of Pp and Pc. This delay was considered in the 
design of stress path in order to (i) distinguish the effects of each stress 
component on the evolution of fracture aperture, and (ii) evaluate the 
influence of the effective stress (i.e., Pc - Pp) on the ultrasonic properties. 
In addition, the stress path for the PCT was designed to capture the ef-
fects of stress corrosion at higher effective stresses. Stress corrosion is 
defined as sub-critical crack growth due to a sudden change in the 
environment of crack/fracture, such as an abrupt change in loading, in 
the presence of water or at high temperatures.41 From a micro-scale 
approach, subcritical crack growth is caused by stress concentration at 
the fracture tip (i.e., fracture asperities), resulting in tensile failure of 
these asperities. From a macro-scale approach, however, the subcritical 

Table 2 
Summary of the experiments.  

Experiment 
Type 

Confining 
Pressure (MPa) 

Pore Pressure (MPa) Resulting Parameters 

DCT 60 [1,10,20,30,40] Ultrasonic 
signatures, fracture- 
specific stiffness, 
mechanical 
deformation 

PCT [15,30,45,30,15] [5.5,11,16.5,11,5.5] Ultrasonic 
signatures, fracture- 
specific stiffness, 
hydraulic aperture  

Fig. 3. Stress path followed in the (a) DCT and (b) PCT.  
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crack growth leads to enhanced compaction, resulted from increased 
contact-area, which in turn, reduces fracture aperture when effective 
stress increases, as shown in Fig. 4. 

The evolutions of radial strains, differential pore pressure (in DCT), 
and outflow rate (in PCT) were recorded every second during the tests, 
while ultrasonic responses were collected every 0.5 h. For better clarity, 
all data were binned to every 2 h. 

3. Test results 

3.1. Displacement controlled test (DCT) 

Fig. 5 shows the time evolutions of average axial and radial strains 
along with differential pore pressure at different stages of DCT. Within 
each stage of the test, Pdown is held constant, Pup is automatically 
adjusted (in most cases increases) by the instrument to maintain the 
constant injection rate. This would result in a constant hydraulic aper-
ture, while mechanical aperture varies. 

Within each stage of constant Pdown, an increase in the upstream pore 
pressure (and consequently increase in differential pore pressure) leads 
to a continuous increase in the mechanical aperture of the fracture. This 
inflation is reflected in a gradual decrease of radial strain (Fig. 5). In 

addition, when transitioning from one Pdown stage to the next, there is a 
sudden decrease in radial strain, caused by a sudden increase in me-
chanical aperture, as also observed by Nooraeipour et al.42 Note that 
negative ΔPp values are related to the delay in the servo-controller 
response (i.e., Pup readjustment) in constant injection rate mode, with 
respect to pressure sensor downstream (Pdown). The gradual increase of 
radial strain within each stage and the sudden increase of radial strain 
with Pdown changes are more significant at higher Pdown values. Also, 
ΔPp is decreasing with the increasing Pdown, indicating permeability is 
increasing with pore pressure. This observation is in agreement with the 
fact that permeability is more affected by changes in pore pressure than 
confining stress, as reflected in effective stress coefficients between zero 
and unity.43 

The observed mechanical changes are also inferred from the ultra-
sonic attributes. Fig. 6 shows the time evolutions of permeability and the 
ultrasonic velocities (Fig. 6(a)), normalized maximum acoustic ampli-
tudes (Fig. 6(b)), and ultrasonic attenuations (Fig. 6(c)) at different 
levels of Pdown. The ultrasonic velocities are relatively constant within 
each stage of effective stress and decrease between two consecutive 
stages as Pdown increases (i.e., effective stress increases), by <2% for VP 
and ~5% for VS, as also observed by Nooraeipour et al.42 In addition, the 
normalized maximum amplitudes decrease, and ultrasonic attenuations 

Fig. 4. Schematic of the concept of stress corrosion.  

Fig. 5. Evolutions of axial and radial strain data at different stages of the DCT.  
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increase, as Pdown increases. However, they both exhibit relatively 
constant value at each stage, similar to ultrasonic velocities. By 
considering the fourth stage, where Pdown = 30 MPa, the average 
permeability (based on Eq. (2)) and average fracture aperture (based on 
Eq. (3)) were estimated as 2.09 × 10− 18 m2 and 0.89 μm, respectively. 

3.2. Pressure controlled test (PCT) 

Fig. 7 shows the time evolutions of permeability and the ultrasonic 
velocities (Fig. 7(a)), normalized maximum acoustic amplitudes (Fig. 7 
(b)), and ultrasonic attenuations (Fig. 7(c)) at different stages of this test. 
Similar to the DCT, all three ultrasonic signatures are relatively constant 
at each stage, while they are sensitive to the changes in confining/pore 
pressure. The slightly higher ultrasonic velocities in PL1 specimen (see 
Fig. 7), compared to PL2 (see Fig. 6), can be attributed to the rock 
anisotropy. Note that PL1 and PL2 specimens were sub-cored (from the 
original core) in different directions, and the ultrasonic properties of 

similar phyllite specimens have shown some degree of anisotropy.44 

Amplitudes of S-waves show stronger effective stress dependency than 
P-wave. When comparing stages 1 and 5 (see Fig. 3(b); S1 and S5), the 
normalized maximum amplitude of P-, S1-, and S2-waves change by 6%, 
63%, and 41%, respectively. This observation evidences that S-waves 
amplitudes are more stress-dependent than P-wave amplitude. 

3.3. Time-frequency analysis 

3.3.1. P-waves 
Fig. 8(a)-(d) shows that for DCT the higher frequency range (i.e., 

~800 kHz) contributes more significantly to the time-frequency parti-
tioning than the lower frequency range (i.e. ~200 kHz). The higher and 
lower ranges of frequency are associated with body and interface P- 
waves, respectively. Note that the average fracture aperture in this 
sample is ~0.89 μm, which is extremely small, and hence, the P-wave is 
primarily propagating through the rock matrix. Consequently, the rock 

Fig. 6. Variation of ultrasonic (a) velocities, (b) maximum normalized amplitudes, and (c) attenuations for P-, S1-, and S2-waves, together with the permeability 
evolution during the DCT. 
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matrix contributes more significantly to wave propagation than the 
small fractured volume. As the pore pressure increases from 1 to 40 MPa 
the peak amplitude of the time-frequency energy decreases by 20%, 
indicating a positive correlation between ultrasonic wave dissipation 
and pore pressure. As previously mentioned, this test was performed in 
displacement-controlled mode, where the injection rate and the avail-
able fracture volume for fluid to flow is constant throughout the test. 
Subsequently, hydraulic aperture/permeability does not change over 
the course of the experiment. Hence, the ratio of the available volume 
within the fracture for fluid flow to the volume of the rock matrix is 
constant. Therefore, the insensitivity of frequency partitioning of time- 
frequency maps to the changes in the pore pressures reflects the con-
stant hydraulic aperture (and not mechanical aperture) in the DCT. 
However, in the PCT (as will be discussed), in which the hydraulic 
aperture is variable, the frequency partitioning of time-frequency maps 
will be altered by the changes in pore pressure, which is attributed to the 
changes in hydraulic properties. 

Fig. 8 (e)–(l) shows that in all the stages of the PCT, the higher fre-
quency content of the P-wave signals (~800 kHz) arrive earlier 
compared to lower frequency content (~200 kHz). This phase lag re-
veals the energy of the P-wave signals is transmitted within the high 
frequency domain, as we observed in the DCT. It appears that the lower 
frequency part of the wavelet-transformed (hereafter referred as WT) 
transmitted P-waves is symmetric (fast) interface wave. 

At higher effective stresses, the contribution of the higher frequency 
portion of the P-wave signal is more significant. This is evident by 
comparing Fig. 8(e) and (i), where the latter exhibits a more significant 
concentration of energy in the higher frequency range. This can be 
attributed to the fact that at higher effective stresses the fracture-specific 
stiffness is higher, and hence, the contribution of the body P-waves 
compared to the fast interface waves is more significant.26 In addition, 
as specific stiffness increases the upper lobe in the lower frequency range 
(i.e., the upper lobe of fast interface wave) tends to approach to the 
lower lobe. However, no significant change in the frequency partitioning 

Fig. 7. Variation of ultrasonic (a) velocities, (b) maximum normalized amplitudes, and (c) attenuations for P-, S1-, and S2-waves, together with the permeability 
evolution during the PCT. 
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of the higher frequency range can be observed. These two observations 
are consistent with the fact that the lower frequency range corresponds 
to fast interface wave, and in turn, alterations in flow characteristics (i. 
e., flow rate, asperities in contact, and fracture aperture) lead to notable 
changes in the time-frequency content of the fast interface waves, as it 
can be inferred by comparing Fig. 8(e) and (i). However, body P-waves 
(not interface waves) propagate through the rock matrix, and therefore, 
the changes in fracture-specific stiffness (caused by changes in the 
effective stress) do not affect body P-waves. 

As evident by comparing Fig. 8(e) and (f), at higher confining pres-
sures (while the pore pressure is constant), the amplitude of the WT 
transmitted wave increases. This might imply that the energy of the 
transmitted wave is better conserved at higher levels of effective stress. 
On the other hand, increase of pore pressure led to reduction in ampli-
tude of the WT transmitted P-waves, as it can be seen by inspecting Fig. 8 
(k) and (l). As pore pressure increases, the two halves of the fractured 
specimen get farther away and fracture aperture increases, which leads 
to larger fluid-filled fractured volume. Therefore, we observe a more 

significant energy dissipation due to interaction with higher volumes of 
fluid in the fracture. 

3.3.2. S-waves 
The time-frequency maps of the S1-wave (in the DCT; Fig. 9(a)-(d)) 

and S2-wave (in the PCT; Fig. 9(e)–(l)) exhibit concentration of energy 
around the lower frequency range (i.e., ~250 kHz) and higher frequency 
range (i.e., ~600 kHz), respectively. This difference in frequency par-
titioning of the two cross-polarized S-waves can be attributed to the fact 
that there is a 90◦ difference in their propagation/polarization di-
rections and the dominant wave propagation mode is interface wave for 
S1-wave, while, that of S2-wave is body wave. It should be noted that, to 
be concise, the time-frequency maps of S2-waves in the DCT and S1- 
waves in the PCT are not presented as their trend were found to be very 
similar to the time-frequency maps of S1-waves in the DCT and S2-waves 
in the PCT, respectively. 

In the DCT, at higher pore pressures, the peak amplitude of WT 
transmitted S-waves decreases by ~20%, as also observed for P-waves. 

Fig. 8. Time-frequency maps for the received P-waves in DCT at pore pressures of (a) 1, (b) 10, (c) 20, (d) 40 MPa; and received P-waves in PCT at stages 1–10 in (e)– 
(l). Stages 1 and 9 as well as 3 and 7 are combined, since stages 9 and 7 had the same pressures as 1 and 3 in the unloading path. Note that both axes are in 
logarithmic scale. 
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More importantly, the frequency partitioning of S-waves remains unal-
tered by the variation of pore pressure. As previously explained, this can 
be attributed to the fact that this test was performed in displacement- 
controlled mode, and hence, the available fracture volume for fluid 
flow is constant throughout the test. Therefore, the frequency parti-
tioning of time-frequency maps is sensitive to the changes in hydraulic 
aperture but not solely pore pressure. 

Fig. 9(e)–(l) shows that the peak amplitudes of the WT transmitted S- 
waves occur at two different frequencies during the PCT. The higher 
frequency range, centered at ~600 kHz, corresponds to the transmitted 
body S-wave and the lower frequency range, centered at ~250 kHz, 
corresponds to the transmitted slow (antisymmetric) interface wave. As 
fracture specific stiffness increases with the effective stress, the contri-
bution of transmitted energy through slow interface wave becomes less 
significant. For example, a comparison between Fig. 9(h), stage 4 (Pc =

45, Pp = 11 MPa), and Fig. 9(k), stage 8 (Pc = 15, Pp = 11 MPa) reveals 
that when fracture-specific stiffness is high (i.e., Fig. 9(h): Stage 4), the 
higher frequency has a more significant contribution to energy of the 

transmitted signal. As also observed for P-waves, the amplitude of WT 
transmitted S-waves increases with fracture specific stiffness (i.e., 
confining pressure increases and/or pore pressure decreases). This could 
be attributed to the fact that at higher fracture-specific stiffness values, 
hydraulic aperture is lower, and therefore, the medium is less energy- 
dispersive. It was also observed by other researchers45 that an increase 
in fracture specific stiffness lowers the fluid flow, which in turn, is 
translated into lower hydraulic aperture. 

4. Discussion 

4.1. Pressure-dependency of ultrasonic properties 

The ultrasonic properties of the fractured samples are strongly stress 
dependent. The imposed stress conditions targeted changes in the 
confining and pore pressures. The effects of increase (or decrease) in 
confining pressure on ultrasonic signatures are different than those 
caused by decrease (or increase) of pore pressure, although both of them 

Fig. 9. Time-frequency maps for the received S1-waves in the DCT at pore pressures of (a) 1, (b) 10, (c) 20, (d) 40 MPa; and received S2-waves in the PCT at stages 
1–10 in (e)–(l). Stages 1 and 9 as well as 3 and 7 are combined, since stages 9 and 7 had the same pressures as 1 and 3 in the unloading path. Note that both axes are in 
logarithmic scale. 
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might lead to the same level of effective stress. For instance, consider a 
hypothetical scenario where the fractured specimen is subjected to 
confining and pore pressures of 40 and 20 MPa, respectively, which is 
corresponding to an effective stress of 20 MPa. Ultrasonic signatures are 
affected differently when confining pressure is increased from 40 to 50 
MPa, compared to a case in which pore pressure is decreased from 20 to 
10 MPa. However, in both cases the effective stress increases from 20 to 
30 MPa. This highlights the role of effective stress coefficient, which has 
been extensively studied for intact samples.46–48 But there is a lack of 
literature for fractured rocks. In this paper, we have not estimated this 
coefficient, although the role of confining pressure and pore pressures 
are separately studied. In sections 4.1.1 and 4.1.2, we investigate the 
individual contribution of confining pressure and pore pressures to the 
changes in the ultrasonic characteristics. 

4.1.1. Pore pressure effects 
Fig. 10(a) shows that the ultrasonic velocities decrease linearly with 

pore pressure, with relatively high regression values for both P- and 
average S-waves (R2 ~0.96 in both cases). This could be attributed to the 
fact that at higher pore pressures, while the hydraulic aperture is un-
changed, the mechanical aperture increases. Subsequently, the contri-
bution of the fluid-filled fractured volume on the propagation of 
ultrasonic waves becomes more significant, compared to that of rock 
matrix. 

Fig. 10(b) shows a good correlation between the (normalized) am-
plitudes for P- and S-waves and pore pressure. Although both the P- and 
S-waves attenuations decrease linearly with the pore pressure, S-waves 
are more sensitive. This effect could be attributed to the nature of the 
torsional-wise propagation of shear waves,20 in that there are several 

repeated cycles of movement of particles from one solid half-space (i.e., 
rock matrix) to fluid and then movement from fluid to another solid 
half-space. However, P-wave propagates longitudinally, in which the 
particles do not typically change their medium.21,25 

The higher the applied pore pressures, the greater the relative 
contribution of the fluid-filled fractured volume on wave attenuation is, 
and therefore, the quality factor decreases (Fig. 10(c)). The P-wave 
quality factor (QP) shows higher sensitivity to the changes in pore 
pressure, compared to S-waves (QS), as also observed in other studies.32 

In addition, the range of QP-values lies between ~40 and ~250, while QS 
values vary between ~12 and ~23, similar to other studies.49 The lower 
values of quality factor for average S-waves compared to P-wave can be 
attributed to the different nature of the propagation of shear waves 
compared to compressional waves, as explained earlier. 

4.1.2. Effects of confining pressure versus pore pressure 
Fig. 11(a) shows that as confining pressure increases, and under the 

same pore pressure, the wave velocities increase. For example, tran-
sitioning from Pc = 15 to 30 MPa, the velocities of P- and average S- 
waves increase by ~1.5% and ~2.5%, respectively. This observation 
could be attributed to (i) closure of fracture at higher levels of confining 
pressure, and (ii) closure of stress-relief induced micro-fractures. Same 
variations of effective stress at a constant confining pressure (i.e., the 
DCT conditions), led to ~1.2% and ~4% increase in P- and average S- 
wave velocities, respectively. Therefore, S-waves are more sensitive to 
the pore pressure than the confining pressure, while P-waves have a 
similar dependency to both. 

The ultrasonic velocities show some degree of hysteresis associated 
with unloading. The stiffening applied to the samples during the loading 

Fig. 10. Variation of average ultrasonic (a) velocities, (b) amplitudes, (c) quality factors against pore pressures in the DCT.  
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stress path is not completely recovered during the unloading, resulting 
in little increases of both the Vp (~0.1%) and Vs (~0.3%), under the 
same stress states. This observation could be attributed to the fact that 
stress corrosion occur as higher effective stresses are applied, and irre-
versible changes occur in the fracture aperture, resulting in lower frac-
ture aperture in the unloading cycle compared to the loading cycle.4,5 

Fig. 11(b) shows that the maximum normalized amplitude increases 
for both P- and average S-waves with effective stress. For example, 
transitioning from Pc = 30 to 15 MPa, the average normalized maximum 
P- and average S-waves amplitudes decrease by ~8% and ~65%, 
respectively. On the other hand, transitioning from Pdown = 11 to 0.5 
MPa, the normalized maximum P- and S-waves amplitudes increase by 
~8% and 166%, respectively. Effective stress has more a significant 
effect on the normalized maximum amplitudes of average S-waves 
compared to that of P-wave, as also observed in the DCT. For example, 
the range of the normalized maximum amplitude for P- and average S- 
waves lie from 1.29 to 1.42 and 1.05 to 3.37, respectively. As for the 
ultrasonic velocities, hysteresis in maximum amplitude values for both 
P- and average S-waves from loading to unloading stages suggests that 
the stress corrosion plays a crucial role in the stress-induced fracture 
response.4,5 

Fig. 11(c) shows the variation of the average ultrasonic quality fac-
tors in each stage of the PCT against pore and confining pressure. As 
stated above, the P-wave attenuations (or equivalently quality factors) 
show significant scattering. The average S-waves ultrasonic quality 
factors increase with the confining and decrease with pore pressure, as 
also observed for ultrasonic velocities and amplitudes. For example, 

from Pc = 30 to 45 MPa, the average value of attenuation for average S- 
waves increase by ~54%. While, from Pdown = 11 to 5.5 and then to 0.5 
MPa, the average attenuation of S-waves increases by ~19% and then 
~82%. However, comparing the loading and unloading stress paths 
provides no evidences of the sensitivity of ultrasonic quality factors to 
stress corrosion. 

4.2. Fracture-specific stiffness 

Fracture-specific stiffness is defined as the slope of the stress- 
displacement curve.25 Alternatively, the ultrasonic velocities and at-
tenuations can be implemented to calculate fracture-specific stiffness (κ) 
using Eq. (4) 50: 

κ =
ωρVs
̅̅̅̅̅̅̅̅̅̅̅̅
1

T2
S
− 1

√ (4)  

where κ is the fracture-specific stiffness (Pa/m), ω is the central fre-
quency of the signal (Hz), ρ is the density of the rock specimen (kg/m3), 
VS is the S-wave velocity (m/s), and TS is the unitless S-wave trans-
mission coefficient. 

By applying Eq. (4) for the DCT data, we observe that as pore pres-
sure increases, the fracture-specific stiffness decreases (Fig. 12(a)). At 
lower pore pressures (i.e., higher effective stresses), the fluid-filled 
fracture volume is reduced, and hence, the deformation of the frac-
tured specimen is expected to be smaller. This could be attributed to the 
fact that higher effective stresses would lead to an increase in the slope 

Fig. 11. Variation of average ultrasonic (a) velocities, (b) amplitudes, (c) quality factors against confining/pore pressures in the PCT. For better clarity, the hori-
zontal axis is selected to reflect pore pressure and the size of the scatter points in the plots (circle for P-wave and diamond for average S-waves) reflect the confining 
pressure, with the smallest size referring to CPPc = 15 MPa, the intermediate size referring to Pc = 30 MPa, and the biggest size referring to Pc = 45 MPa. It should be 
noted that the empty and filled scatter points (circles for P-wave and diamonds for average S-waves) reflect the loading and unloading stages, respectively. 
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of the stress-displacement at the fracture interface, which in turn, in-
creases the fracture-specific stiffness. For example, from Pdown = 20 to 
30 MPa, the fracture-specific stiffness decreases by ~23%. 

Fig. 12(b) shows the variation of fracture-specific stiffness at 
different stages of the PCT, indicating higher κ values at higher levels of 
effective stress (i.e., either at higher confining pressures or lower pore 
pressures). This is consistent with the fact that at higher effective 

stresses, the fracture is being closed, and hence, the fractured specimen 
is likely to exhibit smaller deformations. Therefore, the higher the 
effective stress the higher the fracture-specific stiffness is, as also 
observed in the DCT. The individual contribution of each the confining 
and pore pressure lead to similar results. For instance, transitioning from 
Pc = 30 to 45 MPa in the loading path results in ~200% increase in the 
fracture-specific stiffness; while, transitioning from Pdown = 11 to 5.5 
MPa and further to 0.5 MPa, in the unloading path, leads to ~200% 
increase in the fracture-specific stiffness. 

4.3. Time-dependent radial displacement modelling 

During the DCT, the radial strains at the fracture surface were 
measured and used as an additional indication that fracture is closing 
under constant stress states at different pore pressure levels. Two models 
known as Three-Element and Power-Law models51 were used to predict 
the longer-time fracture displacement history (perpendicular to the flow 
direction; see Fig. 1(c)) of the fractured sample. The Three-Element 
model is composed of a dashpot and a Maxwell model (a spring and a 
dashpot in parallel) in series configuration, as shown in Fig. 13. Eq. (5) 
provides the differential equation for this model51: 

σ +
η1 + η2

E
σ̇ = η1ε̇ + η1η2

E
ε̈ (5)  

where σ is the applied stress, ε is the time-dependent strain, η1 is the 
dashpot coefficient, and (η2, E) are the dashpot and spring coefficients 
for the Maxwell unit. 

Solving Eq. (5) will result in the following expression for strain as Eq. 
(6) 51: 

ε= σ

⎡

⎢
⎣

1
η1

t+
1
E

⎛

⎜
⎝1 − e−

E
η2

t

⎞

⎟
⎠

⎤

⎥
⎦ (6) 

Power-Law model is defined as Eq. (7) 51: 

ε= σ × Btn (7)  

where ε is the time-dependent strain, σ is the applied stress, and B and n 
are empirical parameters. 

The experimental data (i.e., radial strains) were used to fit Three- 
Element and Power-Law models and find the associated parameters, 
which are η1, η2, and E in the former case and B and n in the latter. These 
five parameters were estimated at pore pressures of 10, 20, 30, and 40 
MPa (see Table 3). In general, B increases with the pore pressure, while 
E, η1, η2, and n decrease. Fig. 14 shows the variation of radial 

Fig. 12. Fracture-specific stiffness estimated from ultrasonic data in the (a) 
DCT and (b) PCT. 

Fig. 13. Schematic of Three-Element model and the displacement at the fracture surface perpendicular to the fracture surface.  
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displacement at the fracture surface obtained from experimental data 
against the predicted curve using Three-Element and Power-Law 
models. It indicates that these two models can successfully predict the 
time-dependent fracture displacement in flow-through experiments. It 
should be, however, noted that as the pore pressure increases, the ac-
curacy of the Power-Law model in long-term prediction decreases. 

5. Conclusions 

In this paper, fluid-fracture surface interactions at variable stress 
states (i.e., pore and confining pressures) were investigated by con-
ducting flow-through experiments on artificially fractured phyllite 
samples, retrieved from Blue Mountain geothermal field. In particular, 
sensitivity of P- and cross-polarized S-waves ultrasonic signatures 
(namely, velocity, amplitude, attenuation, and frequency content) and 
axial/radial strains under variable stress states were studied. 

The results suggested that ultrasonic signatures can be potentially 
used as a proxy for fracture aperture alterations caused by the changes in 
confining and/or pore pressures. An increase in pore pressure led to the 
opening of the fracture, as indicated by increase in radial strains (during 

displacement-controlled test). The P-wave velocity and attenuation, and 
the velocity and normalized maximum amplitude of cross-polarized S- 
waves can be potentially used as indicators of change in fracture aper-
ture. In particular, a decrease in fracture aperture (due to increase of 
confining pressure or decrease of pore pressure) led to (i) increase in the 
P- and S-wave velocities, (ii) decrease in the P-wave attenuation, and 
(iii) increase in the maximum amplitude of cross-polarized S-waves. 
However, the P-wave amplitude and S-waves attenuations exhibited less 
sensitivity to the changes in the fracture aperture. 

The time-frequency maps of the transmitted ultrasonic P-waves 
revealed two distinct higher and lower frequency bands of ~800 and 
~200 kHz, while both S-waves revealed a higher and lower frequencies 
of ~650 and ~250 kHz, respectively. The higher frequency bands (in 
both cases) correspond to the body waves, while the lower bands 
correspond to the fast interface waves (in case of P-wave) and slow 
interface waves (in case of S-waves). Frequency partitioning of the time- 
frequency maps is sensitive to the changes in hydraulic aperture as the 
frequency partitioning is unchanged in displacement-controlled test 
with constant hydraulic aperture. However, in pressure-controlled test, 
where the hydraulic aperture is not constant throughout the experiment, 
the frequency partitioning is altered. At higher fracture-specific stiffness 
values (i.e., higher confining pressures or lower pore pressures), the 
body waves substantially contribute to the transmitted wave, while at 
lower fracture-specific stiffness values (i.e., lower confining pressures or 
higher pore pressures), the interface waves exhibit an enhanced 
contribution to the response. 

Closure of fracture at a constant level of confining and pore pressures 
led to reduction in the permeability of the fractured rock. Three-Element 
and Power-Law models were used to predict the longer-term behavior of 
chemo-mechanical creep (i.e., radial displacement at the fracture sur-
face) in flow-through experiments under constant pressures during 

Table 3 
Parameters of three-element and power-law models.  

Model Parameter Pore Pressure (MPa) 

10 20 30 40 

Three-Element E (GPa) 1667 794 403 169 
η1 (GPa.h) 12535 10288 8333 5447 
η2 (GPa.h) 7590 2594 659 886 

Power-Law n 0.730 0.587 0.403 0.230 
B (MPa− 1) × 10− 6 − 0.622 − 0.777 − 1.04 − 1.55  

Fig. 14. Modelling time-dependent fracture displacement at each stage of the DCT using Three Element and Power-Law models for Pdown of (a) 10, (b) 20, (c) 30, and 
(d) 40 MPa. 
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displacement-controlled test. It was found that both of these models can 
successfully predict the radial displacement at the fracture surface, with 
a reduced accuracy for the Power-Law model at higher pore pressures. 
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