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A B S T R A C T   

According to many prognostic scenarios by the Intergovernmental Panel on Climate Change (IPCC), a scaling-up 
of carbon dioxide (CO2) capture and storage (CCS) by several orders-of-magnitude is necessary to meet the target 
of ≤2 ◦C global warming by 2100 relative to preindustrial levels. Since a large fraction of the predicted CO2 
storage capacity lies offshore, there is a pressing need to develop field-tested methods to detect and quantify 
potential leaks in the marine environment. Here, we combine field measurements with numerical models to 
determine the flow rate of a controlled release of CO2 in a shallow marine setting at about 119 m water depth in 
the North Sea. In this experiment, CO2 was injected into the sediment at 3 m depth at 143 kg d-1. The new 
leakage monitoring tool predicts that 91 kg d-1 of CO2 escaped across the seafloor, and that 51 kg d-1 of CO2 were 
retained in the sediment, in agreement with independent field estimates. The new approach relies mostly on field 
data collected from ship-deployed technology (towed sensors, Acoustic Doppler current profiler—ADCP), which 
makes it a promising tool to monitor existing and upcoming offshore CO2 storage sites and to detect and quantify 
potential CO2 leakage.   

1. Introduction 

Carbon dioxide (CO2) capture and storage (CCS) represents a major 
contribution in some of the scenarios predicted to restrict global 
warming to ≤2 ◦C by 2100 relative to preindustrial levels (IPCC, 2018, 
2005). CCS involves capturing CO2 chiefly from large point sources and 
injecting it into subsurface geologic reservoirs to keep this greenhouse 
gas outside of either the atmosphere or the hydrosphere for the next 
hundred years or more (Dean et al., 2020; Hepple and Benson, 2005; 
IPCC, 2005). The foreseen CO2 storage capacity lies largely offshore, 
both worldwide (Ringrose and Meckel, 2019) and in Europe (EU Geo
Capacity, 2009). However, ensuring safe and climate-efficient large-
scale adoption of the technology at up to 16 Gt y-1 of CO2 injected by 

2050 (IPCC, 2018) requires the availability of field-tested methods to 
detect, attribute, and quantify potential leaks (Dixon and Romanak, 
2015). 

Offshore CO2-leakage detection in shallow shelf seas is challenging 
due to strong currents, tides, and meteorological influences especially at 
relatively shallow water depths. Moreover, seawater alkalinity and its 
variability (Millero, 2007; Zeebe and Wolf-Gladrow, 2001), fast CO2 
bubble dissolution rates (Beaubien et al., 2014; Gros et al., 2019; 
McGinnis et al., 2011; Uchimoto et al., 2020), carbonate system kinetics 
(Koopmans et al., 2021; Schulz et al., 2006), and natural variability of 
the carbon cycle (Blackford et al., 2017) complicate identification of 
CO2 anomalies (measured from partial pressure of CO2, pCO2, or from 
pH) and leakage source localization in the water column. Near- and 
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far-field water chemistry in coastal areas can be investigated by using e. 
g., divers, small vessel mounted devices, and small remotely operated 
and autonomous underwater vehicles (Beaubien et al., 2014; Blackford 
et al., 2015; Flohr et al., 2021a; Taylor et al., 2015; Totland et al., 2020). 
However, when monitoring seafloor installations or reservoir integrity 
far offshore, large vessels and heavy offshore technology is usually 
needed (Wallmann et al., 2015). 

Numerical simulations of CO2 leakage in the marine environment 
have determined the dissolution and dispersion of this particularly sol
uble gas in the sea. Aqueous dissolution of CO2 gas is expected to happen 
within meters from the seafloor under most circumstances (Dewar et al., 
2015, 2013; Gros et al., 2019; McGinnis et al., 2011; Vielstädte et al., 
2019), and even major blowouts at water depths greater than 50 m are 
expected to dissolve completely (Oldenburg and Pan, 2019). These 
findings are further corroborated by field observations during release 
experiments and at natural seep sites (Beaubien et al., 2014; Gros et al., 
2019; Uchimoto et al., 2020; Vielstädte et al., 2019). Since measure
ments using sensors and other techniques are necessarily patchy in a 
rapidly changing environment (e.g., tidal currents, storm events), 
models are useful in enabling prediction of the temporal and spatial 
distribution of CO2-affected water around one or several release loca
tions (Blackford et al., 2013; Gros et al., 2019; Phelps et al., 2015; 
Vielstädte et al., 2019). However, to date, most modeling studies have 
focused on either theoretical scenarios or have chiefly used field data 
collected during controlled or natural active CO2 release to validate 
simulations. These studies have improved the scientific understanding, 
but are not leakage-monitoring tools. In order to quantify leakage, a 
tighter coupling of field data and simulation tools is needed to investi
gate field leakage sites and to determine source strengths. 

Recent developments of towed video-controlled subsea platforms 
such as the Video-CTD water sampler rosette provide a technology to 
investigate natural offshore CO2 seepage by using standard coaxial 
winch cables even when operating from a vessel without dynamic 
positioning (DP) (McGinnis et al., 2011; Schmidt et al., 2015). The 
Video-CTD includes a variety of sensors that provide real-time data, and 
the technology has been proven to allow for successful monitoring and 

quantification of gas release from the seafloor up to the atmosphere at a 
man-made gas blowout in the North Sea (Sommer et al., 2015). In situ 
dissolved CO2 measurements performed with the Video-CTD have been 
combined with current detection and plume transport modeling to 
quantify CO2 leakage (Gros et al., 2019). However, the latter studies 
were applied to settings where the leakage magnitude could not be 
ascertained independently of their estimations, and it is therefore 
desirable to apply these tools to field-scale conditions where the CO2 
source strength and locations are known. 

To apply and further develop the existing leakage detection tech
nology (McGinnis et al., 2011; Schmidt et al., 2015) and gas dissolution 
and transport modeling software (Gros et al., 2019), we used data 
collected during a joint research campaign with RV Poseidon (POS534 
cruise) and RRS James Cook (JC180 cruise) in May 2019. The campaign 
was conducted in the North Sea near the Goldeneye offshore platform 
(Flohr et al., 2021a). There, a CO2/tracer-release experiment was con
ducted at the seafloor from onboard the RSS James Cook (Connelly et al., 
2019). The controlled release of gas into the surface sediment and the 
resulting emission into the bottom water was monitored, among others, 
with sensors towed from the RV Poseidon (Schmidt, 2019). This study 
demonstrates that a combined system composed of towed sensor data 
and a simulation tool enables leak detection and provides an accurate 
estimate of leak flow rate. 

2. Methods 

2.1. Study site and CO2 release experiment 

The study area was situated 100 km offshore Scotland (east-north
east of Peterhead) and about 900 m SSE of the Goldeneye platform 
(Fig. 1). The area exhibits a flat seafloor at ~119 m water depth, and the 
surface sediment mainly consists of poorly-sorted muddy sand with a 
major mode grain size of ~63 μm (Dale et al., 2021). 

To test the ability to detect and quantify CO2 escape into the water 
column, as well as newly designed instruments and methods, a field 
CO2-release experiment was conducted at the study site during May 

Fig. 1. (a) Location of the Goldeneye experimental site in the North Sea. (b) Video-CTD track in bottom water during visit 3; the red circle is centered on the area of 
gas release. (c) Working area southeast of Goldeneye platform. The CO2-release site is marked by the red circle, the ADCP lander by the red triangle, and the track of 
RV Poseidon is marked by the black solid line. 
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11–22, 2019 involving two research vessels: the RV Poseidon and the 
RRS James Cook (Flohr et al., 2021a). A customized gas injection system 
was deployed, which released CO2 and a mixture of tracer gases at 3 m 
below the seafloor, at a flow rate that was increased in a series of steps 
from 6 to 143 kg d-1 (Flohr et al., 2021a). The released gas was pre
dominantly CO2 (99.99% on a molar basis), containing traces of 
methane (CH4, 45 ppm) as well as the added tracer gases krypton (Kr, 59 
ppm), sulfur hexafluoride (SF6, 1.8 ppm), and octafluoropropane (C3F8, 
0.11 ppm). The leakage of a fraction of the released gas at the 
sediment-water interface was monitored with a variety of scientific 
equipment. Further details of the experimental set-up are described in a 
different article within the present special issue (Flohr et al., 2021a). 

2.2. Continuous monitoring and sampling device 

A multipurpose Video-CTD (Linke et al., 2015; Schmidt et al., 2015) 
deployed from RV Poseidon was used to detect pCO2 anomalies in the 
water column above the CO2-release site. The Video-CTD was towed 
mid-ships in bottom view mode (~1–5 m above seafloor) at low speed 
(0.2–1 knot) following a random track pattern aimed to be centered on 
the release site. Four deployments of the instrument were conducted, 
termed here pre-injection, visit 1, visit 2, and visit 3 (Table 1). The 
sensors measuring in situ pCO2 were a commercial infrared absorption 
sensor with a pumped flow-through membrane head (HydroC-CO2, 
Kongsberg Maritime Contros GmbH, currently distributed by 4H Jena 
Engineering GmbH). Calibration of the sensors (100–3000 μatm) was 
performed before and after the cruise in Kiel using a reference detector 
calibrated with reference materials. Field deployments enabled deter
mination of an initial accuracy of ±0.5%. The sensor used (serial num
ber: 0412–005) had a 63% response time (t63) of 140 s, leading to a 
recorded signal not representative of the instantaneous pCO2 in the 
monitored water. Therefore, after return onshore, the raw sensor signal 
was smoothed (using a Gaussian filter having a 70-s width) and cor
rected for the sensor response time (Atamanchuk et al., 2015; Milosh
evich et al., 2004), such that the instantaneous concentrations were 
retrieved. Standard pH (SBE27, Sea-Bird Scientific), pressure, tempera
ture, and conductivity sensors (SBE 9 plus, Sea-Bird Scientific), oxygen 
sensor (SBE43, Sea-Bird Scientific), altimeter (PSA-916, Teledyne 
Benthos), pCH4 (HydroC-CH4, Kongsberg Maritime Contros GmbH, 
currently distributed by 4H Jena Engineering GmbH), and pCO2 (serial 
number: 0412–005) sensors were all attached to the Video-CTD frame at 
the same height (Fig. 2a). A second pCO2 sensor (serial number: 
0119–001) was mounted on the Video-CTD with the inlet at the top of 
the Video-CTD frame, 1.5 m above the sensor 0412–005. Sensor mea
surements are further discussed in a companion manuscript (Martí
nez-Cabanas et al., 2021), whereas here we focus on how the collected 
data can be combined with a model tracking bubble dissolution and 
dissolved CO2 transport (Gros et al., 2019) to enable leakage rate 
quantification. 

All in situ sensor measurements were recorded online and were 
related to the ship’s navigation data and weather data. Moreover, 10 
water samples taken by Niskin-bottles at selected locations were 
analyzed after recovery of the Video-CTD and are discussed elsewhere 
(Martínez-Cabanas et al., 2021). Live video-streams and images were 
recorded on the onboard computer and on internal camera memory in 
HD quality to monitor gas bubble streams emanating from the seafloor 

and to locate and mark scientific installations at the release site (Fig. 2b). 

2.3. Water currents 

Water current data were recorded with a 300 kHz ADCP-lander 
system deployed at 350 m to the NNE of the CO2-release site at Gold
eneye (Fig. 1) (Schmidt, 2019). A trawl-resistant lander (TRL AL-200, 
Flotation Technologies) was deployed at 06:57 on May 10 at a water 
depth of 122 m and recovered at 12:13 on May 25. In addition to the 
upward-looking ADCP (300 kHz, Teledyne RDI), the lander included a 
CTD (SBE 37IM, Sea-Bird Scientific), and pH and CO2 sensors (Univer
sity of Technology Graz) (Esposito et al., 2021). The ADCP recorded data 
at a 5-min interval, using a 1-m vertical bin with a first bin centered at 
3.2 m above seafloor (masf). In order to properly resolve water currents 
close to the seafloor, an acoustic Doppler velocimeter (ADV) mounted on 
a fiberglass frame recorded the water current at 0.16 masf at the 
experimental site (Koopmans et al., 2021); the ADV had a high sampling 
rate (16 Hz), which enabled capture of turbulent water movement, used 
to estimate the relative magnitude of horizontal and vertical diffusion 
coefficients (Section 2.7.2). The ADV data were combined with the data 
of the ADCP lander, and smoothing was performed for simulation pur
poses in order to remove ADCP and ADV instrument noise and contri
butions from unresolved turbulence. Because the CO2 dissolution 
happened close to the seafloor, water current direction was calculated as 
the average ADCP direction over 3.2–20 masf, for each time step. The 
water current intensity was assumed to follow the law of the wall, fitted 
to the combined ADV and ADCP data within 0.16–20 masf (i.e., U(z) =
C1 + C2⋅log10(z0-z), where C1 and C2 are two fitted parameters, z0 is the 
total water depth, z is the water depth, and U is the water current in
tensity). Water currents in the simulations were linearly inter
polated/extrapolated (in time and space). The 0.16 masf measurement 
was missing on May 19–20 during visit 3 (sensor biofouling), and was 
replaced by an estimate from readings at 3.2 masf using data from the 
ADCP-lander and correlations fitted to the available (non-biofouled) 
data (Supporting Information Figure S1, UN(0.16 masf) = 0.657⋅ 
UN(3.2 masf) + 0.01029 and UE(0.16 masf) = 0.558⋅UN(3.2 masf) −
0.0117, where UN and UE are the water current velocities in m s-1 in the 
north and east direction, respectively). 

2.4. Initial gas bubble size distribution 

Optical data were collected by placing a specialist lander directly 
over a seep on May 15, 2019 when gas was being injected into the 
seafloor at a rate of 29 kg d-1. Footage was collected using a SONY FDR- 
X3000 Action Camera at 30 fps in 720p. Image analysis was performed 
using a custom script, detailed in Li et al., 2021, which was used to 
measure the size of bubbles escaping the seep. The approach taken was 
to derive and subtract a background image from the video leaving only 
the bubbles. The area of the bubbles is then averaged over a number of 
frames at ~ 0.5 masf before a volume of revolution calculation is per
formed to estimate the total volume of the bubbles. By assuming these 
volumes of gas represent a spherical bubble, equivalent bubble radiuses 
are then determined. 

Table 1 
Station data (Schmidt, 2019) and experimental CO2-flow rate constraints (Connelly et al., 2019).a  

station name date total deployment period (UTC) CO2 release flow rate at 3-m depth into the sediment (kg d− 1) 

pre-injection 10.05.2019 08:00–15:00 0 (Natural background) 
visit 1 13/14.05.2019 16:50–03:00 6 
visit 2 16/17.05.2019 18:00–03:40 29 
visit 3 19/20.05.2019 20:50–04:50 143  

a only data collected within 10 masf were assumed potentially influenced by the experimentally-released CO2 and were used for leakage rate estimate. 
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2.5. Gas sampling and analysis 

The performance of the bubble ascent and dissolution model (Sec
tion 2.7.1), was tested by monitoring the changes in trace gas compo
sition (C3F8, SF6, Kr and CH4) and the 13C isotope content of CO2 in gas 
bubbles sampled from individual bubble streams at different heights 
above seafloor. Gas bubbles were sampled using gas bubble samplers 
(Corsyde, Germany) that were operated by the remotely operated 
vehicle (ROV) manipulator arms. The gas bubble samplers consisted of 
an inverted transparent funnel (0.7 L internal volume), inlet valve, 
stainless steel sample cylinder (0.5 L internal volume) and outlet valve. 
To quantify the rates of CO2 dissolution in the water column, gas bubbles 
were sampled at ~0.10–0.15 masf and from higher in the water column 
(ranging from 0.9 to 2.7 masf). A flow-through Fourier-Transmission 
Infra-Red (FTIR) analyser (atmosFIR, Protea Ltd., UK) was used on board 
the vessel to measure CO2, CH4, SF6, and C3F8 concentrations. The iso
topic composition of the discrete gas samples (δ13C of CO2) was deter
mined after the experiment using a Delta V Advantage isotope ratio mass 
spectrometer fitted with a Gas Bench II (Thermo Fisher Scientific). More 
detailed description of the gas sampling and analysis can be found in 
Flohr et al., (2021b). 

2.6. Data processing procedures 

2.6.1. Altimeter and water depth sensor data 
The Video-CTD included both a water depth sensor and an altimeter. 

Occasional aberrant readings from the altimeter were interpolated as 
described in Supporting Information (SI) section S2. The estimated 
precision (~ 2 standard deviations, 2σ) of the recorded altitude above 
seafloor is ±20 cm. 

2.6.2. Estimation of the geographic coordinates of the Video-CTD at depth 
The recorded coordinates during the research cruise corresponded to 

the position of the ship’s Furuno F150 GPS receiver, which was located 
~10 m, horizontally, from the point of entry in water of the Video-CTD 
cable. The geographical coordinates of the point of entry in water of the 
cable were calculated from the known positions on the ship. However, 
processes such as water currents were estimated to have displaced the 
instrument by up to 17 m horizontally at the local water depth of 119 m. 
The recorded videos during visit 3 ascertained that the instrument was 
towed a total of six times over a benthic chamber, which was part of the 
release experiment and maintained a fixed position on the seafloor. The 

extent of lateral drift incurred by the water current on the Video-CTD 
was estimated using the position of entry in water of the Video-CTD 
cable at the sea surface and the average water current within the three 
first bins above the seafloor: 

Δx̅→
(t) = 50⋅ u→(t) (1)  

where Δx̅→ is the horizontal displacement vector (m) of the Video-CTD 
subsea relative to the point of entry in water incurred by water cur
rents at time t, and u→ is the average water current vector (m s-1) 
calculated over the three lowest ADCP bins at time t. The value of the 
coefficient (50 s) was determined such as to minimize the average dis
tance between the estimated positions of the Video-CTD at the seafloor 
when the benthic chamber was visible on the videos (SI section S3). This 
procedure led to an estimated horizontal precision of the Video-CTD 
position at ~119 m water depth of ±2.5 m. Better precision is un
likely to be achieved with the accuracy of the GPS (several meters). 

2.6.3. Baseline pCO2 signal 
The towed sensors mainly moved within water unaffected by the 

released gas (i.e., baseline pCO2 signal), showing narrow peaks when the 
sensors were flushed with waters affected by the released CO2, corre
sponding to a signal increase compared to the baseline, which lasted 
typically approximately 90 s. As a complicating factor, the baseline pCO2 
signal oscillated slightly with time. Since the aim was to estimate CO2 
leakage rate by minimizing the difference between field measurements 
and simulations, knowledge of the time-dependent baseline pCO2 signal 
was required, so that the source strength estimate depended on the pCO2 
peaks with minimized interference from baseline. The simulated pCO2 
signal was calculated based on the simulated time- and space-dependent 
excess dissolved inorganic carbon (excess DIC) arising from the release 
and the time-dependent baseline pCO2 signal, assuming constant total 
alkalinity. Accurate estimation of the baseline signal is particularly 
important for leakage rate estimation at low flow rates where the 
measured deviations from baseline are expected to be small. The base
line pCO2 signal was estimated using the Matlab algorithm of Eilers, 
which is designed to track the base of peaks using asymmetric least 
square fitting (Eilers, 2004). 

The algorithm of Eilers used includes three parameters which 
together determine the smoothness of the estimated baseline (section 
S4). Here, the parameters selected were p = 0.003, λ = 109, and d = 2 to 
estimate the temporal evolution of the baseline pCO2 in absence of the 

Fig. 2. (a) Sea-Bird water sampler (10×10 L Niskin) rosette including SBE9plus CTD, pH/Oxydation Reduction Potential (O.R.P.) sensor (SBE27), O2, and altimeter 
sensors. External power-packs and 2x HydroC™-CO2 and 2x HydroC™-CH4 on the left side are ready to be mounted to the rosette frame. Downward looking video/ 
illumination devices and respective data and power handling is described in Linke et al. (2015). (b) Picture of a gas bubble stream taken by the Video-CTD during 
visit 3. 
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excess signal resulting from the experimental release. Finally, owing to 
its asymmetric least square approach, the algorithm of Eilers tended to 
follow the bottom of the noise of the baseline rather than the center of 
the noise. An offset between Eilers’s baseline and the center of the noise 
was calculated from a sequence of measured data with no deviation from 
baseline, and the corresponding offset factor was applied to all the 
dataset to ensure that the baseline tracked the middle of the noise in 
absence of experimentally-released CO2 (Fig. 8). 

2.7. Simulations and estimation of the CO2 flow rate exiting the surface 
sediments 

A gas dissolution and transport model (Gros et al., 2019) was 
modified to simulate the dissolution of emitted gas bubbles and the 
subsequent advection and dispersion of the excess DIC, as well as the 
equilibrium CO2 carbonate chemistry. The initial bubble size distribu
tion at the seafloor was assumed independent of gas flow rate, and 
density currents were unlikely to be generated at the concentrations 
involved (Gros et al., 2019; Vielstädte et al., 2019). Thus the simulated 
excess DIC in the water column depended linearly on the gas leakage 
flow rate at the seafloor. This linear dependence was used to estimate 
the source strength (flow rate of CO2 gas exiting the seafloor) by mini
mizing the difference between simulated pCO2 values and field mea
surements (Section 2.2). 

In order to estimate the gas flow rate exiting the seafloor, the model 
was fit to the readings of a pCO2 sensor towed according to the known 
trajectory of the Video-CTD (Section 2.6.2) within the simulated 
domain. The CO2 flow rate out of the sediment that minimized the sum 
of the absolute values of the difference between the simulated and 
measured detector signal was considered the best-estimate flow rate, 
which was then compared to the known flow rate of CO2 injected into 
the sediment (Section 3.3) and to published estimates based on different 
methods (Section 4.2). The model was implemented in Matlab, Python, 
and Fortran, with the user interacting with the model via Matlab. The 
results reported here used Matlab version R2019a and Python version 
2.7.13. 

The model includes three different modules, described below. 

2.7.1. Bubble (plume) model 
The bubble plume model was used to simulate the ascent of bubbles 

exiting the seafloor, assumed to have an initial size distribution at the 
emission source as optically measured during the experiment (Section 
2.4). The ascent trajectory of bubbles, mass transfer across the gas-water 
interface of the involved chemical species (CO2, 13CO2, CH4, Kr, SF6, 
C3H8, N2, O2, and Ar), and resulting bubble size evolution as a function 
of total bubble mass, pressure, temperature, and composition were 
simulated using the Texas A&M Oil spill (Outfall) Calculator (TAMOC) 
version 1.1.1 (Dissanayake et al., 2018; Gros et al., 2016, 2017), using 
chemical properties listed in Table S1. 

The TAMOC model was previously validated for various gases based 
on laboratory and field data ranging from ~1 m to 1500 m water depth 
(Dissanayake et al., 2018; Gros et al., 2016, 2017,2019, 2020; Jun, 
2018; Leonte et al., 2018; Razaz et al., 2020; Socolofsky et al., 2020; 
Wang et al., 2020). The model includes the Peng-Robinson equation of 
state and is able to predict densities and solubilities of gas mixtures and 
liquid hydrocarbon mixtures at the range of pressure, temperature, and 
salinity conditions present in global oceans (≤10,000 m water depth, 
salinity of ~35, temperatures of − 2 ◦C to 30 ◦C) Gros et al. (2016). 

Mass transfers were calculated according to (McGinnis et al., 2006): 

dmi

dt
= − A⋅βi⋅

(
Ceq

w,i − Cw,i
)

(2)  

where: mi is the total mass of compound i in the bubble; A is the surface 
area of the bubble; βi is the mass transfer coefficient (units: length 
time− 1) of compound i at the gas-water interface; Ceq

w,i is the aqueous 

concentration of compound i at equilibrium with the gas composition; 
and Cw,i is the modeled aqueous concentration of compound i in the 
seawater adjacent to the bubble. Properties of bubbles—including 
shape, surface area, slip velocity, and βi—were estimated based on 
published formulae (Clift et al., 1978; Johnson et al., 1969), as explained 
previously Gros et al., 2017. 

Gas bubbles were assumed to exhibit circulating interfaces (i.e., 
constantly renewed) in agreement with assumptions made by previous 
studies for gas bubbles in the sea (e.g., Dewar et al., 2013; Gros et al., 
2019; McGinnis et al., 2011; Rehder et al., 2009; Vielstädte et al., 2015; 
Zheng and Yapa, 2002). The interfacial tension between the seawater 
and gas bubbles was assumed equal to the surface tension of seawater at 
ambient conditions (Sharqawy et al., 2010). The profile of O2 concen
trations in the water column was measured, and a pCH4 value of 4 ppm 
was assumed in the lower water column based on measurements from 
the sensor mounted on the Video-CTD. Additionally, it was assumed that 
the concentrations of the non-reactive gases N2, Ar, C3F8, SF6, and Kr in 
the water column were at atmospheric saturation (Hamme and Emer
son, 2004; McGinnis et al., 2006; Pilson, 2013). This latter assumption 
was deemed appropriate even for the anthropogenic C3F8 and SF6 gases 
because of the shallow water depth leading to rapid equilibration with 
the atmosphere, including the presence of a yearly mixing period 
(Esposito et al., 2021). 

In the simulations, bubbles were assumed to exit the seafloor with 
equal flow rate from each of the 8 observed bubble stream origins, which 
were recorded to have moderate to high flow rates during a ROV survey 
on May 21. Gas flow rates quantified for individual bubble streams by 
timing the filling of an inverted funnel (up to 0.52 L min− 1, Flohr et al., 
2021b) were low compared to a flow rate experimentally confirmed to 
generate a bubble plume near Panarea Island (9.3 L min-1, Gros et al., 
2019). Thus it was assumed that the gas flow rates were weak and did 
not generate buoyant bubble plumes (Socolofsky and Adams, 2002; 
Wüest et al., 1992). 

2.7.2. Dissolved CO2 Lagrangian advection-dispersion model 
Simulation of the fate of aqueous CO2 was achieved with a previously 

tested Lagrangian advection and random-walk model (Gros et al., 2019), 
which was further refined here. The continuous concentration field was 
simulated by tracking discrete Lagrangian parcels of dissolved CO2 
having a three-dimensional position and infinitesimal size. Integration 
of millions of tracked Lagrangian parcels over an Eulerian grid of cells 
provided the concentration field at chosen time points. The near-field 
bubble simulation (Section 2.7.1) was performed with TAMOC and 
provided the 3-D mass flow rate of excess DIC entering the sea as a 
function of time and position above each simulated emission site. The 
simulated input of excess DIC to the water column above the emission 
sites depended on the instantaneous measured water velocity profile, 
which was assumed horizontally constant over the spatial model 
domain, and was interpolated from (smoothed) current measurements 
performed at a 5-min interval. At each simulated emission source, the 
input of dissolved CO2 to the water column from ascending bubbles was 
discretized in thirty vertical bins. 40 Lagrangian parcels of dissolved CO2 
were released for each bin at each time step. The earlier model version 
(Gros et al., 2019) was further refined to enable a depth-dependent 
diffusion coefficient profile (Ross and Sharples, 2004), and horizontal 
diffusion coefficients parallel and perpendicular to the water current. 
The displacement of the dissolved-CO2 parcels follow: 

Δx = UE⋅Δt +
(

rand⋅
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

2⋅D‖(z)⋅Δt
√ )

⋅sin(α) +
(

rand⋅
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2⋅D⊥(z)⋅Δt

√ )
⋅cos(α)

(4)  

Δy = UN ⋅Δt +
(

rand⋅
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

2⋅D‖(z)⋅Δt
√ )

⋅cos(α)

+
(

rand⋅
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2⋅D⊥(z)⋅Δt

√ )
⋅sin(α) (5)  
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Δz = D
′

z(z)⋅Δt+ rand⋅
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

2⋅Dz
(
z + 0.5⋅D′

z(z)⋅Δt
)
⋅Δt

√

(6)  

where Δx, Δy, and Δz are the displacements of a parcel over one time step 
in the x (east), y (north), and z (vertical) directions, respectively; Δt is 
the time step (1 s for the simulations reported here); rand is a normally- 
distributed random number having a mean of 0 and standard deviation 
of 1; UE and UN are the water current velocities interpolated at the time 
and depth of interest in the east and north direction, respectively; D‖ and 
D⊥, are the horizontal turbulent diffusion coefficients along and 
perpendicular to the water current, respectively, and Dz is the turbulent 
diffusion coefficient in the z direction; D′

z is the derivative of Dz with 
respect to depth; and α is the angle between the water current direction 

and the east (sin(α) = UN/

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

U2
N + U2

E

√

and cos(α) = UE /

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

U2
N + U2

E

√

). The 
terms involving the derivative of Dz ensure correct consideration of the 
depth dependence of Dz (Ross and Sharples, 2004). The seafloor was 
simulated as a reflective wall boundary, and a random mixed layer was 
assumed for reflection at the seafloor (Ross and Sharples, 2004). 

At time points of interest, excess DIC concentration relative to the 
time-dependent background DIC concentration observed in the field 
(Section 2.6.3) was calculated by integration of the mass of the 
Lagrangian parcels over a spatial grid. The chosen cell size is a tradeoff 
between resolution and the number of parcels of dissolved CO2 that were 
tracked without reaching the computer memory limit (16 GB of RAM). 
To decrease the memory requirement, particles exiting a selected spatial 
range (plotted in Fig. 6) by more than 20-m distance were immediately 
“forgotten” by the Lagrangian model, which simultaneously tracked a 
total of up to ~107 parcels within the simulated domain. Simulations 
assumed Dz = DT(h), with h the height above seafloor, given by 
(McGinnis et al., 2014; Vielstädte et al., 2019): 

DT(h) = kKarman ⋅u*⋅h (7)  

where kKarman = 0.41 is the von Karman constant, and u* is the shear 
velocity along the water current direction. u* was calculated from ADCP 
data from (McGinnis et al., 2014; Vielstädte et al., 2019): 

u* =
1
n
∑n

h=1

⎛

⎜
⎝

ur(h)

ln
(

h
h0

)

⎞

⎟
⎠⋅kKarman (8)  

where n is the number of ADV and ADCP bins located at ≤20 masf, h0 =

7.9⋅10-4 m is the roughness length measured during the experiment 
(Koopmans et al., 2021), and ur is the water current intensity. 

Because ADV water current data at high acquisition rate (16 Hz) 
were available, the values of D‖ and D⊥could be determined from Dz 
based on (Berg et al., 2007): 

D‖ =
I‖σ2

‖

Izσ2
z
Dz (9)  

D⊥ =
I⊥σ2

⊥

Izσ2
z

Dz (10)  

where Ii is the integral of the autocorrelation of the fluctuating 
component of the velocity in the i direction (u′

i, where u′

i = ui − ui, the 
difference between the instantaneous velocity and the average velocity), 

and σ2
i is the variance of u′

i. The ratios 
I‖σ2

‖

Izσ2
z 

and I⊥σ2
⊥

Izσ2
z 

were calculated based 
on ADV data collected during a period with water current pointing to
wards north. The coordinate system was double rotated to nullify mean 
velocities in the parallel and perpendicular directions relative to the 
current direction before performing the calculation. 

In the model, the seafloor was assumed to have a constant depth of 
119 m, considering the flat seafloor of the area, and positions were 
expressed as heights above the seafloor for comparison to field 

measurements. Tidal oscillations would slightly affect ambient pressures 
in the near seafloor by ≤1.5%, which was considered negligible with 
regards to predicted bubble dissolution and ascent trajectories. The 
interpolated altimeter data (Section 2.6.1) was used to determine the 
corresponding height above the simulated seafloor. The simulated 
sensor readings used a cylindrical integration cell size of 0.5 m height 
and 0.5 m radius. Finally, the flux of dissolved CO2 species through the 
sediment-water interface was considered negligible. This assumption 
was supported by benthic chamber measurements performed during the 
CO2 release experiment at 0.5–1.0 m from active bubble streams. No 
increased signal relative to background (SI Section S6) was detected 
during the experiment, which indicates that the flux of dissolved CO2 
across the sediment-water interface was negligible. 

2.7.3. Carbonate model 
The pCO2 and the pH change was obtained for each cell by calcu

lating the equilibrium marine carbonate system using the csys Matlab 
software (Zeebe and Wolf-Gladrow, 2001) (https://www.soest.hawaii. 
edu/oceanography/faculty/zeebe_files/CO2_System_in_Seawater/csys. 
html). The csys software was used to calculate the equilibrium parti
tioning of the carbon dioxide and related chemical species in seawater 
(CO2, HCO−

3 , CO2−
3 ), and the resulting pH (according to the total pH 

scale). Input parameters to the csys software included the total DIC 
(background DIC + simulated excess DIC), total alkalinity (2.321 mmol 
kg− 1, assumed constant and equal to the average of 46 measurements of 
samples taken at water depths>115 m (Martínez-Cabanas et al., 2021)), 
temperature, pressure, and salinity. The time-dependent background 
DIC was calculated from the baseline pCO2 signal (Section 2.6.3) 
assuming constant total alkalinity. Csys follows Zeebe and 
Wolf-Gladrow (Zeebe and Wolf-Gladrow, 2001), described in detail in 
section S7. The kinetics of the carbonate system upon CO2 dissolution 
are further discussed in Sections 3.3 and S11. 

3. Results 

3.1. Experimental observations 

Gas bubbles were observed to exit the seafloor immediately above 
the injection point during the first video survey 30 min after starting the 
gas release. A total of up to 22 bubble stream origins were observed at 
the seafloor over the course of the experiment, clustered within an area 
of ~4 m diameter. 8 bubble streams having high to moderate flow rates 
were recorded from ROV videos on May 21 (after visit 3). The water 
column at the experimental site was well mixed between 119 and 50 m 
water depth and exhibited a pycnocline separating bottom from inter
mediate and surface water layers (Fig. 3), as further analyzed by 
(Esposito et al., 2021). Monitoring of about 20 h during three nights 
were performed at different CO2 release flow rates (Table 1) (Schmidt, 
2019). During visit 3, the Video-CTD was within 32 m of the experi
mental release site during 90% of the time of bottom mode operation. 
Visit 3 occurred at high tide (Fig. 4a,b,e), and there was an apparent 
inverse relationship between water current velocity (Fig. 4a) and 
measured pCO2 deviations to baseline (Fig. 4c). A good agreement was 
found between deviations to baseline observed with pH and pCO2 sen
sors, whose inlets were located at 10–20 cm distance on the Video-CTD 
frame. Finally, the pCH4 sensor highlighted no deviation to baseline 
during visit 3. This seems to indicate that the 2.3 g d-1 of CH4 injected 
together with the 143 kg d-1 of CO2 at that point of the experiment were 
insufficient to enable detection of this released tracer gas in the water 
phase owing to the baseline level, although the large response time of 
this sensor may have obscured a small signal. 

pCO2 sensor 0119–001 with an inlet on the top of the Video-CTD 
provided readings systematically 2–3 times higher than the sensor 
0412–005 attached at the bottom of the Video-CTD. Here we retained 
only the data from sensor 0412–005 (deployed only during visit 3). This 
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choice was based on the fact that the presence of strong bubble plumes 
(i.e., including entrained seawater moving upwards (Socolofsky and 
Adams, 2002; Wüest et al., 1992)) were found unlikely to be able to 
reach >2 m above seafloor under the experimental conditions. Conse
quently, higher concentrations at 1.5 m additional distance from sea
floor were viewed as unlikely in the field. 

By use of the bubble size distribution quantification algorithm 
(Section 2.4), a total of 8162 bubbles were successfully detected and 
quantified, which were represented by 6 size bins in the simulations 
(Gros et al., 2019). The volume-median diameter (d50) was 10.2 mm, 
and the observed bubble size distribution (by volume) was approxi
mately log-normal with a standard deviation (σ) equal to 0.4 (Fig. 5a). 
This size distribution had a d50 within a factor of two of measurements 
performed in the North Sea above leaking wells (Vielstädte et al., 2015) 
and in Ardmucknish Bay, Scotland during the QICS CO2 release exper
iment (Sellami et al., 2015). The total volume of the identified bubbles 
corresponds to a gas flow rate of 10.1 kg d-1 for the two sampled bubble 
streams, at a period during which CO2 gas was injected at a rate of 29 kg 
d-1 into the sediment and during which additional bubble streams were 
observed. 

The diffusion coefficients followed D‖(z,t) = 26⋅Dz(z,t), and D⊥(z,t) 
= 7.5⋅Dz(z,t), based on eqs. (9)–10. The average (0.0073 m s-1) of the 
time-dependent u* calculated through eq. (8) from ADCP data (Figure 
S6) agrees well with the value of 0.0066 m s-1 calculated at a mean 
velocity of 0.11 m s-1 at 0.16 masf from ADV data (Koopmans et al., 
2021) and the value of 0.0073 m s-1 calculated at steady state south
bound current using an approach similar to eq. (8) with a different set of 
field data (Schaap et al., 2021). 

3.2. Simulated behavior of the released CO2 gas and validation to field 
observations 

Based on the measured initial bubble size distribution (Sections 2.4 
and 3.1, Fig. 5a), the TAMOC model simulated the changing gas bubble 
composition (Fig. 5b,c). Consistent with previous findings (Beaubien 
et al., 2014; Dewar et al., 2013; Gros et al., 2019; McGinnis et al., 2011; 
Schulze and Schlünder, 1985; Uchimoto et al., 2020; Vielstädte et al., 
2019), we found that 99.7% of the CO2 in the ascending bubbles dis
solved within 8 m from the seafloor (Fig. 5d), and that a bubble having 
an initial diameter equal to the d50 would have decreased 10-fold in 
diameter when ascending to 8 masf. Since 87% of the measured bubbles 
had an initial diameter <d50, the number of visible bubbles would have 
decreased substantially by reaching 8 masf, which agrees with the 
observation that bubbles (>1 mm in diameter (Dewar et al., 2021) were 
not visible on the ROV videos at >8 masf (Flohr et al., 2021a). This 
finding is further supported by the increase in methane content and in 
δ13C of CO2 of the gas bubbles with height above seafloor due to 

Fig. 3. Measured water-column profiles of temperature, salinity, oxygen, pCO2, 
and pH at the release site (downcast for visit 3 acquired at ~110 m horizontal 
distance from the experimental CO2 release site; Section 2.2). 

Fig. 4. Measured water current and sensor data during visit 3. (a) Water cur
rent velocity profile as a function of height above seafloor. (b) Water current 
direction profile as a function of height above seafloor (0◦ pointing towards 
north). (c) Instantaneous pCO2 in bottom water (≤10 masf) based on HydroC 
sensor 0412–005 data (black solid line, left axis), smoothed pH sensor data in 
bottom water (blue solid line, right axis), and pH calculated from the pCO2 
sensor data assuming equilibrium and a constant total alkalinity of 2.321 mmol 
kg− 1* (red solid line, right axis). (d) Smoothed pCH4 sensor data in bottom 
water. (e) Measured tidal pressure at the seafloor. *an offset was applied to the 
pH calculated from the pCO2 sensor data (red solid line) to align it vertically 
with the pH sensor data. 
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preferential dissolution of the CO2, as measured in the laboratory from 
collected gas samples (Section 2.5), which corroborates the simulated 
evolution of the bubble gas composition (Fig. 5b,c). 

The shape of the simulated plume is largely driven by advection due 
to the strong water currents at the experimental site (average 0.15 m s-1 

at 3.2–5.2 masf over the ADCP deployment), and a typical simulated 
situation is shown in Fig. 6. Consequently, turbulent mixing generates 
only limited horizontal and vertical movements of the DIC in the 
simulated domain (Fig. 7). Hence, the plume remained relatively narrow 
according to the simulations (<15 m width at 10–20 m downstream of 
the source for a typical situation, Fig. 7b). 

A simulation for CH4 (section S9) predicted a maximum additional 
concentration of CH4 arising from the experimental release of 1.6⋅10− 8 

kg m-3 for the simulated pCH4 sensor trajectory, which is 13% of the 
background CH4 concentration observed within the bottom water col
umn (≤10 masf) (Fig. 4d), and 60% of the noise in instantaneous pCH4 
sensor data. The maximum simulated additional concentration of Kr 
arising from the experimental release is 3.0⋅10− 8 kg m-3 for the simu
lated Video-CTD trajectory, which is smaller than the background con
centration of 2.8⋅10− 7 kg m-3, assuming equilibrium with the 
atmosphere. CH4 and Kr are less soluble than CO2, with peak input to the 
water column at 4.7 and 4.3 masf, respectively. 

3.3. Estimated release flow rate from field data and model simulations 

The predicted flow rate of CO2 leakage at the seafloor was 91 kg d-1 

for visit 3, or 36% lower than the known flow rate injected into the 
sediment (143 kg d-1). As explained in Section 2.7, these estimated flow 
rates were derived by minimizing the difference between measurements 
of pCO2 performed in the field (with a towed sensor) and the simulated 
readings. Overall, the presence of a deviation from the baseline signal in 
the field measurements usually corresponded to the presence of a 
simulated deviation from baseline signal (Fig. 8), with a correlation 
coefficient between the measured pCO2 and the corresponding simu
lated values of 0.28. This indicates that the simulated positions of the 
towed sensor closely reproduced the actual positions of the sensor 
during the deployment. This suggestion is supported in examining the 
similarity of the observed and simulated signals in three dimensions 
(Fig. 9). The peak heights were not reproduced exactly by the model, 
which is in part due to the difficulties of identifying accurate positions of 
the sensor towed during the experiment and contribution from kinetics 
of the carbonate system. The narrowness and very limited height of the 
elevated signal also contribute. 

A simplified sensitivity analysis was conducted (Table S3) to explore 
the contributions of some key controlling parameters. The choice of the 
Dx, Dy, and Dz values is often difficult to make, and uncertainty arises 
from a variety of existing formulations (Holtappels and Lorke, 2011; 
McGinnis et al., 2014; Rovelli et al., 2016) and from insufficient avail
ability of field data to precisely constrain these parameters. In the vi
cinity of the lower boundary of water bodies, which is the main region of 
interest for CO2 leakage, Dz is usually considered to depend on the height 
above the bottom sediment (McGinnis et al., 2014; Vielstädte et al., 
2019; Wüest et al., 2000). However, for convenience or due to lack of 
available field data, a single value is sometimes assumed for the whole 
water column or two separate values for the water column center and 
the boundary regions (Dissanayake et al., 2012; French McCay et al., 
2015). Different methods can lead to predictions of D‖, D⊥ (or sometime 

Fig. 5. (a) Measured initial bubble size distribution (BSD) expressed as the cumulative density function (CDF) of gas volume, blue solid line, which corresponds 
closely to a log-normal distribution with σ = 0.4, red solid line. (b) Simulated increase in relative mole fraction (mole fraction normalized to the initial mole fraction) 
within 0–3.5 masf for key simulated gases, compared to values measured for CH4 on collected samples of bubble gas. The bubble gas samples were collected at 
different heights above seafloor with a ROV during separate dives on May 19 and 21, 2019, and the sizes of the horizontal and vertical bars indicate the uncertainty in 
measured composition and vertical height of sample collection, respectively. The uncertainty bounds on the simulated curves (dashed lines, shown for CH4 on panel b 
and for CO2 on panels c and d) were obtained by assuming a ± 20% uncertainty on the initial BSD. (c) Simulated increase in δ13C within 0–3.5 masf for CO2, 
compared to values measured on collected samples of bubble gas; δ13C values are expressed relative to the Vienna Pee Dee Belemnite (V-PDB). (d) Fraction of the 
initially-released mass of gases at the seafloor remaining in gas phase within 0–12 masf. 

Fig. 6. Typical simulated plume shape during a period with almost constant, 
approximately southwards tidal current (00:30 on May 20, during visit 3), 
shown for excess DIC, calculated at 0–1 masf. A hundred cells were used in each 
direction, having 45 cm and 35 cm in the latitudinal and longitudinal di
rections, respectively. 
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Dx, Dy), and Dz differing by an order of magnitude or more (Dissanayake 
et al., 2012; Holtappels and Lorke, 2011). Moreover, Dx and Dy are 
dependent on the horizontal scale considered because the range of size 
of the eddies contributing to diffusion increases with increasing hori
zontal scale (Fischer et al., 1979; Okubo, 1972). When the selected 
diffusion coefficient values are decreased or increased by an order of 
magnitude, or if their value is assumed independent of height above 
seafloor, predicted CO2 leak flow rates vary by up to 53% relative to the 
best estimate (Table S3). 

The initial bubble size distribution is also a key driver that controls 
the speed of ascent of gas bubbles and the rate of mass transfer of 
chemicals across the bubble-seawater interface (Cooper et al., 2021; 
Dewar et al., 2015; Gros et al., 2017; Leifer, 2019; McGinnis et al., 2011, 
2006; Olsen et al., 2019; Olsen et al., 2017; Socolofsky and Gros, 2019). 
Bubble size distribution determination usually relies on custom-built 
instruments and software. Using a d50 of 2.5 or 20.4 mm, i.e. the 
approximate minimum and maximum d50 values reported in the liter
ature, instead of the simulated d50, increases the estimated CO2 gas flow 

rate exiting the seafloor by 103% and 11%, respectively, for visit 3. A 
smaller discrepancy (27%) with the simulation using the measured 
initial bubble size distribution is found when the d50 is taken as twice the 
minimum value reported in the literature (5.1 mm or half of the d50 
value observed during the experiment). 

The simulated trajectory of the pCO2 sensor also exerts an important 
control on the estimated gas flow rate out of the sediment. Three major 
potential contributions to the existing uncertainty in the simulated 
sensor positions were assumed: (a) a possible small, systematic error on 
the position of the point of entry of the Video-CTD at the sea surface, (b) 
uncertainty of the horizontal displacement of the instrument close to the 
seafloor level relative to the point of entry in seawater, (c) limited 
precision of the GPS antenna on the research vessel. Unfortunately, only 
systematic errors (a) can be investigated easily in a sensitivity analysis. 
A systematic change of just 1 m in position along or perpendicular to the 
axis of the research vessel leads to predicted flow rates spanning from, 
respectively, − 3 to +2% and − 11 to +17% of the best-estimate CO2 
leakage rate. 

Uncertainty in the carbonate system affects the estimated leakage 
flow rate. Error propagation within the carbonate system (Orr et al., 
2018) indicated that the pCO2 uncertainty for calculation from DIC and 
total alkalinity for concentrations close to baseline (pCO2 = 420 μatm, 
DIC = 2.161  mmol kg-1, total alkalinity = 2.321  mmol kg-1) would 
amount to 50 μatm (12%), driven at 95% by the large uncertainty of the 
total alkalinity (two standard deviations from 46 hourly measurements: 
20.2  μmol kg-1). However, the estimated flow rate is based on the dif
ference between a simulated elevated pCO2 signal (calculated from 
baseline derived from field measurements and from simulated devia
tion) to a measured pCO2 background. Consequently, error contribu
tions are limited to periods with simulated deviations from baseline, and 
will scale with the magnitude of the deviation to the baseline. In the 
sensitivity analysis, the dominant effect of total alkalinity on the esti
mated flow rate was evaluated for (a) using a constant total alkalinity 
assumed equal to the measured average alkalinity minus two standard 
deviations, (b) using a constant total alkalinity assumed equal to the 
measured average alkalinity plus two standard deviations, and (c) using 
a total alkalinity drawn at each time step from a normal distribution 
having mean and standard deviation as observed from measurements of 
discrete water samples. These scenarios lead to a change in the estimated 
flow rate at the seafloor of a maximum of ±1%. 

Additionally, the kinetics of hydration and hydroxylation of CO2 to 
HCO−

3 were evaluated to be relatively slow in cold bottom water with a 

Fig. 7. (a) Simulated probability density function (PDF) of excess DIC in ver
tical direction at 0–10, 10–20, and 30–40 m horizontal distance from the gas 
sources. (b) Simulated PDF of excess DIC in horizontal direction across the 
plume at 0–10, 10–20, and 30–40 m horizontal distance from the gas sources. 
Values calculated at 00:30 on May 20, during visit 3. 

Fig. 8. Measured, simulated, and baseline pCO2 signal during visit 3. Simula
tion assumed the best-fit flow rate of 91 kg d-1 exiting the seafloor for visit 3. 
The estimated baseline (green solid line) was calculated for visit 3 based on the 
method of Eilers (Eilers, 2004), as described in Section 2.6.3 (the baseline pCO2 
was assumed homogeneous within the near-seafloor bottom water mass). The 
estimated baseline was used in the simulations, where predicted pCO2 levels are 
determined by combining the space- and time-dependent simulated DIC excess 
originating from the release with the time-dependent background baseline CO2 
level, using the csys software (Section 2.7.3). 
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calculated 63% equilibration time for the conditions of the experiment 
of ~117.5 s (section S11, Koopmans et al., 2021). These kinetics could 
therefore have affected the sensor readings, owing to the average 
duration between contact of water with dissolving bubbles and pCO2 
sensor measurement for non-baseline pCO2 sensor signal that was 111 s 
and the sensor response time of 140 s. This process would have led to 
pCO2 larger and pH lower than equilibrium values within the monitored 
seawater (section S11), and could therefore have affected the estimated 
leakage flow rate. 

3.4. Estimated limit of detection 

A limit of detection for a gaseous CO2 release can be estimated for the 
specific setting and deployment conditions, based on field measure
ments. Based on the size of the third largest measured pCO2 peak, the 
estimated limit of detection was ~15 kg d-1, assuming that the limit of 
detection is reached when the signal-to-noise ratio equals 3. This is 
coherent with the absence of detection of any peak during visit 1 (release 
flow rate of 6 kg d-1) with the pCO2 sensor 0119–001 (Martínez-Cabanas 
et al., 2021). 

4. Discussion 

4.1. Tracers and trace gases as a means to detect dissolution of CO2 from 
gas bubbles 

The use of tracer gases is not prerequisite for leakage flow rate 
quantification of CO2 (Section 3.3), but is a key tool to validate CO2 
dissolution simulations (Section 3.2) and for leakage attribution (Flohr 

et al., 2021b). Fig. 5b,c further highlights the importance of tracer gases 
(Roberts et al., 2017) and carbon isotopes to detect dissolution of a 
high-purity CO2 gas. Whereas 90% of the released CO2 gas aqueously 
dissolved by 3.5 masf according to the simulation (Fig. 5d), the simu
lated CO2 mole fraction in the bubble gas decreased only from 99.99% to 
98.61% (Fig. 5b). Such a difference cannot be monitored with the 
selected analytical technology, because a mole fraction close to 100% is 
difficult to precisely determine analytically. The increase of the mole 
fraction of CH4 caused by preferential dissolution of CO2 is measurable, 
and the overall tracer mole fraction was predicted to have increased 
from 0.01% to 0.08% by 3.5 masf, with the remaining 1.31% constituted 
by atmospheric gases (O2, N2, and Ar) stripped from the ambient 
seawater. Such trace mole fractions can be determined analytically, and 
such increases (e.g., 8× from 0.01% to 0.08% for tracer gases or 0.00% 
to 1.31% for atmospheric gases) are easily monitored, and therefore 
enable detection of CO2 dissolution. The 13C isotope content of the CO2 
also detected the CO2 dissolution, similar to an approach that has been 
used for CH4 at a natural seep (Leonte et al., 2018). As an alternative 
approach to the one chosen here, atmospheric gases can be used to 
monitor CO2 dissolution (Beaubien et al., 2014). 

For measurement of tracers in aqueous phase, the in-situ pCH4 sensor 
measurements (Fig. 4d) did not detect any deviation from baseline 
signal in relation with the experimental release. This finding is 
confirmed by simulations indicating predicted additional concentrations 
arising from the experimental release were ≤60% of the noise level of 
the pCH4 sensor (Section 3.2). The predicted effect of experimentally- 
released Kr on the bottom-water Kr concentration is ≤11% of the 
background concentration. Consequently, for the experimental condi
tions investigated here, in situ sensor monitoring of dissolved CO2 rather 

Fig. 9. Comparison of simulated and measured spatial distribution of pCO2 during visit 3. The dots represent values at the time when the towed pCO2 sensor was at 
the corresponding location, and dot diameter is proportional to the measured or simulated pCO2 value. The black shape indicates the observed location of the 
bubble streams. 
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than dissolved tracers enabled leakage detection and quantification 
from the aqueous phase. 

4.2. Fitness of the approach for leakage detection and quantification 

The CO2 leakage flow rate at the seafloor predicted for visit 3 is 91 kg 
d-1, which is 36% lower than the known flow rate injected into the 
sediment (143 kg d-1). This indicates that 36% of the injected CO2 was 
retained in the sediment, either as dissolved CO2 within the seafloor or 
temporarily as gas pockets (Flohr et al., 2021b; Roche et al., 2021). This 
finding is consistent with estimates that 41% of the injected CO2 dis
solved within the sediment (Flohr et al., 2021b), and represents a 
slightly higher leakage flow rate estimate at the seafloor than the range 
of 55–69 kg d-1 determined by extrapolation from measurements of the 
volume flow rates of individual bubble streams (Flohr et al., 2021b). 
Similarly, the current estimate (64% of injected CO2 emerging at the 
seafloor) lies within the range of reported leakage estimates of 22–62% 
derived via passive acoustics (Li et al., 2021) and of 73±13% deter
mined by eddy covariance (Koopmans et al., 2021) at the highest in
jection flow rate of 143 kg d-1. 

The proposed method provides a quantification of the overall flow 
rate for several active CO2 seeps at the seafloor. This estimate is based on 
an indirect and non-invasive method, enabling quantification of the 
aggregated flow rate of several point sources. The method also provides 
on-line monitoring of the pCO2 signal as well as video monitoring of the 
seafloor immediately below the instrument, and the operator can 
therefore evaluate in real time the collected field data and adapt the 
deployment strategy accordingly. The method also has potential for site 
monitoring and leakage detection, owing to the real-time data readings 
on-board the vessel. Because the simulated plumes were very narrow 
(Figs. 6 and 7b) and had limited vertical extension into the higher water 
column (Fig. 7a), monitoring strategies should consider deployment of 
towed sensors as close as technically possible to the seafloor. 

The estimated limit of detection of ~15 kg d-1 for the deployment 
conditions (Section 3.4) highlights that the method is capable of 
detecting and quantifying leaks well below the suggested regulatory 
limit of 1% reservoir loss in 100 years, even for small reservoirs (10 Mt) 
for which this limit corresponds to 2700 kg d-1 (Dean et al., 2020). The 
limit of detection could be further improved by e.g., slower towing speed 
of sensors in the vicinity of the emission source, measurements at 
weaker water currents or during slack tide, and deployment of the 
sensors as close as possible to the seafloor at calm sea state. Additionally, 
a more controlled and accurate positioning of the sensors would enable 
improved monitoring. 

The selected numerical modeling approach is based on measured 
water currents, and therefore does not require implementation of a 
complex hydrodynamic model as used in other simulations (e.g., 
Blackford et al., 2020). Such hydrodynamic models require high 
computational power and simulation times usually count in weeks on 
dedicated computational servers (depending on selected precision and 
period of time simulated). To the contrary, the simulations reported here 
could be performed on a 16 GB RAM laptop, making the simulation tool 
portable and easy to use (possibly even at sea). This type of approach 
may be favored for industrial or governmental leakage monitoring and 
early warning applications, as access to computational clusters may be 
limited on offshore installations and vessels. However, the 
non-negligible kinetics of the carbonate system at near-bottom seawater 
temperatures (frequently <10 ◦C across the globe) pose a further 
complication for future application of the method for leakage 
quantification. 

Gas-phase (bubble) leakage at the seafloor as investigated with the 
present approach may not happen immediately upon CO2 escape from 
the geologic reservoir, typically located hundreds to thousands of meters 
below the seafloor. Depending on leakage pathways (e.g., blowout, 
borehole leakage, caprock failure), a wide variety of behaviors may be 
expected (IPCC, 2005). The high solubility of CO2 can lead to rapid 

dissolution, such that a leakage sourced deep into the underground may 
initially not have a manifestation at the seafloor, though seismic mea
surement techniques could be used to monitor storage integrity (IPCC, 
2005). Such an underground leakage could drive a migration of for
mation brine (IPCC, 2005) and chemical fractionation and mixing 
within reservoirs and during upward migration (Anderson et al., 2019; 
Weber et al., 2021). Several natural processes may act to delay or pre
vent upward migration, such as the increased density of CO2-laden 
brines (IPCC, 2005). During the CO2 release experiment, pore water 
analysis combined with simulations highlighted various increases in 
pore water metal ion content and a temperature increase, controlled by 
carbonate and silicate mineral dissolution resulting from CO2 dissolu
tion into pore water (Lichtschlag et al., 2021). Model simulations pre
dicted an upward pore water movement at 0.3 m d-1 during the 
experiment (Lichtschlag et al., 2021). It remains unclear to what extent 
and over which time window such precursor indicators could be 
observed within the shallow seafloor before gas bubble arrival. How
ever, it is likely that upon gas breakthrough a major fraction of the CO2 
escaping from the seafloor would be in gas form as observed during the 
current experiment as well as at the Panarea natural seep site (Molari 
et al., 2018). 

4.3. Leakage quantification sensitivity to input data 

For quantification of a potential CO2 leak, several parameters must 
be measured in the field when using the described combined approach. 
A pCO2 (or pH) sensor is towed in the vicinity of a postulated leakage 
area, in close vicinity to the seafloor. The choice of the measured 
parameter (pCO2 or pH) is theoretically equivalent as one can be 
calculated from the other based on measured total alkalinity, if equi
librium can be assumed. However, because equilibrium of the carbonate 
system is likely not to be fully achieved in the immediate vicinity of 
dissolving CO2 bubbles, pCO2 measurement has a theoretical advantage 
over pH for leakage detection (Figures S7 and S8). For the current 
experiment, the pCO2 sensor data was selected because these data had a 
larger signal-to-noise ratio compared to the pH sensor data. Position of 
bubble stream origins must also be determined relative to the sensor 
measurements. For the narrow plumes (<15 m width at 10–20 m 
downstream from source) simulated for the CO2 release experiment 
where sources were clustered within a 2-m diameter area, the estimated 
±2.5 m uncertainty on positions was sufficient to enable a leakage 
quantification in agreement with estimates from other methods (Section 
4.2). However, deeply sourced leaks–such as from targeted CO2 storage 
reservoirs–might be expected to cover larger surface areas at the sea
floor than the one observed during the experiment. The maximum dis
tance observed here between the bubble stream origins (~4 m) for a CO2 
source at 3 m below the seabed was smaller than the maximum distance 
between the bubble stream origins (~13 m, Dewar et al., 2015) observed 
for the QICS experiment, where the CO2 injection point was located 
deeper at 10 m below the seabed. Measured water current profiles were 
used to drive advection in the model, and are therefore a necessary input 
at least for the lower part of the water column affected by the leaked 
CO2; the ADCP data used here had a sampling rate of 0.2 min− 1, which 
was sufficient for driving the advection model. 

The initial bubble size distribution must also be measured immedi
ately above the seafloor (<1 masf). Initial bubble size distributions in 
the marine environment vary depending on local settings, with di
ameters spanning from approximately 2 to 25 mm and d50 values usually 
in the range 3–20 mm (Gros et al., 2019; Römer et al., 2012; Sellami 
et al., 2015; Vielstädte et al., 2015; Wang and Socolofsky, 2015). Factors 
controlling the size of bubbles exiting from natural seafloors are poorly 
known (Liu, 2019), but may include parameters such as sediment grain 
size (Delwiche and Hemond, 2017; Leifer, 2019; Leifer and Culling, 
2010; Liu et al., 2018; Liu et al., 2016). Recently-reported field obser
vations indicate that initial bubble size can vary with time at a single 
site, and that a dependence on gas flow rate might exist (Delwiche and 
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Hemond, 2017; Razaz et al., 2020). The determination of accurate 
bubble size distribution requires advanced systems involving two cam
eras for stereo imaging (Wang and Socolofsky, 2015), though satisfac
tory results can frequently be obtained with systems involving a single 
camera such as in the current study (Li et al., 2021). The estimated flow 
rate showed high sensitivity (up to 103% increase of the estimated 
leakage flow rate exiting the seafloor) to the initial bubble size distri
bution, when varied over the range of existing observations worldwide 
(Gros et al., 2019; Vielstädte et al., 2015; Wang and Socolofsky, 2015). 
Among the data used for leakage rate quantification, (apart from gas 
composition) the initial bubble size distribution is the only parameter 
that required ROV instrument deployment, which can represent a major 
added cost. Models to estimate bubble sizes from conditions at the gas 
release orifice only exist for releases from jets and plumes exiting from 
circular orifices (Wang et al., 2018) such as leaking or severed pipes. 
However, in order to enable a purely ship-based monitoring and initial 
leakage rate estimate, the bubble size distribution might be estimated by 
fitting the size distribution to the observed flare height recorded with 
ship-based active acoustic instruments (e.g., EK60) by assuming a 
reasonable composition of the leaking gas, such as has been done for 
natural gas seeps (Jun, 2018; Wang et al., 2020). Further techniques 
might be envisioned to estimate bubble size. For example, active 
acoustics are able to identify the size of individual bubbles (Lohrberg 
et al., 2020), but have difficulties measuring the sizes of multiple bub
bles emitted at short time interval (Lohrberg et al., 2020; Veloso et al., 
2015), which limits the range of applicability of the method. Optical 
sensors (Delwiche and Hemond, 2017) or a scale visible on the HD video 
might be mounted on the Video-CTD, however such techniques require a 
sufficient time spent directly above the bubble streams (optical sensor) 
or acceptable angle of view and sufficient time spent with the scale 
within the bubble streams (scale on HD video). Such conditions may be 
difficult to ensure from a towed platform depending on sea conditions. 

Additionally, basic oceanographic parameters must also be moni
tored (salinity, temperature, total alkalinity, and dissolved oxygen 
concentration), as they partly control bubble dissolution. Finally, gas 
bubble composition measurement may be advisable to ascertain the 
simulated initial gas composition and to determine the source of the 
released gas (Flohr et al., 2021b). 

The 7 h deployment time for the towed sensor during visit 3 proved 
sufficient for leakage rate quantification. In general, longer deployment 
times enable better constraints of leakage rate, and monitoring over one 
to several tidal cycles might be advisable as tidal fluctuations have been 
shown to affect gas emission rates at natural seep sites (Blackford et al., 
2014; Boles et al., 2001; Martens and Val Klump, 1984; Römer et al., 
2016; Torres et al., 2002). Tidal currents also tend to dilute the emitted 
DIC such that elevated pCO2 signals were more prominent at lower 
water currents (Fig. 4a,c). 

5. Conclusion 

Simulations and field sampling were combined to provide an effec
tive strategy for quantification of CO2 leakage into the marine envi
ronment. This is a new paradigm in the field of CO2 leakage monitoring, 
where simulations have, until now, remained largely disconnected from 
direct field applications, and mostly used to investigate leakage sce
narios or to provide an overall understanding of inherently patchy field 
data. Our combined approach relies on pCO2 data measured by a towed 
sensor within the bottom water close to the CO2 release site. Here, the 
validity of the method was demonstrated for a relatively small-scale 
release with eight identified bubble streams originating over a small 
seafloor footprint. The estimated CO2 leakage rate agrees with published 
estimates obtained with other methods. Our approach can be applied 
over much larger areas of CO2 leakage (Gros et al., 2019). For numerous 
distributed sources of CO2 emissions from the seafloor, concentration 
measurements in the aqueous phase may be the only practical approach 
for quantifying CO2 emission from CCS sites. 
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Wegener, G., Wenzhöfer, F., Martin, D., Cibic, T., Vittor, C.D., Vanreusel, A., 
Boetius, A., 2018. CO2 leakage alters biogeochemical and ecological functions of 
submarine sands. Sci. Adv. 4, eaao2040. https://doi.org/10.1126/sciadv.aao2040. 

Okubo, A., 1972. Some speculations on oceanic diffusion diagrams. In: Symposium on 
“The Physical Processes Responsible for the Dispersal of Pollutants in the Sea with 
Special Reference to the Nearshore Zone”. 

Oldenburg, C.M., Pan, L., 2019. Major CO2 blowouts from offshore wells are strongly 
attenuated in water deeper than 50m. Greenh. Gases Sci. Technol. n/a 1–17. https:// 
doi.org/10.1002/ghg.1943. 

Olsen, J.E., Dunnebier, D., Davies, E., Skjetne, P., Morud, J., 2017. Mass transfer between 
bubbles and seawater. Chem. Eng. Sci. 161, 308–315. https://doi.org/10.1016/j. 
ces.2016.12.047. 

Olsen, J.E., Krause, D.F., Davies, E.J., Skjetne, P., 2019. Observations of rising methane 
bubbles in Trondheimsfjord and its implications to gas dissolution. J. Geophys. Res. 
Oceans 124, 1399–1409. https://doi.org/10.1029/2018JC013978. 

Orr, J.C., Epitalon, J.-.M., Dickson, A.G., Gattuso, J.-.P., 2018. Routine uncertainty 
propagation for the marine carbon dioxide system. Mar. Chem. 207, 84–107. 
https://doi.org/10.1016/j.marchem.2018.10.006. 

Phelps, J.J.C., Blackford, J.C., Holt, J.T., Polton, J.A., 2015. Modelling large-scale CO2 
leakages in the North Sea. Int. J. Greenh. Gas Control, CCS and the Marine 
Environment 38, 210–220. https://doi.org/10.1016/j.ijggc.2014.10.013. 

Pilson, M.E.Q., 2013. An Introduction to the Chemistry of the Sea, 2nd Ed. Cambridge 
University Press, Cambridge.  

Razaz, M., Di Iorio, D., Wang, B., Daneshgar Asl, S., Thurnherr, A.M., 2020. Variability of 
a natural hydrocarbon seep and its connection to the ocean surface. Sci. Rep. 10, 
12654. https://doi.org/10.1038/s41598-020-68807-4. 

Rehder, G., Leifer, I., Brewer, P.G., Friederich, G., Peltzer, E.T., 2009. Controls on 
methane bubble dissolution inside and outside the hydrate stability field from open 
ocean field experiments and numerical modeling. Mar. Chem. 114, 19–30. https:// 
doi.org/10.1016/j.marchem.2009.03.004. 

Ringrose, P.S., Meckel, T.A., 2019. Maturing global CO2 storage resources on offshore 
continental margins to achieve 2DS emissions reductions. Sci. Rep. 9, 17944. 
https://doi.org/10.1038/s41598-019-54363-z. 

Roberts, J.J., Gilfillan, S.M.V., Stalker, L., Naylor, M., 2017. Geochemical tracers for 
monitoring offshore CO2 stores. Int. J. Greenh. Gas Control 65, 218–234. https://doi. 
org/10.1016/j.ijggc.2017.07.021. 

Roche, B., Bull, J.M., Marin-Moreno, H., Leighton, T.G., Falcon-Suarez, I.H., Tholen, M., 
White, P.R., Provenzano, G., Lichtschlag, A., Li, J., Faggetter, M., 2021. Time-lapse 
imaging of CO2 migration within near-surface sediments during a controlled sub- 
seabed release experiment. Int. J. Greenh. Gas Control. 109, 103363. 
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