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Abstract
The influence of the Semi-Annual Oscillation (SAO) on the timing and evo-
lution of major sudden stratospheric warmings (SSWs) is examined using the
2008/2009 SSW as the primary case-study. When the zonal winds in both the
troposphere and the SAO region of the equatorial upper stratosphere/lower
mesosphere are relaxed towards reanalysis fields in the UK Met Office Uni-
fied Model, a remarkably accurate representation of the January 2009 SSW is
achieved. The accurate timing of the SSW is determined by the SAO zonal wind
relaxation. The westerly-to-easterly phase transition of the SAO in the lower
mesosphere (0.1–0.5 hPa) is found to be a key factor for this influence. It defines
an initial conical-shaped vortex that determines the upward propagation of wave
activity and subsequent evolution of wave mean-flow interaction. Internal tran-
sient wave reflection in the subtropics and associated wave-induced acceleration
of the mean-flow is found to be an important component, strengthening the
vortex and thus delaying the onset of the SSW. The sensitivity of SSW timing
to the equatorial westerly winds in the lower mesosphere is further explored
in the context of all major SSWs during the 1979–2018 period. The timing of
SSWs is found to be significantly correlated with the timing of the equinoctial
westerly-to-easterly phase transition at 0.3 hPa in early winter (r = 0.79). This
relationship is discussed in the context of the more widely recognised influ-
ence of the quasi-biennial oscillation (QBO). These results suggest that accurate
simulation of the timing of SAO phase transitions, as well as knowledge of the
QBO phase, is likely to provide additional and extended Northern Hemisphere
wintertime seasonal forecast skill.
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1 INTRODUCTION

Sudden Stratospheric Warmings (SSWs) are the prime
source of interannual variability in the Arctic winter
stratosphere (Baldwin et al., 2018; 2021). The events are
characterised by substantial and rapid warming over the
polar stratosphere, of the order of tens of degrees in just
a few days, accompanied by a reversal of the winds from
their usual westerly to easterly direction. Over the past
40 years for which good satellite coverage is available,
major SSWs have occurred on average in six out of 10
winters in the Northern Hemisphere (NH) (Charlton and
Polvani, 2007; Butler et al., 2017). There is also signifi-
cant variability on intraseasonal, interannual and decadal
time-scales (Holton and Tan, 1980; 1982; Labitzke, 1982;
Lu et al., 2008; Dimdore-Miles et al., 2021).

The impact of SSWs on surface weather and the ben-
efits of accurate long-range forecasts are well recognised
(Scaife et al., 2005; 2016; Mukougawa et al., 2009; Sig-
mond et al., 2013; Butler et al., 2016; 2018; Charlton-Perez
et al., 2018; Garfinkel et al., 2018; Domeisen et al., 2020).
While extended forecasts of SSWs are clearly an impor-
tant goal, there is still a limited understanding of the
processes that influence the timing and vertical extent
of SSWs. Current operational predictability of SSWs
beyond ∼15 days is very limited (Tripathi et al., 2015;
2016; Baldwin et al., 2021). Predictability is even shorter
for split-type SSWs (∼4–9 days) (Ichimaru et al., 2016;
Noguchi et al., 2016). Confident predictions are often only
possible once the SSW has already commenced in the
upper stratosphere/lower mesosphere (USLM) (Ichimaru
et al., 2016; Baldwin et al., 2021). Even when an SSW is
indicated in the USLM there remains uncertainty about
how deep the SSW may penetrate, i.e., whether it will
evolve as a minor warming and influence only the USLM
region or whether it will develop into a full major warm-
ing with anomalies descending into the lower stratosphere
to influence the underlying tropospheric weather patterns
(Noguchi et al., 2016).

Future advances in our ability to predict SSWs will
rely on identifying the factors that precondition wave
mean-flow interactions and on improving our under-
standing of the spatial and temporal evolution of the
stratospheric polar vortex. Substantial progress has been
made over the past 40 years, using a combination of
observational and theoretical studies (Matsuno, 1971;
McIntyre, 1982; Baldwin et al., 2021). SSWs are usually ini-
tiated in the USLM region (O’Neill and Pope, 1988; Harvey
et al., 2002; 2018; Gray et al., 2004; Greer et al., 2013).
Greer et al. (2013) found that synoptic-scale disturbances
in the USLM have preceded every major SSW. They linked
the development of USLM disturbances to the instability
of ageostrophic flow and wave breaking, but exactly how

USLM disturbances precondition the flow and lead to the
development of SSWs remain poorly understood. Observa-
tional studies of SSWs have primarily employed reanalysis
datasets (Fujiwara et al., 2017) that rely on satellite obser-
vations as the prime source of data above ∼10 hPa. How-
ever, there remains significant uncertainty in the accuracy
of the reanalysis data in the USLM region, where verti-
cal variations of the flow are particularly challenging to
determine from the predominantly nadir-sounding obser-
vations (SPARC S-RIP, 2022, chapters 9, 11).

The influence of the equatorial stratosphere on SSWs
has been studied for many years because of the observed
relationship between SSWs and the quasi-biennial oscil-
lation (QBO: Holton and Tan, 1980; 1982). The QBO
determines the equatorial winds in the lower to middle
stratosphere (10–50 hPa) and thus defines the lower strato-
spheric waveguide for planetary-scale waves to propagate
into the stratosphere and influences the subsequent wave
mean-flow interaction near the polar vortex edge (Baldwin
et al., 2001; Lu et al., 2014; 2021a). However, relatively few
studies have explored the influence from higher regions in
the equatorial USLM (∼0.1–5 hPa) where the Semi-Annual
Oscillation (SAO) dominates (Garcia et al., 1997). The
available studies (Gray et al., 2001; 2004; 2020; Gray, 2003;
Pascoe et al., 2006) generally refer to the fact that vertically
propagating planetary waves are deep structures and the
SAO determines the location of the zero-wind line encoun-
tered by them in the USLM. Although those studies clearly
point to an influence from the SAO on the timing of SSW,
the exact dynamical processes are yet to be determined.

The primary driver of the westerly stratospheric SAO
phases, which are centred around the equinox, is momen-
tum transfer associated with fast Kelvin waves and gravity
waves. The primary driver of the easterly phase of the
stratospheric SAO centred around the solstice periods, on
the other hand, is associated with the cross-equatorial
advection of easterlies from the summer to winter hemi-
sphere associated with the Brewer–Dobson circulation
(Garcia et al., 1997; Smith et al., 2017). Barotropic insta-
bility of the subtropical easterly jet in the summer hemi-
sphere also affects the equatorial winds and temperatures
in the height region (0.1–5 hPa) where the SAO domi-
nates and its relationship with the 2-day waves has been
studied extensively (Salby, 1981; Plumb, 1983; Limpasu-
van and Leovy, 1995; Orsolini et al., 1997). Shuckburgh
et al. (2001) showed that barotropic instability is enhanced,
with associated synoptic-scale wave activity, on the flanks
of equatorial westerlies (their study examined barotropic
instability in the lower stratosphere associated with the
QBO, but is also relevant to the USLM). Hitchman and
Huesmann (2007) proposed that localized, synoptic-scale
wave breaking in the equatorial USLM acts to constrain the
growth and breaking of quasi-stationary planetary-scale
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waves as well as to prevent them entering the summer
hemisphere.

The time-varying nature of the SAO zonal winds is
known to induce a secondary meridional circulation in
equatorial/subtropical latitudes so that thermal wind bal-
ance may be maintained (Gray and Pyle, 1986; Hitchman
and Leovy, 1986). Relative downwelling (upwelling) over
the Equator is associated with the westerly (easterly) SAO
phase, with corresponding ascent (descent) in the sub-
tropics of each hemisphere. This secondary circulation
interacts with, and thus influences, the evolution of the
larger-scale Brewer–Dobson circulation (Semeniuk and
Shepherd, 2001). In general, the westerly phase of the
SAO is found to enhance the cross-equatorial flow in the
upper stratosphere at ∼3–5 hPa while the easterly SAO
phase enhances the cross-equatorial flow in the lower
mesosphere (Hitchman and Leovy, 1986). The westerly
SAO tends to work together with the westerly phase of
the QBO at 50 hPa and their combined effect enhances
nonlinear wave breaking in the winter hemisphere (Lu
et al., 2021a).

The January 2009 major SSW was a dramatic event
and has been used extensively as a case study to
examine dynamical processes associated with split-type
SSWs (Labitzke and Kunze, 2009; Manney et al., 2009;
Harada et al., 2010; Ayarzagüena et al., 2011; Albers and
Birner, 2014; Noguchi et al., 2016; Schneidereit et al., 2017;
Domeisen et al., 2018; Song et al., 2020). The majority
of these studies start their analyses from December or
10–20 days before the event, with a focus on either tro-
pospheric precursors or wave mean-flow interactions in
the extratropical winter hemisphere that occur just before
the SSW event. However, a recent study of the 2009 SSW
examined the sensitivity to early-winter conditions and
confirmed an influence from the early-winter SAO region
(Gray et al., 2020; hereafter G2020). The study used a
state-of-the-art seasonal forecast model to examine the
2008/2009 winter evolution by relaxing the zonal winds in
various parts of the atmosphere towards reanalysis fields.
They found that the SAO region influenced the timing and
vertical extent of the SSW. When the modelled equatorial
zonal winds were relaxed towards ERA-Interim (ERA-I)
values in the equatorial USLM (between ±10◦ latitude and
above the 5 hPa level) they achieved an accurate simu-
lation of the polar vortex winter evolution, including the
January 2009 SSW event. Without the imposed SAO relax-
ation, the model had an easterly bias in the equatorial
USLM, in common with most other models, that pre-
vented the correct evolution of precursor wave mean-flow
interactions.

While G2020 demonstrated the importance of the
early winter SAO evolution, further insight is required
to understand the underlying processes that yield a

successful simulation of the SSW. In this study, we extend
the study of G2020 by examining in more detail the
early-winter flow development and the associated dynam-
ics, to achieve a better understanding of the mechanisms
of SAO influence on SSW timing. We additionally expand
their study to explore the potential for extended NH win-
tertime seasonal forecast skill by examining the sensitivity
to the SAO of all major SSWs between 1979 and 2018. The
methodology of the study is provided in Section 2. Results
are provided in Section 3 and summarised in Section 4.

2 METHODOLOGY

2.1 Experimental set-up

Two model experiments from the G2020 study are anal-
ysed in this article. They were performed as part of a
series of experiments to investigate various factors that
may influence the timing of SSWs, including the role of
tropospheric planetary wave forcing and the role of an
accurately simulated SAO. A description of all the model
simulations is provided in G2020, together with an ini-
tial analysis of the results. In this article, two experiments
(AllTrop and AllTrop-UpStrat-Eq) are analysed in more
detail to provide added insight into how the imposed SAO
evolution influences the timing of the SSW. The only dif-
ference between the two experiments is a relaxation of
the zonal winds in the SAO region. In both simulations
the tropospheric zonal winds were relaxed throughout
the winter towards 6-hourly fields from the European
Centre for Medium-Range Weather Forecasts (ECMWF)
ERA-Interim reanalysis (ERA-I; https://www.ecmwf.int/
en/forecasts/datasets/reanalysis-datasets/era-interim). In
the AllTrop-UpStrat-Eq simulation the zonal winds were
additionally relaxed in the region of the SAO. Details of
the relaxation region and method are provided below. The
simulations were performed using the atmosphere-only
configuration of the Met Office Unified Model (UM, GA7.0
version 10.3: Walters et al., 2019) at N96 resolution (∼1.25◦
latitude, 1.875◦ longitude) and with 85 vertical levels
extending to 85 km (0.0053 hPa). Fifty-member ensembles
were performed for each experiment.

Both experiments were initialised with ERA-I zonal
and meridional wind and temperature fields on 1 Septem-
ber 2008 and then allowed to evolve freely through to
April 2009, except in the selected regions where they
were relaxed towards the corresponding ERA-I data (see
below). The correct phase of the QBO was achieved by
the initialisation, and a realistic QBO evolution through
to April was achieved in both simulations through
the non-orographic gravity-wave parametrization scheme
(Walters et al., 2019).

https://www.ecmwf.int/en/forecasts/datasets/reanalysis-datasets/era-interim
https://www.ecmwf.int/en/forecasts/datasets/reanalysis-datasets/era-interim
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The relaxation of the zonal wind field at each time step
used a Newtonian scheme

ΔX = GΔt (Xanalysis − Xmodel)

where X denotes the field, ΔX is the increment applied
over the time interval Δt and G is the relaxation parameter
(a constant). A 6-hour relaxation time-scale was employed
(Telford et al., 2008). The relaxation was applied only above
2.5 km to avoid the atmospheric boundary layer. A linear
tapering to zero was applied over two model levels above
and below the specified height to avoid abrupt changes at
the edge of the relaxation region (the resulting tapering
extended between 1 and 5 km depending on the height
region since the vertical model spacing is not uniform).
In both experiments the zonal wind field relaxation was
applied from 2.5 km up to the tropopause, identified by
the closest model level to the local lapse-rate tropopause.
Note that this is slightly different to G2020 which relaxed
zonal winds, meridional winds and temperature in the tro-
posphere. In this study we have only relaxed the zonal
winds. Removing the relaxation of meridional winds and
temperatures in the troposphere had virtually no impact
on the SSW evolution and thus was not considered to be
necessary. In the AllTrop-UpStrat-Eq experiment the zonal
winds were additionally relaxed towards ERA-I fields in
the equatorial upper stratosphere between 10oS and 10oN
and above the 5 hPa level (with linear tapering to zero by
±15◦). The paucity of observations means that there is rel-
atively large uncertainty in the veracity of the ERA-I data
in the equatorial USLM region and substantial disagree-
ment exists between different reanalysis datasets (SPARC
S-RIP, 2022, chapter 11). Nevertheless, the results of G2020
demonstrate that relaxation of the model towards the
ERA-I data in this region enables a substantially improved
simulation of the polar vortex evolution, suggesting that
the relaxation towards ERA-I reanalysis fields eliminates
an important model bias.

As described in G2020, the experiments were per-
formed as 50-member ensembles. All diagnostics pre-
sented in the article are taken from the first ensemble
member of the relevant experiment, as a representative
of the whole ensemble. In the AllTrop-UpStrat-Eq exper-
iment the ensemble members followed nearly identical
trajectories (see G2020 figure 1b), so the first ensem-
ble member is almost identical to the ensemble-average.
In the AllTrop experiment there was more variability
(see G2020 figure 1a) but the overall nature and tim-
ing of the vortex variations were very similar and none
diverged more than 10 days from the ensemble mean.
However, the aim of the article is to understand SSW
mechanisms involving individual wave events and their
interactions. We therefore choose to show results from a

single representative ensemble member rather than the
ensemble-mean to avoid loss of accuracy due to smooth-
ing associated with small mismatches in the timing of
wave events. We use the same ensemble member from
each experiment to ensure that the initial conditions are
identical.

2.2 Wave driving diagnostics

Eliassen–Palm (E-P) fluxes F⃑= (F(𝜙), F(z)) are used to indi-
cate Rossby wave propagation and the E-P flux divergence
(EPFD hereafter) measures the wave forcing, or body drag
on the zonal mean-flow (Andrews et al., 1987). In spherical
pressure coordinates EPFD takes the form

∇ ⋅ F = 1
a cos𝜙

[
F(𝜙) cos𝜙

]
𝜙
+ F(z)

z , (1)

where the meridional and vertical components of the E-P
fluxes F(𝜙) and F(z) are

F(𝜙) = 𝜌0a cos𝜙
(

v′𝜃′
𝜃z

uz − v′u′
)

F(z) = 𝜌0a cos𝜙
{[

f − 1
a cos𝜙

(u cos𝜙)𝜙
]

v′𝜃′
𝜃z

− w′u′
}

,

(2)

where a is the mean radius of the Earth, f is the Coriolis
parameter, z is the log-pressure height,𝜙 is latitude, 𝜃 is the
potential temperature, 𝜌0 is the basic density, u, v and w are
the zonal, meridional and vertical velocities. The overbar,
prime and subscript denote zonal average, departures from
zonal average, and derivative, respectively.

The calculations of F(𝜙), F(z) and ∇ ⋅ F were carried
out using 6-hourly model data. The fields were further
separated into stationary and transient contributions. The
stationary component was calculated by applying a 31-day
centred averaging window to the relevant variables at each
grid point. The transient component was estimated by
taking the difference between the instantaneous 6-hourly
field and the stationary component at that time. The con-
tributions from a selected range of zonal wave numbers
were also estimated by applying a Fast Fourier trans-
form filter longitudinally to the relevant variable with the
required zonal wave numbers before the E-P fluxes and
EPFD fields were calculated.

The plotted EPFD was divided by 𝜌0a cos𝜙, so that
the wave driving term in the transformed Eulerian-mean
(TEM) momentum equation has the same units as the
zonal wind tendency, that is, m⋅s−1⋅day−1. The E-P fluxes
were scaled by the air density, and the vertical com-
ponent of the E-P fluxes F(z) was further multiplied by
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111, for better visualisation of the wave propagation (see
Gray (2003) for further details).

To examine the residual-mean meridional circulation
and its interaction with the SAO, the TEM form of merid-
ional and vertical velocity

v∗ = v − 𝜌−1
0

(
𝜌0v′𝜃′∕𝜃z

)
z
, (3)

w∗ = w + (a cos𝜙)−1
(

cos𝜙 v′𝜃′∕𝜃z

)
𝜙
, (4)

are used to compare the two simulations in terms of
cross-equatorial flow and the latitudinal extent of the
residual-mean circulation.

2.3 Waveguide and breaking
diagnostics

In this study, we use polar stereographic projections of
Ertel’s PV gradient on isentropic theta surfaces (P𝜙) to
examine planetary-scale waveguides and wave breaking.
They are also used to identify the edge of the stratospheric
polar vortex by locating steep meridional gradients and
to identify regions where P𝜙 ≤ 0, indicating wave break-
ing/absorption, which are commonly found in the surf
zone and near the subtropical zero wind line.

In addition, latitude–height cross-sections of quasi-
geostrophic potential vorticity gradient (q𝜙) are plotted
together with TEM meridional circulation v∗ and w∗
(see Equations 3 and 4) to examine the link between
wave breaking and the outflow from the equatorial USLM
associated with the residual mean circulation. q𝜙 is
calculated as

q𝜙 = 2Ω cos𝜙 −
[ (u cos𝜙)𝜙

a cos𝜙

]
𝜙

+
af2

N2

(
uz

H
− uzz

)
, (5)

whereΩ is the Earth’s angular velocity, H is the mean scale
height (7 km), N is the buoyancy frequency, and a is the
Earth’s radius.

3 RESULTS

In this section we compare the evolution of the two sim-
ulations. The AllTrop-UpStrat-Eq simulation successfully
reproduces the timing of the January 2009 SSW (and is
hereafter referred to as the successful simulation) while
the AllTrop simulation fails (and is hereafter referred to
as the failed simulation). The only difference between
the simulations is the relaxation of zonal winds in the
SAO region (above 5 hPa, 10◦S–10◦N) in the successful

simulation. We concentrate on the autumn and early win-
ter period as the vortex begins to develop, to better under-
stand why the additional relaxation of zonal winds in the
equatorial USLM of the successful simulation precondi-
tions the vortex and is so influential in determining the
timing of the 2008/2009 SSW (Section 3.1). We then go
on to examine whether the improved understanding of
the 2009 SSW can be applied more generally to the entire
period 1979–2018 for which USLM data are available, to
predict the likelihood and timing of a major SSW.

3.1 Early winter influence of the SAO

The time evolution of the daily zonally averaged zonal
winds at 60oN for the 2008/2009 successful simulation is
shown in Figure 1a (red contours). As shown in G2020,
this time evolution is almost identical to the ERA-I evo-
lution for that winter, including the timing of the SSW in
late January and its vertical structure. The zonal winds
strengthen throughout the winter reaching a maximum of
∼70 m⋅s−1 in mid-January, followed by a dramatic reduc-
tion and reversal of the winds at the time of the SSW
on 24 January, in excellent agreement with the observed
winter evolution. The daily total EPFD averaged over
45–75◦N are superimposed (colour shading), to indicate
the time evolution of wave mean-flow interaction. Spo-
radic negative EPFD (blue shading), for example around
10 December, indicates the occurrence of Rossby wave
breaking and absorption when easterly wave momen-
tum is transferred from the wave to the zonal flow caus-
ing a corresponding sporadic weakening of the vortex.
However, from mid-December, periods of positive EPFD
are evident, implying wave-induced acceleration of the
mean-flow. During the same period, the vortex indeed
grows in strength and extends deeper into the lower strato-
sphere until a large burst of negative EPFD in mid-January
gives rise to the SSW.

The prolonged period with eddy-induced acceleration
of the polar vortex indicates that eddy momentum conver-
gence, which is associated with the horizontal component
of EP fluxes and normally of the opposite sign to eddy heat
flux convergence, must play an important role during this
period. A number of observational studies (e.g. Hartmann
et al., 1984; Mechoso et al., 1985) have noted the presence
of regions of positive EPFD, especially in the high-latitude
upper stratosphere. Robinson (1986) suggested that some
of these high-latitude positive EPFD values may be spu-
rious. However, the periods of positive EPFD shown in
Figure 1a appear to be realistic, since they correlate well
with periods of zonal wind acceleration (a similar effect
was found by Hartmann et al. (1984) and discussed further
by Andrews (1987)).
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F I G U R E 1 Time-series (2008-2009)/pressure (hPa) of zonally averaged zonal winds at 60◦N (red contours; m⋅s−1; thick contour
indicates the zero-wind contour) and E-P flux divergence (shaded; m⋅s−1⋅day−1) averaged over 45–75◦N from (a) the successful
(AllTrop-UpStrat-Eq) simulation in which the zonal winds were relaxed in the upper equatorial stratosphere as well as in the troposphere,
and (b) the unsuccessful (AllTrop) simulation in which the zonal winds were relaxed only in the troposphere [Colour figure can be viewed at
wileyonlinelibrary.com]

In the failed simulation (Figure 1b) the evolution
shows stronger, concurrent wave absorption and polar vor-
tex deceleration, particularly in the height range between
1 hPa and 0.1 hPa. Episodes of negative EPFD are evident
from early November and the zonal winds at 60◦N remain
relatively weak throughout the winter. In late November
the wave forcing is sufficient to cause the reversal of winds
to easterly in the USLM, as shown by the thick red zero
wind contour between 5 hPa and 0.1 hPa, 2–6 Decem-
ber, indicating the presence of a minor SSW. Thereafter,
the zonal winds remain weaker than in the successful
simulation. Despite the relatively strong wave forcing in
the failed simulation, a major SSW is not achieved until
late February, nearly a month later than observed. Both
the December minor warming and the February SSW also
failed to reproduce the vertical extent and spatial charac-
teristics of the warming. Both events were characterized by
a displaced (wave-1) warming instead of the observed split
(wave-2) SSW (not shown).

Although the zonal winds in the successful simu-
lation were only relaxed towards ERA-I in the region
above 5 hPa and between ±10◦ latitudes, the impact of
the relaxation spreads to high latitudes and to lower lev-
els once Rossby waves begin to propagate vertically from
the troposphere in early winter. Figure 2 shows the early

winter monthly-averaged latitude–height distributions of
zonally averaged zonal winds in the ERA-I reanalysis and
the two simulations from September through to December.
By experimental design both simulations are nearly iden-
tical to the ERA-I fields below 5 hPa at equatorial latitudes
(and also in the troposphere at all latitudes, not shown).
By November/December the polar vortex amplitude and
shape in the two simulations are substantially different.

At equatorial latitudes the main differences between
the two simulations as a result of the relaxation are not
found at 1–3 hPa where the SAO amplitude is greatest,
but on the upper flank of the SAO in the lower meso-
sphere (LM) between 0.1 and 0.5 hPa (see also G2020
figure 3). Without any relaxation, a “nose” of equatorial
easterlies develops in the failed simulation from October
through to December above 0.5 hPa (Figure 2c). It extends
from the summer hemisphere across the equatorial lat-
itudes and reaches as far north as ∼20oN in December.
These equatorial easterlies are very weak in September,
but they strengthen with time and descend, reaching in
excess of 30 m⋅s−1 by December at ∼0.5 hPa. In con-
trast, the successful simulation (relaxed towards the ERA-I
winds in the equatorial USLM and hence identical to the
ERA-I reanalyses in this equatorial region) remains west-
erly above 0.5 hPa until mid-November (Figure 2b). Thus,
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F I G U R E 2 Latitude–height cross-sections of monthly-averaged, NH zonally averaged zonal winds (m⋅s−1) from (a) the ERA-I
reanalysis dataset, (b) the successful AllTrop-UpStrat-Eq simulation and (c) the unsuccessful AllTrop simulation. Easterly winds are denoted
by dashed contours [Colour figure can be viewed at wileyonlinelibrary.com]

without the imposed relaxation, the model develops an
easterly phase of the SAO too early in the LM. G2020
noted the easterly bias of the model (see their figure 3)
which is also a common bias among climate models (Smith
et al., 2017; 2020).

The differences in the USLM winds at equatorial lat-
itudes are accompanied by distinctly different develop-
ments of the polar vortex in the NH. In the successful sim-
ulation, the relaxation of the SAO in the USLM delays the
northward movement of the zero-wind line. From Octo-
ber, the polar vortex axis starts to tilt equatorward as height
increases, in good agreement with the ERA-I reanalyses.
The polar vortex from October to December is character-
ized by a wide, conical-shaped geometry that is narrow
in the mid-to-lower stratosphere but wide in the USLM.
Waugh and Dritschel (1999) used an idealised model con-
figuration to study the dependence of Rossby wave propa-
gation and subsequent breaking on the initial shape of the
vortex. They found that upward propagation of wave activ-
ity is inhibited if the polar vortex area increases with height
(as in the successful simulation and the ERA-I reanalyses)
compared to a cylindrical vortex where the area remains
constant with height (more like in the failed simulation). A
recent reanalysis-based study also found that wave break-
ing and the vertical penetration of the stratospheric polar
vortex into the lower stratosphere in mid-to-late winter
are both affected by the shape of the early winter polar

vortex near the stratopause (Lu et al., 2021b). A strong
conical-shaped vortex geometry has also previously been
identified as an important precondition for split SSWs
(Albers and Birner, 2014). Our results are consistent with
these studies.

The broader vortex in the USLM in early winter of the
successful simulation is less susceptible to disturbances
from the troposphere than in the unsuccessful simulation,
as we have already seen in Figure 1. Indeed, from Novem-
ber the polar vortex of the successful simulation strength-
ens and extends downward. In contrast, in the failed sim-
ulation the USLM zero-wind line moves relatively rapidly
from the subtropical summer hemisphere into the sub-
tropical winter hemisphere from October, reaching as far
north as ∼20oN by December. The upper-level polar vor-
tex is thus noticeably narrower from October onwards. The
resulting narrow upper-level waveguide acts to confine the
wave activity closer to the polar vortex. This early contain-
ment of wave activity to the high latitudes leads to a weaker
polar night jet throughout the stratosphere, with an unre-
alistic orientation of the jet in the midlatitude USLM that
slopes poleward as height increases.

To better appreciate the differences in the early-winter
waveguide between the two simulations, Figure 3a,b
show the October averaged meridional gradient of Ertel
potential vorticity (P𝜙; colour shading) on the 2,800 K
isentropic level (∼0.2 hPa), which is the height of the

http://wileyonlinelibrary.com


1230 GRAY et al.

F I G U R E 3 October-averaged polar stereographic plots of meridional gradients of Ertel potential vorticity (shaded; m⋅s−1⋅K⋅kg−1). Left
panels (a,c) are from the successful (AllTrop-UpStrat-Eq) simulation, right panels (b,d) are from the unsuccessful (AllTrop) simulation. Top
panels (a,b) show the 2,800 K surface (∼0.2 hPa). Bottom panels (c,d) show the 850 K surface (∼10 hPa). Overlaid are the zonal-wind contours
(m⋅s−1; cyan contours with 10 m⋅s−1 intervals starting at 20 m⋅s−1; the zero-wind contour is highlighted in magenta) [Colour figure can be
viewed at wileyonlinelibrary.com]

equatorial easterly nose in the unsuccessful simulation
(Figure 2c). The polar vortex edge is indicated by the cyan
contours showing zonal wind speed. In the successful sim-
ulation, the zero-wind line (magenta contour) is absent
in the NH and the vortex winds broaden into the sub-
tropics, indicated by the 20 m⋅s−1 zonal wind contour at

20◦N (Figure 3a). Wave breaking and mixing occurs pri-
marily on the poleward flank of the vortex, as evident
from the regions with P𝜙 ≤ 0 north of ∼50oN (dark blue
shading). In contrast, the zero-wind contour appears at
∼10oN in the AllTrop simulation (Figure 3b), correspond-
ing to the northward edge of the easterly nose near 0.2 hPa
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F I G U R E 4 November 21st–30th 2008 averaged latitude–height cross-sections showing stationary, transient and total EP flux vectors
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shaded blue. Contours of the zonal winds are overlaid on the stationary components to show the position of the vortex (m⋅s−1; thick black
line is zero) [Colour figure can be viewed at wileyonlinelibrary.com]

in Figure 2d. Substantial regions with P𝜙 ≤ 0 are found
on the poleward side of the zero-wind line and the effect
swirls poleward along the polar vortex edge. They indicate
wide-spread overturning EPV contours, consistent with
repeated occurrences of large E-P flux convergence in the
extratropical USLM (Figure 1b).

Figure 3c,d show the corresponding distributions on
the 850 K surface (∼10 hPa). Regions of negative P𝜙 are
mostly confined to the Aleutian High over the North
Pacific sector in both simulations. However, the area of
negative P𝜙 is noticeably smaller in the successful simula-
tion (Figure 3c) than in the failed simulation (Figure 3d).
The results indicate that even though the stratospheric
zonal wind relaxation in the successful simulation is
applied only in the equatorial USLM, by October the wave
mean-flow interaction in the mid–high latitude winter
stratosphere is already substantially less than in the failed
simulation. As a consequence, the polar vortex continues
to strengthen in subsequent months (Figure 2).

EP-flux diagnostics provide supporting evidence for
the differences in wave forcing and the influence of the
SAO winds. G2020 examined the differences between
monthly-averaged E-P fluxes and EPFD from the two

simulations (see their Figures 3 and S4). As a further
example, Figure 4 shows the E-P fluxes and associated
EPFD averaged over the 10-day period 21–30 November,
just before the early December minor SSW that occurs
in the failed simulation (Figure 1). In both simulations,
the stationary and total E-P fluxes point upward and are
refracted equatorward towards the critical surface near the
zero-wind line in the subtropics. The USLM zero-wind
line in the successful simulation is positioned near 10oN,
allowing the stationary Rossby waves to propagate deeper
into the equatorial region (Figure 4a) than in the failed
simulation where it is positioned near 20oN (Figure 4d).
The corresponding regions of E-P flux convergence (blue
shaded) are found mainly in the extratropics and along the
polar vortex edge.

Major differences between the E-P fluxes in these
two simulations are evident primarily in the transient
components. In the successful simulation the equator-
ward extended stationary E-P fluxes in the USLM are
accompanied by poleward-pointing transient E-P fluxes
above 5 hPa near 25–40◦N and downward-pointing
transient E-P fluxes at high latitudes (55–75◦N; Figure 4b).
Near the subtropical zero-wind line (u = 0), incident
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quasi-stationary planetary-scale Rossby waves from the
extratropical winter hemisphere can be either absorbed
or reflected depending on the amplitude of the incident
waves and the stage of wave mean-flow interaction (Kill-
worth and McIntyre, 1985; Brunet and Haynes, 1996;
Walker and Magnusdottir, 2003). The poleward- and
downward-pointing E-P fluxes arrows shown in Figure 4b
suggest internal transient wave reflection. They also imply
wave-induced acceleration of the mean-flow, in contrast
to the more common distribution of E-P flux arrows that
point upward and equatorward, implying wave-induced
deceleration of the mean-flow. The net effect of the sta-
tionary and transient waves in the successful simula-
tion is thus a relatively small peak value of total EPFD
(−5 m⋅s−1⋅day−1) in the region of the polar vortex edge
between 50 and 70◦N in the USLM.

In contrast, there is no evidence of poleward and down-
ward reflection of transient waves in the failed simulation
(Figure 4e). The E-P fluxes of both stationary and tran-
sient waves point upward and equatorward and converge
strongly in the USLM (Figure 4d,e). The net effect of
stationary and transient waves is a much stronger total
wave forcing on the upper-level polar vortex, with a peak
value of EPFD of nearly −25 m⋅s−1⋅day−1 at 55◦N, 0.3 hPa
(Figure 4f), which is nearly five times greater than in
the successful simulation. This strong wave forcing of the
polar vortex in the failed simulation leads to the minor
warming in early December, in which the zonally aver-
aged zonal winds turn to easterly above 5 hPa at 60oN
(Figures 1 and 2h). In contrast, the successful simula-
tion shows a strengthening of the winds from ∼20 m⋅s−1

at 1 hPa at the end of November to 40 m⋅s−1 by early
December.

These differences in early-winter wave forcing suggest
that the SAO westerly phase in the USLM has impacted
not only the upper-level vortex shape but also the nature
of wave mean-flow interactions throughout the entire
winter stratosphere. The broader vortex of the successful

simulation is not only less susceptible to disturbances
from the troposphere, thus allowing the vortex to con-
tinue to strengthen radiatively, but also the evidence
from Figure 4 suggests that poleward reflection of tran-
sient waves from the subtropics actually contributes to
the strengthening of the vortex. Comparison of the sta-
tionary EPFD components in Figure 4 indicates that
they reach −15 m⋅s−1⋅day−1 in the failed simulation but
only −5 m⋅s−1⋅day−1 in the successful simulation, a fac-
tor of three difference. This suggests that the reflected
finite-amplitude transient waves may act to suppress the
baroclinic growth of quasi-stationary waves from below.
One contributing factor for this could be that the reflected
transient anticyclones from the USLM subtropics in the
successful simulation grow to finite-amplitude as they
spiral in around the edge of the vortex (O’Neill and
Pope, 1988; Harvey et al., 2002; Gray, 2003) and disrupt the
waveguide for slowly varying quasi-stationary waves from
the troposphere. Additionally, as the vortex continues to
strengthen and deepen, the increased barotropic shear at
the edge of the vortex may hinder the baroclinic growth of
quasi-stationary waves, through the “barotropic-control”
discussed by James and Gray (1986) and developed further
by James (1987).

A sustained contribution of internal reflection of
transient waves to the strengthening of the vortex is
confirmed by Figure 5. It shows the daily time series
of transient wave-2 vertical E-P flux component F(z)

from the successful simulation which was found to
be a dominant influence in the period leading up to
the January 2009 SSW (Albers and Birner, 2014). This
figure compares well with the corresponding diagnos-
tic from the JRA25 reanalysis (see figure 10b of Albers
and Birner (2014) but note that they did not plot neg-
ative values). A series of intervals with negative values
of wave-2 F(z) is evident. This effect commences around
21 November (that corresponds to Figure 4b). Following
the negative wave-2 F(z) around 21 November there is
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a strengthening of the zonal winds a few days later.
This forms part of a series of downward reflection/
propagation of wave-2 events from mid-November
through to mid-January, e.g. 20–30 November, 11–15
December, 24–28 December and around 4–14 January,
each of which precedes a strengthening of the vortex.
Throughout this time, the vortex gradually strengthens
at lower and lower heights so that by early January, just
before the observed SSW occurs, it extends deep into the
lowermost stratosphere where it can be more easily influ-
enced by tropospheric disturbances. To our knowledge,
this transient wave contribution to the strengthening
and deepening of the vortex has not been recognised
before. The transient wave-2 reflection and corresponding
wave-induced acceleration of the vortex is absent in the
failed simulation (not shown). Together, Figures 4 and 5
indicate that the origin of these transient wave differences
can be traced back to at least mid-November and the
downward reflection is directly linked to poleward reflec-
tion from the subtropical USLM (Figure 4b). Thus, the
diagnostics indicate that internal wave reflection in the
USLM plays a key role in the strengthening and deepening
of the vortex.

To better understand wave reflection in the USLM,
and its linkage with the imposed winds in the equato-
rial USLM of the successful simulation, Figure 6 shows
monthly-averaged cross-sections of quasi-geostrophic
potential vorticity gradients q𝜙 from the two simulations,
with the TEM winds v ∗ and w ∗ superimposed as arrows.
Both simulations show a localised region of strong positive

q𝜙 over the Equator in the region 0.3–3 hPa and this is
present throughout the period, as found in the clima-
tological study of Hitchman and Huesmann (2007) (see
their figures 1 and 2), who based their analysis on Ertel’s
PV. Regions of negative q𝜙, associated with barotropic
instability of the summer subtropical jet (Salby, 1981;
Plumb, 1983; Limpasuvan and Leovy, 1995; Orsolini
et al., 1997) are also evident from October onwards and
the effect is more prevalent in the successful simulation
by December/January. This is consistent with increased
curvature of meridional winds in the subtropical USLM
of the summer hemisphere, which is enhanced because of
the stronger westerly SAO (see figure 3 of G2020). Greater
meridional wind curvature implies a smaller horizontal
component of PV gradient so that q𝜙 is more likely to
become zero. By October the q𝜙 above ∼0.5 hPa in the
successful simulation has two well-separated maxima
either side of the Equator at ∼10–20oS and 20–30oN. This
structure remains throughout the period and is consis-
tent with increased mixing due to low-latitude Rossby
wave breaking together with barotropic/inertial instability
(Hitchman et al., 1987; Shuckburgh et al., 2001; Hitchman
and Huesmann, 2007).

The positive q𝜙 at ∼20-30oN continues to strengthen
and extend downward over time until by January there
is a clear q𝜙 maximum throughout the whole depth in
the NH subtropical stratosphere, which is absent in the
failed simulation. In January, this vertical strip of large
positive q𝜙 is accompanied by large positive values of
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the vertical w* component has been scaled by 300 to aid visualization) [Colour figure can be viewed at wileyonlinelibrary.com]
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q𝜙 tracking along the polar vortex edge slanting equa-
torward with height from around 60oN up into the sub-
tropical USLM. Together, they form a triangular structure
of q𝜙 in the winter stratosphere. A PV gradient struc-
ture with this formation has been previously identified
as an important precondition for the SSW (Albers and
Birner, 2014; see their figure 7). Here, we show that a
good representation of the equatorial USLM winds is
required in addition to the imposed tropospheric forcing to
accurately reproduce this preconditioning feature, as well
as its seasonal progression. We further suggest that the
external resonance examined by Albers and Birner (2014)
is closely related to the triangular structure of q𝜙, a
clear sign of nonlinear wave breaking (Killworth and
McIntyre, 1985).

The development of the residual mean circulation
is also clearly different between the two simulations.
The residual mean circulation in the LM is stronger
in the successful stimulation (compare e.g. September
and October) with noticeably stronger upwelling near
the Equator and increased northward outflow com-
pared with the failed stimulation. Semeniuk and Shep-
herd (2001) and Tung and Kinnersley (2001) have
noted that wave driving from the extratropical win-
ter stratosphere close to the Equator is more likely
to induce upwelling over the Equator. Tung and Kin-
nersley (2001) suggested that this enhanced strato-
spheric upwelling is most likely to be evident towards
the end of winter, since the surf zone extends closer to the
Equator by that time. However, the diagnostics from the
successful simulation suggests that in 2008/2009 this effect
occurs from early winter in the LM, with strong meridional
transfer of wave activity starting from as early as Octo-
ber. The increased upwelling is thus additional evidence
for the extension of wave breaking further into equato-
rial latitudes. Strong northward flow from the equatorial
region where the winds are westerly is also consistent
with enhanced synoptic-scale wave breaking (Hitchman
et al., 1987; Shuckburgh et al., 2001; Hitchman and Hues-
mann, 2007). The diagnostics therefore suggest that the
presence of localized Rossby wave breaking, in association
with barotropic instability of the summer easterly jet and
enhanced inertial instability during the westerly phase of
the SAO, aids the development of nonlinear poleward wave
reflection in the winter subtropical USLM. Nevertheless,
the precise role of inertial/barotropic instability in trigger-
ing internal wave reflection is not well understood and
requires further investigation.

In contrast, the residual mean circulation in the failed
simulation is noticeably weaker above 0.5 hPa. In that
simulation, the main feature of the circulation is a much
stronger but shallow cross-equatorial flow that develops
rapidly from November into December, consistent with the

timing of the early December minor SSW. A sharp tran-
sition of the meridional winds over the equatorial USLM
region from negative (southward) in September to positive
(northward) in October is also evident, consistent with a
rapid transition to SAO easterlies and development of the
nose of easterlies from October above ∼0.5 hPa in Figure 2.
The earlier onset of the SAO easterlies at 0.3–1 hPa and
stronger cross-equatorial flow evident in Figure 6h–j near
1 hPa are thus consistent with stronger wave absorption
in the subtropical LM and the absence of poleward wave
reflection in Figure 4e.

In summary, the diagnostics suggest that the equato-
rial USLM zonal winds that form the upper flank of the
equinoctial SAO in the height region 0.1–0.5 hPa play an
important role, not only by defining the initial shape of
the polar vortex and thus influencing Rossby wave prop-
agation, but also through internal transient wave reflec-
tion. The prolonged westerly winds in the equatorial lower
mesosphere at 0.1–0.5 hPa in the successful simulation
are the precursor to a vortex that strengthens progres-
sively and penetrates deeper into the lower stratosphere
over time as a result of nonlinear wave breaking and jet
sharpening. In contrast, the easterly SAO bias in the failed
simulation confines the wave forcing closer to the polar
vortex so that the polar night jet weakens earlier, with a
minor SSW occurring in early December, after which the
flow evolution diverges substantially from reality.

Figure 7 shows a schematic of the early winter
(∼October/November) zonal wind and PV gradients in
the lower mesosphere near 0.5 hPa for each of the sim-
ulations, to summarise the influential factors and to
highlight their differences. In the successful simulation,
strong westerlies in the equatorial lower mesosphere at
0.1–0.5 hPa result in an initial conical-shaped polar vortex
in the USLM, which leads to a delayed or weakened wave
mean-flow interaction due to reduced upward propaga-
tion of quasi-stationary propagating Rossby waves (Waugh
and Dritschel, 1999). The polar vortex structure together
with the localized wave-breaking near the Equator result
in poleward reflection of transient waves in the subtropi-
cal USLM. The reflected finite-amplitude transient waves
act to suppress baroclinic growth of quasi-stationary
waves from below, which result in a further strengthening
of the polar vortex. A persistently wide and strong polar
vortex thus becomes more resilient to wave disturbances,
delaying the occurrence of an SSW. In contrast, the failed
simulation involves strong wave-breaking and absorption
in the winter hemisphere as planetary waves propagating
from the troposphere first meet their critical line instead
of a turning surface. Also, the subtropical critical line
moves rapidly into the winter hemisphere, confining wave
forcing to the polar vortex, thus initiating an earlier onset
of the SSW.
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[Colour figure can be viewed at wileyonlinelibrary.com]

3.2 SSW sensitivity to SAO transition
timing: 1979–2018

While the diagnostics thus far indicate an influence of the
LM westerly-to-easterly SAO transition on the 2008/2009
SSW, we question whether this was an unusual event or
whether the influence is present in other years and could
therefore be a useful tool in SSW prediction. G2020 per-
formed case-studies of two additional winters (1988/1989
and 2005/2006) and found similar encouraging results.
Accurate timing of the SSW in each winter was only
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F I G U R E 8 Scatter plot showing relationship between the
date at which the ERA-I zonally averaged zonal winds at 60oN,
10 hPa reverses to easterly, indicating an SSW (x-axis; days since 1
December) and the date at which the equatorial zonally averaged
zonal winds reverse to easterly at 0.29 hPa after 1 October,
indicating the transition from westerly-to-easterly SAO phase
(y-axis; days since 1 October). Red squares show SSWs in DJFM,
blue squares show final warmings in April/May. The year
associated with each square is the year at the start of winter for
example, 1987 denotes the winter of 1987/1988. Red line shows the
line of best fit to the red (mid-winter) SSW years, and the associated
rank correlation and statistical significance is also shown. Three
winters (1984/1985, 1986/1987 and 1988/1989) have been excluded
due to unrealistic early SAO transitions [Colour figure can be
viewed at wileyonlinelibrary.com]

achieved when the additional relaxation of the equato-
rial USLM zonal winds towards ERA-I was imposed (see
G2020 supplementary information), suggesting that the
SAO influence is present in other years.

To extend the G2020 analysis we investigate the
relationship between SSW date and the SAO westerly-
to-easterly transition date for all years in the period
1979–2018, using ERA-I data. The date of the SAO
westerly-to-easterly transition was determined by identify-
ing the transition date after 1 October when the equatorial
winds at a selected USLM pressure level first reverse from
westerly to easterly. Daily ERA-I data on model levels
were used, to enable access to the upper-level data and
to avoid loss of accuracy when data are interpolated from
model levels to standard pressure levels. The SAO transi-
tion date was found to vary widely, from early October to
mid-November. Similarly, the timing of the major SSWs
was identified by determining when the zonally averaged
zonal winds at 60oN, 10 hPa became easterly and remained
easterly for at least 3 days. Once an SSW was identified, no
further events were counted in that winter.

Figure 8 shows a scatter plot (red squares) between
the SSW timing (x-axis; days since 1 December) and the
westerly-to-easterly transition date at ∼0.3 hPa (y-axis;

http://wileyonlinelibrary.com
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days since 1 October) for all years between 1979 and
2018. Three winters were excluded (1984/1985, 1986/1987,
1988/1989) because the westerly phase of the SAO was
absent at ∼0.3 hPa in those years. However, we note that
years in which there was anomalous volcanic activity or
extreme El Niño/Southern Oscillation (ENSO) years have
not been excluded (this is common practice in many simi-
lar studies but substantially reduces the number of years).
The scatter plot shows a high, statistically significant cor-
relation (r = 0.79, p < 0.01) between the SSW date and
the SAO westerly-to-easterly transition date. This relation-
ship implies that an early SAO westerly-to-easterly phase
transition date leads to an early SSW date while a late
transition date leads to a delayed SSW in late winter. The
correlation was found to maximise when the SAO tran-
sition at ∼0.3 hPa was used but the correlation with the
SAO transition at ∼0.5 hPa is still relatively high and sta-
tistically significant (correlation r = 0.55, p = 0.014). The
fact that this correlation is statistically significant even
when anomalous ENSO years are included, suggests that
this USLM influence associated with SAO transitioning is
independent of the surface processes that are well known
to influence upward wave propagation from the tropo-
sphere (such as ENSO). This statistically significant corre-
lation between the timing of the SAO transition and the
timing of SSWs does not, in itself, demonstrate causal-
ity since both could be a response to third-party forcing
such as the timing and/or strength of planetary wave forc-
ing from the troposphere. Nevertheless, the G2020 exper-
iments that examine three different winters have clearly
demonstrated that imposing the tropospheric wave forcing
alone in those winters cannot reproduce the correct SSW
timing, whilst additionally imposing the SAO zonal wind
evolution achieved an accurate simulation. Extension of
this correlation using data from 40 winters supports the
hypothesis that the timing of SSWs depends on the SAO
transition date as well as on the tropospheric wave forcing.

The analysis was also extended to April and May (blue
squares), to include quiescent years with a stable vortex
in which no mid-winter SSW occurred (the first identified
transition to easterlies at 60oN, 10 hPa in April/May there-
fore indicates the final warming). Apart from 1996/1997,
they all have relatively late SAO westerly-to-easterly tran-
sitions, consistent with an influence from the SAO even
in those years. However, the correlation is reduced signif-
icantly (r = 0.33, p < 0.05), suggesting that other factors
such as weak tropospheric wave forcing may have also
been important in those years. Excluding the 1996/1997
winter increases the correlation to 0.44 (p < 0.01). We note
that in 1996/1997 there was a near major SSW in late
November/early December (the 60oN 10 hPa zonal winds
reduced to ∼3 m⋅s−1) so this year may not be such an out-
lier as Figure 8 suggests. Similarly, the failed simulation of

SSW @ 10hPa,60N vs QBO @ 55 hPa, 0N

1979

1983

1984

198519861987

1988

1991

1997

1998

2000

2001

2003

2004

2005

2006

2007

2008

2009

2012

2013
2015

corr=0.56,p=0.0066

1980

1981

1982

1989

1990

1992

1993

1994

1995

1996

19992002

2010
2011

2014

2016

0 30 60 90 120 150 180

SSW: days since 1 Dec

-40
-35
-30
-25
-20
-15
-10

-5
0
5

10
15
20
25
30
35
40

E
q

u
a

to
ri
a

l 
U

 @
 5

5
 h

P
a

 (
m

/s
) 

F I G U R E 9 As Figure 8 but showing the relationship between
SSW date (since 1 December) and amplitude of the QBO (m⋅s−1) at
0oN, 55 hPa [Colour figure can be viewed at wileyonlinelibrary.com]

the 2008/2009 winter had a very early westerly-to-easterly
transition but strictly, did not achieve a major SSW until
February, since the 60oN 10 hPa zonally averaged zonal
winds in early December SSW did not reduce to zero
(Figure 1) and would strictly be classed as a minor SSW.
This would place the failed simulation as a similar out-
lier on the Figure 8 correlation plot. Nevertheless, we have
seen that the early December minor SSW was an impor-
tant indicator of the subsequent winter flow evolution of
that simulation.

The high correlation between SSW date and SAO
westerly-to-easterly transition date can be compared with
the well-known Holton–Tan relationship that links SSW
occurrence with the QBO phase (Holton and Tan, 1980;
1982). Figure 9 shows a similar scatter plot of SSW tim-
ing against the QBO phase at 55 hPa in December (all
years have been included in this scatter plot). The 55 hPa
level in December was found to maximise the correlation.
This is a lower level than the ∼40 hPa level that Dunker-
ton et al. (1988) and other subsequent studies have usually
employed. This is partly because we have included March
SSWs in our analysis (and our analysis also covers more
recent years).

The well-known early-winter Holton–Tan relationship
is evident in December and January, with virtually no
SSWs occurring in the QBO-W phase. Using the full
December–March (DJFM) a statistically significant corre-
lation of r = 0.56 (p < 0.01) is achieved and this increases
to r = 0.68 (p< 0.01) for DJF-only. Nevertheless, we believe
the inclusion of March is important since the number
of mid-winter SSWs that have occurred in March is not
negligible. Including April and May to take account of
years with only final warming events serves to reduce the
correlations further and they become insignificant.

Comparison of the DJFM correlations using the SAO
westerly-to-easterly transition time (0.79) and the QBO
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index (0.56) suggests that the SAO transition time may
be a more reliable indicator of the subsequent timing of
mid-winter SSWs than the QBO. However, the two indices
are not independent since, for example, the Kelvin and
gravity wave forcing of the westerly SAO phase is known to
depend on the underlying equatorial zonal winds that are
determined by the QBO (Garcia et al., 1997). The month
and pressure level of the SAO wind maxima shift depend-
ing on the phase of the quasi-biennial oscillation (QBO)
at 10 hPa. Smith et al. (2017) found that during easterly
QBO, the westerly maxima are shifted upward, are about
10 m⋅s−1 stronger and occur approximately 1 month later
than those during the westerly QBO phase. Nevertheless,
the correlation between the SAO westerly-to-easterly tran-
sition date and December QBO winds at 55 hPa is not
particularly high (r = 0.38, p < 0.05) which suggests that
the SAO transition date is influenced by other possible fac-
tors. These could include the strength of the tropical wave
forcing that influences the strength of the outgoing west-
erly SAO phase, the strength of midlatitude planetary wave
driving that influences the timing of the Brewer–Dobson
circulation reversal and hence the incoming easterly SAO
phase and possibly the 11-year solar cycle that influences
the local temperature and wind structure in the equatorial
USLM.

4 SUMMARY

Simulations of the early-winter precursor to the 2008/2009
split vortex SSW have been explored in detail, following
the initial analysis of Gray et al. (2020). Two model simu-
lations are compared, in terms of the development of the
polar vortex and the corresponding wave forcing. In both
simulations a relaxation towards the ERA-I tropospheric
zonal wind fields was included, so that the tropospheric
wave forcing was effectively specified. Additionally, in
one of the simulations the equatorial zonal winds were
additionally relaxed in the equatorial USLM (10oS–10oN,
above 5 hPa). Only this simulation was able to success-
fully simulate the timing and spatial characteristics of the
observed SSW (referred to as the successful simulation).
The relaxation of winds in the equatorial USLM thus
appears to have a significant influence on the SSW timing.

The nature of the USLM wind influence on SSW tim-
ing has been explored in detail and mechanisms related to
the upper flank of the SAO in the LM are proposed. A pro-
longed westerly phase of the SAO in the region 0.1–0.5 hPa
around the autumnal equinox was found to be a key fac-
tor. Without the equatorial USLM relaxation the failed
simulation develops an easterly model bias in the height
region of 0.1–0.5 hPa. The resulting early-onset of the east-
erly SAO phase influences the winter NH wave mean-flow

interaction so that the interaction occurs too early (from
October) and is constrained too far poleward. As a result,
planetary wave breaking and absorption are confined to
the polar vortex region. This weakens the vortex and leads
to an unrealistically strong minor SSW in early December,
after which the vortex development becomes increasingly
unrealistic.

The equatorial USLM zonal wind relaxation in the suc-
cessful simulation, on the other hand, helps to delay the
easterly onset of the SAO in the LM. The presence of SAO
westerlies in the LM help to define a strong conical-shaped
vortex which determines the subsequent wave mean-flow
interactions. Quasi-stationary Rossby waves are able to
penetrate further equatorward before breaking and trans-
ferring their momentum to the background flow. The
resulting absence of wave dissipation at high latitudes
allows the vortex to strengthen and extend deeper into the
mid-stratosphere. Additionally, the successful simulation
shows evidence of repeated poleward wave reflection of
transient waves from the subtropics and downward prop-
agation near the polar vortex edge. These sustained events
are accompanied by a strengthening of the vortex winds.
This nonlinear reflection thus additionally helps to pre-
condition the SSW by strengthening and extending it into
the lower stratosphere.

In summary, the study emphasises the role of the SAO
in determining the early winter conical shape of the vor-
tex. This enables Rossby wave penetration closer to the
Equator, internal transient wave generation and internal
nonlinear wave reflection. The analysis points to the
importance of the timing of the SAO westerly-to-easterly
phase transition on the upper flank of the SAO in the
height region 0.1–0.5 hPa. Without the relaxation of the
equatorial USLM winds towards the ERA-I reanalysis the
model has an easterly bias in this height region, in com-
mon with other models, so that the transition from west-
erly to easterly winds at 0.1–0.5 hPa occurs too early. As a
result, the early-winter upward propagating Rossby waves
encounter their critical surfaces in the USLM NH sub-
tropics from early winter, which results in increased wave
mean-flow interaction and the early disruption of the polar
vortex.

The study suggests that improved representation of
the USLM equatorial winds could lead to better forecasts
of SSWs. However, further analysis to confirm the verac-
ity of the identified SAO–SSW correlation using observa-
tional satellite data and other reanalysis datasets would
be valuable since there is much uncertainty in the accu-
racy of wind data in the USLM (Fujiwara et al., 2017;
Smith et al., 2020). Further examination of the source
of SAO variability would also be useful, for example
to explore whether the variability in timing of the
westerly-to-easterly SAO transition is primarily associated
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with the strength of the westerly wave forcing (larger wave
forcing would prolong the westerly phase) or whether
it is associated with the incoming easterly phase and
thus by variability in midlatitude planetary wave forcing.
Improved understanding of this variability and further
model validation would help point to ways in which the
model bias can be corrected.
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