
1. Introduction
To understand the electrodynamics of the ionosphere, it is essential to know the behavior of the ionospheric 
electric field. This determines the drift of particles in the geomagnetic field, it is a key component in driving 
ionospheric currents and it strongly affects the levels of ionospheric heating. Consequently, it is an important 
factor in assessing the pathways by which space weather impacts technology and society.

The electric field can be measured by satellites (e.g., Gustafsson et al., 1997; Rich & Hairston, 1994) and can also 
be estimated indirectly from the ground using radars (e.g., Chisham et al., 2007; Rishbeth & Williams, 1985). 
Since the electric field is related to the plasma velocity in the ionosphere and the local magnetic field, a measure-
ment of the plasma motion will yield an estimate of the electric field by assuming that the ion-neutral collisions 
are negligible, which is reasonable at a sufficiently high altitude (Brekke et al., 1994), in the F region of the 
ionosphere.

There are several types of ionospheric radar but in their simplest form they all work in essentially the same 
manner: the radar transmits a signal that is scatted by some structure in the ionosphere and the received signal is 
doppler shifted due to the motion of the structure, which is assumed to move with the bulk plasma motion. For 
coherent scatter radars these targets are field-aligned irregularities that are convected via the ExB drift motion 
(Tsunoda, 1988), combining measurements from multiple radars can provide 2-D horizontal vectors (e.g., Hanuise 
et al., 1993; Ruohoniemi & Baker, 1998). Incoherent Scatter Radar (ISR) signals reflect from ion-acoustic waves, 
giving a small-scale measurement of the ion velocity in the direction of the radar beam. ISR with at least three 
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Plain Language Summary We compare two different methods of using an ionospheric radar to 
measure the speed of ions moving through the high-altitude ionosphere. One method measures over a shorter 
time and smaller space than the other. We find that although both methods show similar large-scale patterns 
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very large at certain times of day (nearly double).
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spaced receivers can provide 3-D vectors and the European Incoherent Scatter Radar (EISCAT) is unique in 
having such a tristatic capability (Rishbeth & Williams, 1985).

A second method for retrieving vectors is to use a single radar and look in multiple directions (the monos-
tatic technique), combining the resultant line of sight velocities into a vector (e.g., Foster,  1983; Hagfors & 
Behnke, 1974; Zhang et al., 2007). Phased array radars such as the AMISR (Heinselman & Nicolls, 2008) can do 
this relatively quickly, as they are capable of digitally generating multiple beams. This monostatic measurement is 
also possible using a single dish antenna that can be steered to different pointing directions; this method has also 
been employed to derive altitude profiles of the ion velocity, something that is not easily done with a traditional 
tristatic approach (Williams et al., 1984).

These techniques have different strengths and weaknesses, and the velocity estimates that are produced depend 
strongly on the assumptions that are made. The scanning monostatic technique depends on assuming stationarity 
in the ionospheric plasma for the duration of a scan. The tristatic method relies on retrieving a weaker signal at 
remote receiver sites (weaker due to the distance from the scattering target).

The technique used for determining the velocity has implications for the potential applications. For example, 
using the monostatic technique to estimate the electric field during a period of dynamic, changing auroral struc-
ture could result in an underestimate as the relatively slow scan and large spatial area will act to filter out rapid 
flow bursts or strongly localized flows (e.g., Williams et al., 1989). Similarly, estimates of the electric field that 
rely on averaging over time and space will also lead to lower values, whichever the measurement technique. This 
can have a significant impact on estimates of electrodynamic properties, such as the current density or the level 
of Joule heating across the ionosphere (e.g., Rodger et al., 2001). Thus, it is important to ascertain the reliability 
of the underlying velocity estimate and determine whether any subsequent analysis might require a “correction” 
factor to improve their ability to capture the global picture (e.g., global scale models of electric field).

In this paper we use data from three decades of operations of the EISCAT tristatic radar to study the difference 
between the tristatic method and the scanning monostatic method. The tristatic measures at a scale of ∼10 km 
in the F region, whilst the monostatic measures across ∼100 km, due to the scanning motion. We show that at 
times the two methods show good overall agreement in their trends, but that large variability exists both in the 
tristatic method and in the relationship between the two techniques. This variability is partially controlled by 
geomagnetic activity levels. We consider a particular case period and examine the effect of the two techniques 
on the ionospheric component of Joule Heating. The monostatic method underestimates the tristatic by as much 
as 20%–40%.

2. Instrumentation
The EISCAT Association operates several ionospheric radars and support instruments in the European arctic. 
This study uses data provided by the UHF (ultra-high frequency) radar situated in Ramfjordmoen, near Tromsø, 
in northern Norway (69.58°, 19.23°, geographic coordinates). The EISCAT UHF operates on frequencies around 
930 MHz using a 32 m, mechanically steerable, parabolic dish. It primarily measures ionospheric parameters 
above ∼70 km altitude, with basic range and temporal resolution dictated by the chosen pulse length (1 μs–10 ms). 
The UHF transmits and receives on the same antenna providing profiles of ionospheric parameters. Until 2012 
it could also operate in tristatic mode, where the back scattered signal was detected by two remote receiver 
stations at Sodankylä, Finland (67.37°, 26.63°) and Kiruna, Sweden (67.87°, 20.43°). Combining the data from 
the receivers allowed vector measurements to be resolved, along with the standard profiles of electron density, 
electron temperature, ion temperature and the line-of-sight ion velocity (Williams et al., 1984). Post 2012 the 
tristatic capability was switched to the co-located VHF radar, due to increased interference from commercial 
use in the UHF radio band. Unfortunately, the VHF radar cannot be scanned in azimuth and has highly limited 
elevation control. In the future EISCAT_3D will incorporate multiple tristatic measurements.

An alternative method for extracting velocity vectors is through scanning the radar dish through several dwell 
positions and then calculating the velocity vector based upon the line-of-sight velocities recorded at each dwell 
position. Compared to the tristatic method this has the drawback of requiring a longer measurement period to 
compile a single velocity estimate; however, it does allow a profile of velocity vectors to be resolved giving a 
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means of probing the change with altitude and for estimating the neutral wind velocity (Nozawa & Brekke, 2000; 
Nygrén et al., 2011)

EISCAT radar measurements are converted into ionospheric parameters, including velocity estimates, using the 
Grand Unified Incoherent Scatter Design and Analysis Package (GUISDAP), maintained by EISCAT (Lehtinen 
& Huuskonen, 1996). This software package is available for anyone to download from the EISCAT website. 
Essentially theoretical spectra derived from model estimates of the ionospheric parameters are fitted to the 
autocorrelation function (ACF) of the received signal. From this process estimates of the ionospheric plasma 
density, electron and ion temperatures and the line-of-sight ion velocity are obtained. The results are usually 
calibrated against a local measurement of the plasma frequency from EISCAT's own Dynsasonde (Wright & 
Pitteway,  1979a,  1979b). A detailed description of EISCAT and its capabilities is available in Rishbeth and 
Williams (1985) and Rishbeth and van Eyken, (1993).

Figure 1 shows the locations of the EISCAT UHF radar sites at Tromsø (TRO), Sodankyla (SOD) and Kiruna 
(KIR) as red circles. It is worth noting that since 2012 the remote receiver sites have been re-tasked to operate 
with the VHF radar that operates from Tromsø, maintaining EISCAT's tristatic capability. The black circles in 
Figure 1 indicate the locations of some of the International Monitor for Auroral Geomagnetic Effects (IMAGE) 
network of magnetometers. These magnetometers measure the magnetic field at ground level and are sensitive 
to changes in the ionospheric current sheet (Lühr et al., 1998); they enable us to place EISCAT observations in 
the context of varying geomagnetic activity. In this study, we use the IE indicator; this is a local version of the 

Figure 1. Locations of the European Incoherent Scatter (EISCAT) radar sites (red circles) at Tromsø, Kiruna and Sodankylä. Locations of International Monitor for 
Auroral Geomagnetic Effects (IMAGE) magnetometer stations (black dots) that have contributed to the calculation of the IE index used in this study.
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Auroral Electrojet (AE) index. The AE index is derived from 12 observatories distributed longitudinally to give 
a global-scale measure of substorm-driven activity (Davis & Sugiura, 1966); in this study the IE indicator is 
determined from these IMAGE magnetometers to provide a more local scale measure.

Alongside IE we also consider the response of the EISCAT measurements to the driving solar wind conditions, 
particularly the interplanetary magnetic field (IMF). IMF data have been taken from the OMNI database (King & 
Papitashvili, 2005; Papitashvili & King, 2020); these data are collated from several spacecraft upstream of Earth 
the solar wind and propagated to the nose of the bow shock. To allow for comparison with the measurement in the 
ionosphere we have adjusted the timing of the IMF data by an average 13 min to account for the delay across  the 
magnetosheath and to the ionosphere (Khan & Cowley, 1999).

3. Data Description
The EISCAT radars do not take data continuously, but instead operate in campaign mode; half of the time they 
perform bespoke, user defined experiments known as Special Programmes (SP) and for the other half they run a 
series of standard experiments known as Common Programmes (CP). The latter cover a range of different point-
ing directions and scans to investigate different processes, but with the aim of building a synoptic data set. In this 
study we have used data from the Common Programme 2 (CP2) experiment from between 1987 and 2005 (inclu-
sive); this is a scanning experiment where the radar dwells in four directions defined by azimuth and elevation 
pairs: (180°, 90°), (183°, 77°), (167°, 64°), and (133°, 61°). The total scan takes 360 s with an average dwell time 
of 60 s. The pointing values are representative since the exact directions have changed by small amounts over the 
years to maintain a magnetic field-aligned position (the second direction in the set above).

For this work, all the monostatic measurements are taken from range gates centered between 240 and 255.5 km 
altitude, where the height of the gates is 20–30 km. This is in the F-layer, far removed from the collision dominant 
E-region, thus the electric field will tend to be the dominant driver of the measured velocity rather than the neutral 
wind. The neutral wind does still contribute to the ion velocity, particularly over longer times and larger spatial 
scales, but abrupt temporal and spatial changes in the velocity are reasonably attributed to changes in the electric 
field. Occasionally the interaction height of the tristatic measurement is changed, usually due to the magnitude of 
the electron density in the F layer; if it is too weak then the returned radar signal would be insufficient to analyze 
on a reasonable time scale. This is particularly important for the remote sites, which are a significant horizontal 
distance away and as such are attempting to receive a weaker scattered signal. Given the density drops away above 
the F-layer peak, it is advisable to set the interaction height close to where the density maximizes (depending 
of course on the aims of the experiment). At all times, the tristatic interaction height lay within the width of the 
altitude gate range of the monostatic measurement and given the scale height of the F-region the difference can 
in general be ignored. The horizontal scale of the tristatic measurement is defined by the beam width of the radar 
and the interaction region with the remote beams, giving ∼10 km. The positions of the dwell points in the radar 
scan pattern defines the horizontal scale of the monostatic method and the largest distance is ∼135 km. Thus, the 
two techniques are measuring the ion velocity across at least an order of magnitude difference.

Figure 2 shows (a) the extent of the data in time and how it is distributed as a function of (b) month and (c) 
magnetic local time (MLT). Panel (a) shows the number of data points in each calendar month for the period from 
1987 to 2005 (inclusive), represented by black bars. Overlaid is a 30-day running median of the daily sunspot 
number (dashed blue line) showing when the data were taken with respect to the solar cycle. A significant fraction 
of the CP2 experiments occurred across solar cycle 22 (1986–1996) with fewer observations in solar cycle 23 
(1996–2008). The EISCAT mainland radars underwent a refurbishment in 2000–2001 limiting their operation, 
also the CP2 runs form only one of several common programmes, and at times, other experiments take prece-
dence. The large spike in 2005 was due to a dedicated month-long CP2 run in September and was during the 
declining phase of the solar cycle, which tend to be geomagnetically active (e.g., Tsurutani et al., 2006).

Panel (b) breaks the observations down by time of year showing that the coverage by season was not uniform, 
with much fewer CP2 observations in the winter months than the Summer and particularly Autumn. CP2 is 
only one of a suite of common programmes operated by EISCAT, which include fixed field-aligned positions, 
low altitude D-region, low elevation monitoring of the polar region and large-scale scans to sample more of the 
ionosphere. The common time is often balanced between these experiments and so there are further limits to the 
amount of time operated by the radar in CP2 mode. The numbers here refer to the tristatic measurements and in 
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general there are four of these for every monostatic measurement. Panel (c) gives the occurrence as a function of 
magnetic local time (MLT). The data are sorted into 30-min bins. There is good local time coverage with a peak in 
the afternoon sector and a minimum pre-dawn. There are times when one or both techniques will fail and produce 
a bad data point, for example, if the signal-to-noise ratio is too low. If GUISDAP indicates a poor fit in the anal-
ysis, those data have been discarded along with the corresponding data from the other technique (Lehtinen & 
Huuskonen, 1996). Only data where a full vector has been resolved (north, east, and upward components) have 
been retained. No attempt has been made to remove data above a threshold value unless there was an obvious 
problem (such as a step-change in the time series due to unflagged analysis errors). This could lead to unfeasibly 
large velocity vectors that might be described as “unphysical.” However, given the maximum velocity possible 
in the ionosphere is an unknown quantity we have not created a potentially artificial limit. Aikio et al. (2018) 
reported flow channels with velocities of 3,300 ms −1, measured by EISCAT and the SWARM satellites, which 
was above previous expectations of a peak velocity. The frequency width of the radar receiver is wide enough that 

Figure 2. European Incoherent Scatter Radar (EISCAT) tristatic velocity data occurrence as a function of (a) year, (b) month 
and (c) Magnetic Local Time. Panel (a) shows the counts per calendar month as black bars; overlaid is the averaged sunspot 
number (dashed blue line–right Y axis), to show how the data distribution relates to the solar cycle. In (b) the columns 
represent the amount of data per month (aggregated across all years). Common Programme 2 (CP2) observation in any given 
year depend on the special time experiments run and which common programmes are used. Panel (c) shows the amount of 
data in each 30-min bin of magnetic local time (MLT). There is a tendency to peak in the post-noon sector.
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it is highly unlikely that any high velocities are the result of aliasing. Overall, this leaves 71,098 useable tristatic 
data points and 19,308 monostatic data points (at a given altitude) between 1987 and 2005 (inclusive).

In Figure 3 we look more closely at the uncertainties associated with the data using the northward component 
(VN) as an example (the other components behave similarly). Uncertainties (or errors) on the velocity measure-
ments are calculated during the analysis of the incoherent scatter spectrum where the GUISDAP software uses the 
variance of the deviation of the observed and predicted lags of the ACF to derive an estimate of the random error 
(e.g., Williams et al., 1996). Errors are propagated and combined via the analysis package when vector velocities 
are derived. Panel (a) shows the probability distribution function (PDF) of the ion velocity for the monostatic 
(blue) and tristatic (orange) techniques. The latter has a broader distribution indicating that it responds to higher 
velocities. In panel (b) we show the PDF of the associated uncertainties which illustrate that the tristatic method 
has a higher probability of a higher uncertainty.

For the tristatic measurements the uncertainties are a combination of the errors associated with the velocities 
measured by the UHF (as described above) and the two remote sites. For the line-of sight velocity the biggest 
factor is the signal-to-noise ratio, which is dependent on the plasma density and the distance along the radar beam. 
The distance to the remote receivers is large (see Figure 1) and this will naturally lead to larger uncertainties. In 

Figure 3. Probability Distribution Functions (PDFs) of the northward velocity (a), the associated uncertainties (b), and the relative uncertainties (c). In each case the 
blue (orange) line shows the data from the monostatic (tristatic) technique. The second row shows the distribution of velocity as a function of the uncertainty for the 
tristatic (d) and monostatic (e) techniques. The last panel (f) provides a comparison of the PDF of the tristatic uncertainty sampled across a range of velocities centered 
on the values indicated in the legend. Each PDF includes data from VN ± 20 ms −1.
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panel (c) we show the relative errors; these are broadly symmetrical around zero and the two dashed lines indicate 
where δVN = VN. 90% of the data (both techniques) have VN > δVN (and 82% have VN > 0.5 × δVN, 56% have 
VN > 0.1 × δVN). The relationship between the velocity value and associated error is explored in panels (d–f). The 
2-D PDF of the velocity as a function of the uncertainty for the tristatic and monostatic techniques are shown in 
panels (d and f) respectively. Both show very similar responses such that there is no simple linear relationship 
between the two; high velocity is not always associated with high uncertainty, though the paucity of data at high 
values may mask the effect. The peak close to δVN = 0 that is pronounced below ±200 ms −1, smooths out at 
higher speeds. In panel (f) we have plotted the 1-D PDF for selected velocities (each value in the legend is the 
center value with ±20 ms −1). The black line is for VN = 0 ms −1 and as we move to higher speeds (both north-
ward and southward), the tails of the distribution do increase, such that there is an increased likelihood of larger 
uncertainty at higher velocities. For example, at 200 ms −1 there is an approximate order of magnitude difference 
between an uncertainty close to zero and a value close to 150 ms −1, this difference decreases slowly as we move 
to larger velocities.

In the following analysis we will compare averages of the ion velocity data both on small and large temporal 
scales. Data with large uncertainties can skew averages, especially when looking at the impact of small-scale 
high velocities. Given the weak relationship between δV and V illustrated in panel (f) of Figure 3, using a median 
value rather than a simple mean will partially offset any impact of the high velocity values, but will also tend to 
undermine the contribution of high velocity data with low uncertainty. Therefore, to account for the uncertainty 
we haves used the weighted means both for analysis of the bulk flow and for directly comparing the monostatic 
and tristatic measurements.

In 2007 a new CP2 scan pattern was implemented with shorter scan and dwell times, and different pointing 
directions, in effect creating a different experiment. We decided to focus on the older configuration since it had 
significantly more data. A preliminary analysis of the second scan suggested it yielded similar results to those 
presented here.

4. Analysis
In this section we consider how the estimates of ion velocity vary in magnetic local time and in response to solar 
wind driving. Although it is possible to look at the statistical differences between the two data sets direct compar-
ison of the two techniques is made difficult due to the inherent temporal resolution differences between them. To 
overcome this, we use two approaches: we compare the probability distribution function of the ion velocity; and 
we use a value of the tristatic measurements averaged to the same resolution as the monostatic estimate (i.e., the 
weighted mean of the tristatic velocity in each monostatic scan). The latter technique leads to some smoothing of 
the variability of the tristatic estimate and so we also look at an additional parameter as a measure of that varia-
bility: the difference between the highest and lowest tristatic values in each scan (ΔVt).

4.1. Bulk Motion

Figure 4 presents the probability distribution functions (PDFs) of the ion velocity data. Each column represents a 
different velocity component: VE, eastward (left), VN, northward (middle) and VU, upward (right). In panels (a–c) 
the blue (orange) line is the monostatic (tristatic) ion velocity distribution. The bin sizes are fixed and indicated 
on the plots. Although curtailed at the edges, each plot contains more than 94% (84%) of the monostatic (tristatic) 
data.

The distributions are similar but with differences in each component. Both techniques result in wide distributions, 
but the tristatic is most likely to measure higher velocities, especially noticeable in VN and VU. Both the tristatic 
and monostatic measurements in panel (a) show an asymmetry, with a large bump on the westward (negative) 
tail. The color panels (d–i) show the 2-dimensional PDFs, splitting the velocity data into hourly bins of MLT; the 
same color scales are used for both monostatic and tristatic in each column. Panels (d–f) show the tristatic distri-
butions, with panels (g–i) showing the monostatic; the yellow, white and blue lines show the median, mean and 
weighted mean respectively, whilst the dashed line gives the 0 ms −1 position for reference. There is a well-defined 
local time dependence, with strong changes in the shape of the distribution between dayside and nightside for all 
components, for both techniques. There is a large broadening in VE with greater skew to negative values starting 
in the afternoon sector before switching positive across midnight.
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The similar bulk pattern for each technique reflects the overall large-scale velocity structure of the ionosphere, 
dominated by convection. However, the monostatic measurements have narrower distributions with sharper peaks 
across a larger range of MLT. That the two techniques produce broadly similar results is reassuring that they are 
capturing the overall velocity structure well. Given the range of possible values in each MLT, it is natural to 

Figure 4. Probability Distribution Functions (PDFs) of the ion velocity. The top three panels show the PDFs for the eastward (a), northward (b) and upward (c) 
components for the monostatic (blue) and tristatic (orange) velocities. Bin sizes are indicated in each plot. The tristatic has a broader distribution with longer tails 
indicating a tendency for high velocities. Panels (d–i) show the PDFs as a function of magnetic local time, high-lighting that both tristatic and monostatic are strongly 
dominated by the large-scale ionospheric velocity pattern. The yellow, white, and light blue lines in each plot shows the median, mean and the weighted mean velocity 
for each hour of local time.



Journal of Geophysical Research: Space Physics

KAVANAGH ET AL.

10.1029/2021JA030062

9 of 23

wonder how the level of geomagnetic activity affects the two techniques, and by how much the two methods vary 
relative to each other at a given time. The large-scale convection pattern is driven by the solar wind and interplan-
etary magnetic field (IMF) via reconnection (Dungey, 1961). The changes in driving will be responsible for some 
of the spread in the distributions since variations in the IMF will alter the location and rate of reconnection (e.g., 
Trattner et al., 2005), which in turn alters the overall convection pattern (e.g., Ruohoniemi & Greenwald, 2005).

Figure 5 presents weighted mean values of the horizontal ion velocity sorted by MLT and the clock angle of the 
IMF, θIMF, which is defined as the angle of the field from north, in the north-east plane (Y-Z in GSM coordinates). 
It is positive clockwise, negative in the anti-clockwise sense. Vectors have been calculated from the weighted 
means of VE and VN in each 1-hr bin of MLT for four different IMF conditions: (a) |θIMF| < 45°, or northward; 
(b) 135° < |θIMF|, or southward; (c) 135° > θIMF > 45°, or eastward; and (d) −135° < θIMF < −45°, or westward.

The arrows give the magnitude and direction for the tristatic, Vt, (orange) and monostatic, Vm, (blue), where north-
ward is to the top of the plot and eastward is to the right of the plot. The black arrow in the bottom right corner 
of each panel gives the scale of the vectors; it should be noted that these vary with northward (Figure 5a) being 
the smallest (50 ms −1) and southward (Figure 5b) being the largest (200 ms −1) The small dial-plot in the bottom 
left-hand corner of each panel shows the number of monostatic data points behind each vector in the larger plot 
(multiply by 3.7 to get the approximate tristatic data numbers). The data have been split by IMF direction to sepa-
rate the dominant drivers of reconnection. Under northward IMF, lobe reconnection can occur, but the strength 
of driving of the flow is generally reduced. For southward IMF convection is strongly enhanced and larger flows 
will cover a greater region. The BY component can modify the convection pattern, skewing the size and locations 
of the cells. Freeman et al. (1993) showed that lobe reconnection can begin at θIMF ∼ ±45°, hence the chosen 
boundaries of our bins.

Average ion velocities under northward IMF (a) are much lower than for southward conditions (b); however, the 
relative differences in direction and magnitude are larger for northward than for southward though the absolute 
velocity differences are similar between the two IMF directions (<25 ms −1). Exceptions occur for northward 
IMF at 1–2 MLT (>65 ms −1), 16–18 MLT (>34 ms −1) and 22 MLT (34 ms −1); and for southward IMF at 2 MLT 
(88 ms −1), 10 MLT (86 ms −1) and 14–15 MLT (>43 ms −1). Northward IMF conditions (a) led to much larger and 
variable differences in direction through MLT with small periods of consistent direction change. For southward 
IMF (b) the difference in direction are much smaller (averaging ∼6° compared to 20° for northward IMF). This 
is consistent with strong driving from steady reconnection; though these are snap-shot values, and no attempt has 
been made to select based on persistence of IMF direction. The patterns of flow direction for the eastward (c) and 
westward (d) IMF are similar, though the magnitudes vary. There are moderate magnitude differences between 
the two techniques either side of midnight for both IMF directions. The angular differences are relatively small at 
all MLT, the highest being close to noon and pre-midnight in both cases.

4.2. Small Scales

Both techniques capture the overall bulk motion of the ionosphere when considering large-scale averages (in 
space and time), though the biggest difference occur under northward IMF. Moving beyond the bulk motion, we 
consider the relationship between Vm and Vt at the small-scale.

Figure 6 shows the ion velocities from the 13 September 2005. This day was part of a quasi-continuous 20 days run 
of the EISCAT UHF. These data have also been analyzed in other work (e.g., Aikio et al., 2012; Cai et al., 2014). 
The top two panels present the solar wind and geomagnetic activity for the interval. Panel (a) shows the IMF BY 
(black) and BZ (red) components. Through the interval the IMF rotated from predominantly eastward to westward, 
with a varying southward component prior to 14 UT. After this the IMF had a mostly northward component, 
but with southward excursions at ∼18:30 UT and 22:30 UT. In Panel (b) the local electrojet indicator, IE, shows 
several peaks corresponding to the changes in the IMF, including a particularly broad peak between 9 and 14 UT, 
which is linked to a period of strongly southward IMF. The magnetic local time at EISCAT leads UT by approx-
imately 2 hr, such that activity at 12 UT is close to 14 MLT.

Panels (c–e) show the ion velocity components for the tristatic (orange) and monostatic (blue) methods. Here 
we have included an averaged tristatic value (green); this is the arithmetic weighted mean of the tristatic 
values across each scan, such that one averaged tristatic value corresponds to a single monostatic value. This 
allows a one-to-one comparison of the two methods. For each estimate of the velocity the overall structure 
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throughout the day is broadly similar. All three values show large westward flows across noon in response 
to the peak in the broad IE and the southward IMF. There is large variability in each component, standing 
out in VN (d), VU (e) and in VE (c) though the scale masks this (due to the large change in the bulk motion). 
There are periods of large variability including large differences between the different methods. The largest 

Figure 5. Clock plots showing the vectors of the weighted mean horizontal velocity in each 1-hr bin of magnetic local time (MLT) for the monostatic (blue) and 
tristatic (orange) measurements for different interplanetary magnetic field (IMF) conditions. The blue bar plots show the amount of data behind the averages in each 
bin. The single black vectors indicate the scale size for each plot. (a) northward IMF where the absolute clock angle is less than 45°; (b) southward IMF where the 
absolute clock angle is greater than 135°; (c) eastward IMF, with clock angle between 45° and 135°; (d) westward IMF, with clock angle between −45° and −135°. The 
positive (negative) clock angle is measured (anti)clockwise from north GSM. The northward IMF shows a lot of difference between the techniques, notably in angle as 
well as magnitude. Note that the absolute magnitude differences are similar in each plot.
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coincides with the enhanced IE values, both on the night-side and to a lesser degree on the dayside. This 
is reflected in all components. It is not clear from these data whether there is any systemic difference or 
variability.

In Figure 7 we explore the inherent variability in the tristatic measurement. The top panel (a) once again shows 
the corresponding IE index. The lower three panels show the eastward (b), northward (c) and upward (d) compo-
nents for two parameters derived from the ion velocities: black dots represent the difference between the monos-
tatic and average tristatic measurements, Vm–Vtav, (left hand axis); the filled line is the difference between the 

Figure 6. Observations on the 13 September 2005, the radar was running the CP2 scan pattern. (a) the interplanetary 
magnetic field (IMF) By (black) and Bz (red) from the OMNI database. (b) the IE indicator (a local measure of AE) derived 
from the magnetometer stations shown in Figure 1. (c) the eastward component of the ion velocity for the tristatic (orange), 
monostatic (blue) and averaged tristatic (green) measurements. (d) as for (c) but for the northward component. (e) as for (c) 
but for the upward component. Each component shows more variability during active periods, with the tristatic showing the 
most. Overall variability increases during geomagnetically active periods.
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maximum and minimum values of the tristatic velocity, ΔVt, within a single scan (right-hand axis). The tristatic 
values are from different points within the monostatic scan and as such the variability, ∆Vt, represents a mixture 
of spatial and temporal effects. The difference between the monostatic and tristatic measurements show larger 
variability with increases in magnitude during periods of enhanced geomagnetic activity for all components.

The distribution of Vm–Vtav is close to symmetric about zero with a mean of 0.31 ms −1 for VE, 0.53 ms −1 for VN and 
−0.03 ms −1 for VU (the medians are approximately an order of magnitude higher). However, the distribution has 
heavy tails and so the standard deviation is very large (448 ms −1 for VE). If we consider the absolute value of the 
difference, |Vm–Vtav|, the mean is 179 ms −1 for VE, and the difference in probability density is within an order of 
magnitude of the 0 ms −1 difference. Comparing the monostatic and tristatic velocity values in this way illustrates 
that there are significant differences at the small scales, even when the larger trends are similar. For example, 
12% of the data points show opposite directions in the VE component, 17% in the VN component and 12% in the 
VU component across the entire data set.

The variability of the underlying tristatic measurement is represented by the ΔVt parameter. Figure 7 indicates 
that this value also increases (for each component) as geomagnetic activity is enhanced; like Vm–Vtav the rela-
tionship is not linear, since similar levels of IE can produce a weaker or stronger response in ΔVt. This suggests a 
complex relationship that may involve an effect due to the different response of the ionosphere at different MLT, 
and of course may reflect the shift in location relative to the convection pattern. That said the two parameters, 
|Vm–Vtav| and ΔVt, are weakly correlated (for VE) in the interval shown with R = 0.33 (upper and lower bounds of 
0.44 and 0.20 for the 95% confidence interval). However, when the entire dataset is considered, this correlation 
increases such that R = 0.59 (upper and lower bounds of 0.60 and 0.58 for the 95% confidence interval). Thus, 
larger differences in the two techniques are linked to periods when the tristatic measurement experiences large 
variability on short time scales.

Figure 8 shows the distributions of Vm–Vtav (a, b) and ΔVt (c, d) as a function of MLT for the VN component; the 
white lines represent the median values in each MLT bin. The data have been separated by the orientation of 
the IMF clock angle, for the northward (a, c, e) and southward (b, d, f) directions. The bottom two panels show 
the  underlying counts in each MLT bin.

For Vm–Vtav the distributions narrow close to noon and widen on the nightside and the median values would 
suggest a small difference between northward and southward IMF conditions (>50 ms −1 at all MLT). However, 
the distributions in all MLT are wider for southward IMF, which suggests that not only are bigger differences 
more likely on the nightside, but the differences increase under stronger driving and/or active conditions. Similar 
results occur for ΔVt, though this time the difference is clearer in the median values. The distributions suggest 
higher probability of increased variability in the short-term tristatic measurement on the nightside, and this prob-
ability increases with southward IMF. Very similar distributions for both parameters can be achieved by sorting 
the data by the IE index.

Given the strong dependence on MLT, particularly the variability on the nightside it is worth considering whether 
solar illumination may play a role. This was ruled out as a strong effect by comparing the distribution of ion 
velocity as a function of solar elevation angle and splitting the data into dayside and nightside MLT regions to 
show the resultant distributions are different (Figure S1 in Supporting Information S1).

5. Discussion
The EISCAT radars provide a unique method for comparing two techniques for determining the ion velocity in 
the ionosphere. The two techniques, although often considered interchangeable, are measuring across different 
spatial and temporal scales. The tristatic measurement has a horizontal scale of ∼10 km, whereas the monostatic 
measures across ∼100 km. The tristatic method gives a rapid measurement, limited only by the integration time 
required to achieve sufficient signal (from seconds to minutes); the monostatic method provides a slower meas-
urement (few to 10s of minutes) that by its nature smooths across a larger portion of the sky and relies on the 
local conditions not changing over the time span of the measurement. In this sense the monostatic technique acts 
as a natural filter for small scale (spatial and/or temporal) phenomena (Williams et al., 1990). To date EISCAT 
has been the only radar with tristatic capability so that other incoherent scatter radars have had to rely on some 
version of the monostatic technique or beam swinging to derive an ion velocity vector, and an estimate of the 
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ionospheric electric field (e.g., Behnke & Hagfors, 1974). Therefore, it is important to understand how the two 
techniques relate to each other and whether the monostatic method is adequately capturing important detail of 
flows in the ionosphere (if it is assumed that the tristatic measurement more accurately reflects the true condi-
tions at small scales). Given that other techniques may also rely on averaging over longer timescales and/or larger 

Figure 7. (a) the IE indicator as in Figure 4. Panels (c–d) show the difference between the monostatic and averaged tristatic velocity (black circles) for the eastward 
(b), northward (c) and upward (d) components. The shaded regions show the difference between the maximum and minimum values of Vt that underlie each value of 
Vtav (right y-axis). This gives a measure of the variability of the data. Both the difference and the variability go up during active periods. The averaged tristatic velocity 
retains significant differences with the monostatic.
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Figure 8.
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areas/volumes this provides an insight into how important it may be to determine a correction factor to capture 
small scale variation.

Williams et al. (1984) were the first to examine the two techniques, using data from 18 May 1982. They found 
generally good agreement in the overall structure, though there were clear differences in the velocity, both 
in magnitude and direction. For parts of the day the difference in the northward component was as much as 
200 ms −1. In this current study we found similar results to Williams et al. (1984), but with considerably more 
data we were able to consider how the two velocity estimates responded to different levels of solar wind driving/
geomagnetic activity and to examine the variation in local time.

EISCAT velocity data has been compared with other techniques for measuring ionospheric flow velocities, most 
notably observations from the high frequency (HF) Hankasalmi, Finland, radar of the Super Dual Auroral radar 
Network (SuperDARN) (e.g., Davies et al., 1999; Gillies et al., 2010). These studies used the UHF tristatic veloc-
ity to calculate the component velocity along the SuperDARN beam. Davies et al.  (1999) found a reasonable 
correspondence and explained the observed differences in terms of contamination of the SuperDARN data with 
scatter from the E-region and some issues with the spatial and temporal sampling. Gillies et al. (2010) found a 
good correlation but found the SuperDARN velocities to be lower than those measured by EISCAT. This was 
attributed to an overestimate of the refractive index in the HF coherent scattering region.

The advent of phased array ISR has allowed quicker monostatic measurements, partially removing the problem 
of rapidly changing conditions (Heinselman & Nicolls, 2008), though retaining the spatial averaging. The arrival 
of EISCAT_3D, a tristatic phased array capable of multiple beam intersections (McCrea et al., 2015) at high 
power, will improve our ability to examine both the spatial and temporal response of the velocity field to changing 
conditions.

The data presented in Figure 6 illustrates a large variability in the velocity measurements as well as big differ-
ences between Vm and Vt for all components of the ion velocity. These data are like those presented by Williams 
et al. (1984) in their Figure 5. In both cases there is a broad agreement in the overall trends for each component, 
but there are substantial differences in velocity at a given time from the two techniques. Figure 3 showed the 
distribution of the associated errors, that are derived in the analysis of the incoherent scatter spectrum. To deter-
mine if there is a substantial difference between the two techniques, we compare the velocities and associated 
uncertainties for the monostatic and the averaged tristatic values to calculate the percentage of data points where 
the two values overlap. that is,

(𝑉𝑉tav − 𝑛𝑛𝑛𝑛𝑉𝑉tav) ≤ 𝑉𝑉𝑚𝑚 ± 𝑛𝑛𝑛𝑛𝑉𝑉𝑚𝑚 ≤ (𝑉𝑉tav + 𝑛𝑛𝑛𝑛𝑉𝑉tav) (1)

(𝑉𝑉𝑚𝑚 − 𝑛𝑛𝑛𝑛𝑉𝑉𝑚𝑚) ≤ 𝑉𝑉tav ± 𝑛𝑛𝑛𝑛𝑉𝑉tav ≤ (𝑉𝑉𝑚𝑚 + 𝑛𝑛𝑛𝑛𝑉𝑉𝑚𝑚) (2)

where δV is the associated uncertainty (or error) and n is an integer value allowing us to scale the breadth of the 
uncertainty window to determine the overlap. For the entire data set the percentage of data where the uncertainties 
overlap (n = 1) are 36% of VE and 42% of VN. If we accept that the distribution of errors is such that wider bounds 
are more reasonable (e.g., n = 2) then the amount of overlap increases to 61% for VE, and 69% for VN. Therefore, 
we conclude that the difference in the two techniques is important and worth considering in more detail.

5.1. Bulk Motion

The tristatic and monostatic techniques result in very similar distributions in MLT (Figure 4) showing that both 
techniques capture the same overall motion. The velocity distributions are wide, non-gaussian, not centered 
around zero, and have large skew, particularly on the nightside. Although not shown, the shape of the distribu-
tions in MLT do change with the prevailing IMF conditions, consistent with studies of the convection pattern 
(Ruohoniemi & Greenwald, 2005). Sorting the data by IMF BZ has the biggest effect, with negative values leading 

Figure 8. Distribution of Vm–Vtav and ∆Vt (northward component) as a function of magnetic local time (MLT) for northward (left panels) and southward interplanetary 
magnetic field (IMF) (right panels). Panels (a and b) show the Probability Distribution Functions (PDFs) for the difference in velocity between the monostatic and 
averaged tristatic values. Panels (c and d) show the PDFs for the difference in velocity within each scan, again as a function of MLT. The white lines indicate the median 
values. The direction of the IMF makes very little difference to Vm–Vtav in MLT, though the distribution is broader for southward IMF (b). The same is true for ∆Vt, with 
a much larger difference on the night-side. The bottom two panels (e, f) show the number of data points behind each MLT bin. MLT bins are 1 hr wide, velocity bin 
widths are 50 ms −1.
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to wider, more skewed distributions and positive BZ reducing them slightly. Either way, neither the mean nor 
median values are necessarily good representations of the flow at a given time. This emphasizes the danger of 
relying on simple empirical models to provide ionospheric flows and related parameters (e.g., the electric field).

There are differences: the tristatic distribution is heavier tailed perhaps suggesting that it is more responsive to 
faster streams in the ionosphere than the monostatic. These would be either smaller spatial and/or temporal scales. 
In Figure 5 we explicitly looked at the effect of the IMF direction by binning the data both by the clock angle and 
MLT and calculating weighted means for both Vm and Vt. The resultant average velocities are in good agreement 
with those presented by Cai et al. (2014), who used a sub-set of EISCAT data to examine ion velocities at two 
latitudes for different clock angles, though using different boundary values for the bins.

Although there are clearly differences in the overall velocity patterns between IMF orientations, it is when we 
compare the velocity estimates under a given orientation that we find an interesting feature. There are small to 
moderate differences between Vt and Vm for southward (b), eastward (c) and westward (d) IMF, but there are large 
differences in both the magnitude and angle of Vt and Vm at virtually all MLT under northward IMF (a). This 
result is similar to the findings of Abel et al. (2009) who used SuperDARN data to assess the effect of IMF clock 
angle (θIMF) on ionospheric velocity across different scales (between ∼45 and ∼1,200 km). Abel et al. (2009) 
found that when the IMF was nearly purely northward the velocity fluctuations were different to all other orienta-
tions. They attributed this to the influence of solar wind driving in all cases except for northward IMF where the 
ionosphere is “decoupled from the solar wind.” Some caution should be employed when attributing our results 
to the same cause as those suggested by Abel et al. (2009) since their observations were limited to open field 
lines in the polar cap, whereas the EISCAT observations are likely to be nearly always on closed field lines. Abel 
et al. (2006) reported observing different behavior either side of the open-closed boundary (OCB), though they 
only considered the effect of the IMF on data poleward of the OCB. However, that strong coupling tends to lead 
to similar values for Vt and Vm whilst weaker driving results in differences in variability at different scales is a 
reasonable conclusion.

It is worth noting a further limitation in this analysis. We have used instantaneous measurements of the IMF 
(as propagated from the solar wind to the bow shock and with a fixed 13-min traversal time to the ionosphere), 
consequently there is no consideration of how variable the IMF was at a given time and the impact on the iono-
spheric velocity. Ideally periods of quasi stable IMF would have been identified and the corresponding velocity 
data binned appropriately, but the sporadic, non-continuous, synoptic nature of the EISCAT measurements makes 
this analysis extremely difficult on the scales we are looking at. This does mean that there is a large uncertainty 
surrounding the measurements that we have presented but we have constrained this by using somewhat large IMF 
bins, such that the consequences of the intermittency of the IMF is mostly contained within the bins.

We have established that the direction of the IMF not only impacts the overall bulk motion (as we would expect) 
for the velocity derived from both techniques, but that it also effects the relationship between the velocity esti-
mates. Although the biggest relative effect was when the IMF was northward, all other directions still have 
periods when the difference between Vt and Vm is appreciable. For the eastward and westward IMF cases, the 
difference between Vm and Vt tends to be more variable between ∼21 and 05 MLT, and particularly stable in the 
dusk sector.

5.2. Small Scale Motion

In Figure 6, we used data from the 13 September 2005 to provide a snapshot example of how the Vt and Vm related 
to each other and also introduced Vtav to allow direct numerical comparison. Both Vm and Vt showed considerable 
variation with geomagnetic activity linked to changes in the IMF, as did Vtav, which did partially bridge the gap 
between the two techniques, but still retained considerable difference with Vm. This was highlighted in Figure 7 
where the difference between Vm and Vtav were presented for the same period along with a measure of the variabil-
ity of Vt within a given value of Vtav, ∆Vt. There was considerable spread in the velocity difference, which tended 
to increase during periods of high geomagnetic activity; ∆Vt was also more variable during the same active peri-
ods. This would seem to be the opposite result to the conclusion of the bulk motion analysis, which suggested that 
quieter times (i.e., northward IMF) led to bigger differences.

In Figure 8 the analysis was expanded to the larger dataset, which confirmed the variability as a function of 
IMF direction but also indicated an MLT effect. The distributions of Vm–Vtav were wider on the nightside though 
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more so for southward IMF (b) than for northward (a). The same is true for ΔVt, which shows a much narrower 
distribution around noon. We were able to rule out solar illumination as a significant contribution to this MLT 
effect (see Supporting Information S1), such that the tristatic velocity tends to be more variable on the nightside, 
especially for southward IMF and this accompanies bigger differences in Vm–Vtav (a weak correlation between the 
two parameters does exist, R = 0.59). A possible explanation is that the tristatic measurement is responding to 
short duration/spatially confined flows missed by the slower, larger scale monostatic measurement.

The nightside of the ionosphere is linked to the tail of the magnetosphere and consequently it is home to the 
footprints of variable geomagnetic processes and dynamic current systems. The most notable manifestation of 
these processes is the aurora and auroral arcs have strong electric fields associated with them which in turn will 
lead to variable ion flows. Short duration flow bursts have been observed associated with auroral intensifications 
(e.g., Zou et al., 2009) as well as longer duration bursty bulk flows (e.g., Grocott et al., 2004). Phenomenon such 
as these certainly lead to variability in the nightside ionospheric flow on different scales. Williams et al. (1989) 
described short bursts of plasma velocity during substorms from EISCAT observations. Williams et al. (1990) 
used a combination of scanning tristatic and monostatic measurements to investigate bursts on the nightside and 
found that they were short-lived (3–7 min) and not always well detected by the monostatic mode. They did find 
examples where the velocity was well correlated over 1° of latitude such that the main limitation was the temporal 
rather than spatial extent of the measurement. These bursts were observed across the nightside of the ionosphere 
(Williams reported mostly in the evening and midnight sectors, but inspection of their data show a significant 
amount post-midnight). This is a plausible candidate for driving the difference between Vm and Vtav.

5.3. Electrodynamic Consequences

It is worth considering the impact that the differences between the two velocity estimates will have on our assess-
ment of electrodynamic processes in the ionosphere. Joule heating is a significant effect of energy exchange 
between the magnetosphere, ionosphere and thermosphere. Authors have provided varying descriptions of how 
the process works (e.g., Strangeway, 2012; Vasyliunas & Song, 2005) but fundamentally it is caused by the dissi-
pation of energy in ionospheric currents, associated with the electric field. The resistivity that leads to current 
dissipation is due to the collisions between the ions and neutrals, such that the overall temperature of both species 
is increased. Accurate estimates of Joule heating are important both for understanding the energy budget of the 
magnetosphere-ionosphere system and for the dynamics of the thermosphere. For example, large scale heating 
of the high latitude atmosphere will result in increased density at higher altitudes, which in turn will increase the 
atmospheric drag that is imparted to satellites and space debris that pass through, and hence change their orbital 
characteristics. To predict satellite orbit perturbations, we need good estimates of the neutral density, which rely 
on good estimates of the heating.

Rodger et al. (2001) found a median 20% (upper limit of 40%) underestimate of Joule heating when comparing 
hourly averaged electric field with 6-min averages. It is worth determining how much further that underestima-
tion may go when looking at even smaller scales, especially when many estimates of Joule heating will necessar-
ily rely on large scale observations. Deng and Ridley (2007) showed that model resolution made a big difference 
to estimates of the heating; changing the resolution from 5° to 1.25° latitude led to a 20% increase in heating. 
They suggested that this in-turn was an underestimate since it relied on averaged and smoothed empirical models 
of the electric field. Deng et al. (2009) used an empirical model with an electric field variability component to 
investigate the influence of this variability on Joule heating. They found that the variability increased the heating 
by more than 100%.

Aikio et al. (2012) provide a good summary of the electromagnetic energy exchange rates that result in Joule 
heating (QJ) and show that it can be calculated for a height interval between altitudes z1 and z2 by the integral:

𝑄𝑄𝐽𝐽 =
∫

𝑧𝑧𝑠𝑠

𝑧𝑧1

𝜎𝜎𝑝𝑝 (𝑬𝑬 + (𝑼𝑼 × 𝑩𝑩))
2
dz

(

Wattsm−2
)

 (3)

where B is the magnetic field, U is the height dependent (z) neutral wind field and σp is the height dependent 
Pedersen conductivity. E is the ionospheric electric field in the Earth-fixed frame of reference, and is given by:

𝑬𝑬 = −𝑽𝑽 × 𝑩𝑩
(

Vm
−1
)

 (4)
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where V is the ion velocity.

If the neutral wind is neglected, then we can simplify Equation 3 and express the “ionospheric” Joule heating as

𝑄𝑄 = Σ𝑃𝑃𝐸𝐸
2

(

Wattsm−2
)

 (5)

where ΣP is the height integrated Pedersen conductivity, or conductance. ΣP can be determined from the EISCAT 
electron density and temperature values (e.g., Senior et al., 2007); in this instance we have used values in the NIPR 
EISCAT database (http://pc115.seg20.nipr.ac.jp/www/eiscatdata/), following the method outlined in Hosokawa 
and Ogawa (2010). ΣP is obtained for each dwell position in each scan, which will introduce some error due to the 
radar positioning being non-field aligned. For our purposes this should be sufficiently small that it can be ignored. 
For the monostatic data time series, ΣP has been interpolated to give one value per scan. The magnetic field, B, is 
obtained from the International Geomagnetic Reference Field (IGRF) (Thébault et al., 2015).

Q is not the absolute value of Joule heating, rather it is an estimate of the “ionospheric” component and ignores 
the neutral component. Although including the effect of the neutral motion of the atmosphere is important for 
determining the absolute heating values (Billett et al., 2019; Thayer, 1998) in this case we are comparing two 
different methods over the same time interval. The neutral motion can be estimated from optical instruments 
(Aruliah et al., 2010) or by a combination of the EISCAT tristatic and lower altitude monostatic measurement 
(Nozawa & Brekke, 2000). In this instance the same correction would be applied to both the monostatic and 
tristatic techniques. Thus, the heating values that we discuss are not absolute and the most important considera-
tion is the difference between the two outputs.

We can apply Equations 4 and 5 to derive estimates of the Joule heating rate from both the monostatic and tristatic 
velocities and compare the two results. Figure 5 indicated both a local time and geomagnetic activity effect on 
the differences between Vt and Vm, reinforced in Figure 8. Therefore, we would expect that the link between Q 
from tristatic and monostatic would show both an MLT and geomagnetic effect. During the long CP2 run that 
EISCAT operated in September 2005, there was a large geomagnetic storm, which peaked on the 11 September 
2005 (maximum IE = 1500 nT) followed by a quiet period from the 18 September 2005.

In Figure 9 we present a comparison of the storm with the non-storm period by considering the average of Q as 
a function of MLT. Panel (a) shows the median IE for the storm (black circles) and non-storm (red crosses) peri-
ods. Panel (b) shows the corresponding averaged hourly values of Joule heating for the tristatic, Qt (orange), and 
monostatic, Qm, (blue), techniques, with dashed lines representing the “non-storm” periods. These are weighted 
means, using the associated errors from the velocity estimates; this reduces the impact of data with large uncer-
tainties, but retains the inherent variability of the data that would be lost when considering median values. Panel 
(c) gives the relative difference of Q from the two methods, normalized to the tristatic value and panel (d) shows 
that the number of data points in each bin are broadly similar for each technique.

Both monostatic and tristatic techniques follow the same diurnal pattern, very similar to that shown by Cai 
et al. (2014), including the suppression of the afternoon peak for geomagnetically quieter periods. Overall, Qt 
is greater than Qm, particularly in the morning sector and more so for the storm-time conditions. There are two 
points where Qm > Qt, at 3 MLT and 18 MLT, both during the non-storm time with the latter when Q was very 
low. In general, the non-storm Q track each other quite closely. Overall, the median relative difference between 
the two techniques is 45% (48%) of Qt during storm-time (non-storm time), this rises to 52% for the peak period 
(0–6 MLT) during the storm but drops to 36% in the non-storm period. Differences are very similar across noon, 
but during the secondary peak after 14 MLT the difference is only 26% of Qt, though the daytime values for Q 
during the non-storm period are exceptionally low. Plots of the median of Q as a function of MLT are provided 
for comparison in the supporting material (Figures S2 and S3 in Supporting Information S1). These show that the 
interquartile range strongly overlap in the afternoon sector, suggesting these values are broadly similar, but in the 
morning sector the tristatic range is much larger.

As stated above, these values of Joule heating (Q) are only the ionospheric component (that part dominated by the 
electric field) and ignore the effect of the neutral winds (Equation 3). The contribution of the neutral wind to Joule 
heating as has been studied by previous authors (e.g., Aikio et al., 2012; Fujii et al., 1999) and shown to have an 
MLT and geomagnetic activity dependence. During medium to high geomagnetic activity winds tend to increase 
heating rates in the mornings sector (by 20%–30%) but decrease them in the evening. Assuming a 30% increase 

http://pc115.seg20.nipr.ac.jp/www/eiscatdata/
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relative to the monostatic technique (which was used by Aikio et al. (2012) to determine the neutral winds), the 
relative difference drops to 46% of Qt (Qm = 0.54 Qt), which is still appreciable.

By integrating Q with respect to time we can determine the difference in total energy between the storm and 
non-storm periods for both techniques. These numbers are indicative since they ignore the neutral wind, which 
is important, especially when the geomagnetic activity is low. The inclusion of the neutral wind will modify the 
overall values of the Joule Heating but will not compensate for the difference. During the storm the estimate from 
the tristatic method was 5.9 kJ m −2 and the monostatic was 4.2 kJ m −2, thus the monostatic technique led to an 
estimate that was 29% lower than the tristatic across the whole period. For the non-storm period the tristatic gave 
2.7 kJ m −2 and the monostatic was 1.2 kJ m −2, 56% lower. This indicates that the absolute difference between the 

Figure 9. Average of the ionospheric component of Joule heating, Q, as a function of MLT, during the storm and non-storm 
times of September 2005. Panel (a) gives the median IE index in MLT for the storm (black) and non-storm (periods). Panel 
(b) shows the monostatic (blue) and tristatic (orange) weighted mean values of Q for storm time (circles) and non-storm time 
(dashed crosses). Panel (c) is the ratio of the relative difference between Q from the two methods for storm time (black) and 
non-storm time (red). Panel (d) gives the number of data points that have contributed to the averages for both techniques for 
storm (solid line) and non-storm times (dashed lines).
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two techniques does not alter much with geomagnetic activity during this period, but the relative difference is 
higher for less active conditions which is also when the neutral wind effect become even more important (Aikio 
et al., 2012).

The method of determining the velocity and hence the electric field has an impact on the Joule heating calcu-
lation. Where the differences are large, it is the small-scale, rapid tristatic measurement that leads to a higher 
estimate; in the case that we have looked at this is primarily in the morning sector. This is in line with Rodger 
et al. (2001), which identified a significant increase in heating when smaller scales were considered. In that study 
the smaller temporal and spatial scale was comparable with that of the monostatic measurement reported here, 
such that this work carries the observation to smaller scales and continues to find an overall increase. The meas-
urements presented here are localized but are directly applicable across the auroral zone. The effects of heating 
spread throughout the atmosphere (e.g., Laskar et al., 2021) and so increase densities and drag across a larger 
portion of the satellite orbit.

5.4. The Future

The development of EISCAT_3D (McCrea et al., 2015) provides the perfect opportunity to further investigate 
the effect of scale on the vector measurements of incoherent scatter and how that translates to electrodynamic 
processes. Since EISCAT_3D will be able to produce multiple, simultaneous, intersecting beams, it will be 
possible to replicate a monostatic-type measurement at the same cadence as simultaneous tristatic measurements. 
The large field of view will facilitate multiple tristatic measurements such that a volumetric image of the velocity 
field will be achieved. This can be directly compared with other parameters (such as the 3-D pattern of electron 
density and temperature) to establish the impact that different sized structures (such as auroral arcs) have on the 
local velocity field (and hence the electric field). Careful averaging will allow experiments to be conducted to 
determine the velocity at various spatial scales (in a similar manner to the tristatic and monostatic comparison) 
in response to the different structure sizes and establish the impact of both spatial and temporal scales on the 
magnitudes of the observations.Furthermore, the multi-beam, large volumetric measurements of EISCAT_3D 
will provide a means of determining the importance of the small-scale differences to the electrodynamics beyond 
the results shown here. By establishing the spatial distribution of Joule heating and feeding that information into 
large scale models it will be possible to assess the overall impact and significance.

6. Conclusions
We have used the extensive archive of EISCAT data to compare the ion velocity measurements from the tristatic 
and monostatic techniques, which derive estimates across different horizontal scales in the F-region. Both repre-
sent the large-scale, convection flow with generally good agreement. The biggest differences in local time aver-
ages are observed for strongly northward IMF conditions. This is consistent with past observations and could be 
attributed to stronger solar wind driving (non-northward IMF) reducing the variability.

Even when the large-scale average is close to zero, direct comparison of the velocities shows that there can be 
significant differences that vary with MLT; up to several 100 ms −1 on the night side. The difference between 
the velocity estimates is correlated with the measure of the variability of the tristatic measurement (R ∼ 0.6). 
Differences in the velocity observations are broadly consistent with small scale flow bursts in the ionosphere as 
reported by previous authors. These may be associated with the flows that accompany enhancements in auroral 
arcs, explaining the local time variation in the velocity difference distributions. However, this cannot explain all 
the difference between the techniques and further investigation is required, particularly focused around periods 
of increased auroral activity.

The different velocity values that are obtained from the monostatic and tristatic measurements can lead to signif-
icant differences in the magnitude of the ionospheric component of Joule heating. Using the long CP2 run from 
EISCAT in September 2005 as a case study we were able to compare the MLT and geomagnetic activity depend-
ence of the Joule heating for a large geomagnetic storm and for a quieter period that followed. Both periods 
showed the characteristic maximum in the morning sector and in both cases the heating from the tristatic method 
was greater than that calculated from the monostatic method. Overall, the difference between the two was 45% for 
storm-time and 48% for the non-storm period, with a greater difference in the morning sector (52%). The neutral 
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winds would modify this difference depending on MLT and the prevailing geomagnetic conditions. Taking the 
largest estimate of impact, the morning difference between Qm and Qt would be 46% of Qt.

Thus, the greater temporal variability measured by the tristatic technique at smaller scales (∼10 km compared to 
∼100 km for the monostatic technique) leads to a moderate increase on the local estimate of Joule heating. This 
warrants further study to properly establish the cause and to determine whether there is a significant impact on 
the large-scale energy budget and by extension the impact on thermospheric temperatures and densities during 
storms.

Data Availability Statement
The analyzed EISCAT data values of velocity, electric field and conductance that were used in this paper are 
available from the NIPR EISCAT database (http://pc115.seg20.nipr.ac.jp/www/eiscatdata/). Both the tristatic 
and monostatic velocity data are stored as daily ASCII files. The tristatic data can be accessed at http://pc115.
seg20.nipr.ac.jp/www/eiscatdata/vecvel/uhfkst_cp1_cp2_cp3_new/ascii/, and the monostatic data are available 
at http://pc115.seg20.nipr.ac.jp/www/eiscatdata/vecvel/cp2tro/ant/ascii/. The height integrated conductivity data 
are also available as ASCII files at http://pc115.seg20.nipr.ac.jp/www/eiscatdata/conductivity/uhf_sigma/2005/. 
The magnetometer data that underpins the IE index and the index itself are freely available from the IMAGE 
magnetometer data repository (https://space.fmi.fi/image/) and the data can be accessed via: https://space.fmi.
fi/image/www/il_index_panel.php. We thank the institutes who maintain the IMAGE Magnetometer Array: 
Tromsø Geophysical Observatory of UiT the Arctic University of Norway (Norway), Finnish Meteorologi-
cal Institute (Finland), Institute of Geophysics Polish Academy of Sciences (Poland), GFZ German Research 
Centre for Geosciences (Germany), Geological Survey of Sweden (Sweden), Swedish Institute of Space Physics 
(Sweden), Sodankylä Geophysical Observatory of the University of Oulu (Finland), and Polar Geophysical Insti-
tute (Russia). We acknowledge NASA GSFC's Space Physics Data Facility's OMNIWeb service for the use of 
OMNI data (https://omniweb.gsfc.nasa.gov). The data can be downloaded as yearly ASCII files at: https://spdf.
gsfc.nasa.gov/pub/data/omni/high_res_omni/ (Papitashvili & King, 2020). The statistical analysis and plotting 
in this paper was performed using MATLAB ver. R2020b including the statistics toolboxes, the sanePColor 
(Manning, 2016) and Wmean (Auton, 2009) functions from file exchange and the Multi Instrument Analysis 
(MIA) toolbox by Marple and Honary (2004).
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