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A B S T R A C T   

In a repository for radioactive waste hosted in a clay formation, hydrogen and other gases may be generated due 
to the corrosion of metallic materials under anoxic conditions, the radioactive decay of waste and the radiolysis 
of water. If the gas production rate exceeds the gas diffusion rate within the pores of the clay, a discrete gas phase 
will form and accumulate until its pressure becomes large enough to exceed the entry pressure of the surrounding 
material, at which point dilatant, advective flow of gas is expected to occur. 

The purpose of Task An under DECOVALEX-2019 is to better represent the processes governing the advective 
movement of gas in both low-permeability argillaceous repository host rocks and clay-based engineered barriers 
within numerical codes. In this paper special attention is given to the mechanisms controlling gas entry, flow and 
pathway sealing and their impact on the performance of the engineered clay barrier. Previous work suggests gas 
flow is accompanied by the creation of dilatant pathways whose properties change temporally and spatially 
within the medium. Thus, four new types of approaches have been developed: (i) standard two-phase flow 
models (continuous techniques) incorporating a range of different mechanical deformation behaviours, (ii) 
enhanced two-phase flow models in which fractures are embedded within a plastic material (continuous tech
niques) or incorporated into the model using a rigid-body-spring network (discrete approaches), (iii) a single- 
phase model incorporating a creep damage function in which only gas flow is considered, and (iv) a concep
tual approach used to examine the chaotic nature of gas flow. The outputs from these different approaches are 
compared. This is an essential step as the choice of modelling approach strongly impacts the representation and 
prediction of gas flow in a future repository. In addition, experience gained through this task is of direct rele
vance to other clay-based engineering issues where immiscible gas flow is a consideration including hydrocarbon 
migration, carbon capture and storage, shale gas and landfill design. 

This paper summarises the outcomes of work in Task A conducted between May 2016 and May 2019 and 
provides a brief overview of the experimental data and a synthesis of the work of the participating modelling 
teams.   
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1. Introduction 

In 1999, Rodwell et al. 1stated “there are few problems in geoscience 
more complex than the quantitative prediction of gas migration fluxes 
through an argillaceous rock formation”. To understand this statement, 
it is necessary to appreciate why argillaceous materials (which include 
clays, claystones and mudrocks) differ from other clastic sedimentary 
rocks. Key factors in this respect include the sub-microscopic dimensions 
of the interparticle spaces, the very large specific surface of the mineral 
phases, strong physico-chemical interactions between water molecules 
and surfaces, very low permeability, generally low tensile strength, a 
deformable matrix, and a very pronounced coupling between the hy
draulic and mechanical response of these materials. It is therefore 
necessary to consider these properties collectively when defining the 
behaviour of these materials (both natural and engineered) in order to 
successfully represent gas flow in such systems. 

With this in mind, the processes governing the movement of re
pository gases through engineered barriers and clay-rich host rocks can 
be split into two components, (i) molecular diffusion (governed by Fick’s 
Law) and (ii) bulk advection. In the case of a repository for radioactive 
waste, corrosion of metallic materials under anoxic conditions will lead 
to the formation of hydrogen. Radioactive decay of the waste and the 
radiolysis of water are additional source terms. If the rate of gas pro
duction exceeds the rate of gas diffusion within the pores of the barrier 
or host rock, a discrete gas phase will form.2,3,4 Under these conditions, 
gas will continue to accumulate until its pressure becomes sufficiently 
large for it to enter the surrounding material. 

In clays and mudrocks, four primary phenomenological models 
describing gas flow can be defined, Fig. 1: (1) gas movement by diffusion 
and/or solution within interstitial fluids along prevailing hydraulic 
gradients; (2) gas flow in the original porosity of the fabric, commonly 
referred to as two-phase flow; (3) gas flow along localised dilatant 
pathways, which may or may not interact with the continuum stress 
field; and (4) gas fracturing of the rock similar to that performed during 
hydrocarbon stimulation exercises. 

There is now a growing body of evidence6,7,8–12,13–15 that in the case 
of plastic clays and in particular bentonite, classic concepts of porous 
medium two-phase flow are inappropriate and continuum approaches to 
modelling gas flow may be questionable, depending on the scale of in
terest, the scale of the processes and resolution of the numerical model. 
However, the detail of the dilatant mechanisms controlling gas entry, 
flow and pathway sealing are unclear as is the extent to which the 
“memory” of such features within clay may impair barrier performance, 
in particular, acting as preferential flow paths for the movement of ra
dionuclides transported in the gas phase. 

Several international projects aiming to understand the advective 
movement of gas through clay-rich materials have already been con
ducted. These include MEGAS (1991–1994), EVEGAS (1994–1996), 
PROGRESS (1996–1999), GAMBIT (1998–2005), NF-Pro (2002–2006) 

and FORGE (2009–2013), see Bond et al.16 for more details. However, 
development of new and novel numerical representations for the 
quantitative treatment of gas in clay-based repository systems are 
required, and are the primary focus of Task A in the DECOVALEX-2019 
project. New numerical techniques provide an invaluable tool with 
which to assess the impact of gas flow on repository layout and therefore 
design of any future facility. In addition, the same processes and 
mechanisms described in such models are of direct relevance to other 
clay-based engineering issues where immiscible gas flow is involved e.g. 
shale gas, hydrocarbon migration, carbon capture and storage and 
landfill design. 

Task A is organised into three steps, starting with code development 
(step 0), followed by modelling of a 1D gas flow test (step 1) and a 
spherical gas flow test (step 2). An optional step (step 3), dealing with 
natural argillaceous materials, was also introduced but only modelled by 
UPC/Andra, see Damians et al.17 for more details. The reason to include 
both experiments is to verify the capabilities of the codes to numerically 
represent the complex coupled multi-phase flow problem, since it is not 
possible to build confidence from a single test. 

This paper gives a technical overview and synthesis of key conclu
sions of work conducted from May 2016 to May 2019 by the partici
pating modelling teams:  

1. BGR/UFZ (Germany): Federal Institute for Geosciences and Natural 
Resources and the Helmholtz Centre for Environmental Research.  

2. CNSC (Canada): Canadian Nuclear Safety Commission.  
3. KAERI (Korea): Korea Atomic Energy Research Institute.  
4. LBNL (United States of America): Lawrence Berkeley National 

Laboratory.  
5. NCU/TPC (Taiwan): National Central University and Taiwan Power 

Company (Taipower).  
6. Quintessa/RWM (United Kingdom): Quintessa Ltd on behalf of 

Radioactive Waste Management.  
7. SNL (United States of America): Sandia National Laboratories.  
8. UPC/Andra (Spain/France): Universitat Politècnica de Catalunya, 

funded by l’Agence nationale pour la gestion des des déchets 
radioactifs. 

Further details can be found in other synthesis publications, see 
Tamayo-Mas et al.18,19. 

2. Experimental data 

In this task, two different experiments undertaken by the British 
Geological Survey (BGS) were used: (a) a one-dimensional and (b) a 
three-dimensional gas injection test. Both tests were performed on 
compacted bentonite samples supplied by Clay Technology AB (Lund, 
Sweden) and were comprised of two stages; hydration followed by gas 
testing. 

Fig. 1. Conceptual models of gas flow (after Marschall et al.5 BGS © UKRI).  
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2.1. One-dimensional gas flow test on saturated bentonite 

The first experiment was performed on a pre-compacted Mx80 
bentonite sample, see Table 1 for the sample dimensions and geotech
nical parameters and Daniels and Harrington20 for a detailed description 
of the sample preparation and laboratory procedure. 

As reported by Daniels and Harrington20; a constant volume pressure 
vessel was used for the testing (see Fig. 2 and Harrington and Horse
man10 for a general description of the employed apparatus). The pres
sure vessel was instrumented with (i) 2 axial and 3 radial load cells, (ii) 3 
radial arrays, which allowed the continuous monitoring of pore pressure 
within each array, and (iii) a central filter mounted at the end of a 6.4 
mm diameter steel tube inserted into the sample. 

Equilibration phase started immediately after installation of the 
sample, with water uptake from the radial and backpressure end closure 
filters. This stage ran for a period of 7.3 days. Once sufficient swelling 
pressure had been established, the hydration phase was initiated by 
simultaneously applying an external pore pressure of 1.0 MPa, up to day 
39.3, see Fig. 3. 

In phase 2, gas was injected across the axial end face of the cylin
drical sample, through filter EC1, and outflow was measured at the 
opposing end, see report by Daniels and Harrington20 for a detailed 
description. This began on day 39, when additional helium was added to 
the injection system to increase gas pressure to 3 MPa. This was then 
held constant for a period of 7 days. At day 46, the injection pump was 
set to a constant gas compression rate of 500 μl/h and the injection 
pressure gradually increased for the next 8 days from 3 MPa to 5 MPa 
whilst the volume of gas in the injection system decreased from 235 ml 
to 139.7 ml. At this point (day 54), the gas compression rate was reduced 
to 375 μl/h. At day 61, 59.95 ml further helium was added to the 
interface vessel, whilst maintaining constant gas pressure in the system. 
See Fig. 4 for the evolution of total stresses and pore pressures before gas 
breakthrough. 

Gas breakthrough (defined as the emergence of gas at backpressure 
filter) occurred at 63.8 days. At day 71, after a period of gas flow 
through the sample, the injection pump was stopped. Between day 71 
and day 76, the pore pressures decreased substantially, see Fig. 5a. 

Examination of the axial and radial load cell data during gas entry 
and breakthrough, Fig. 5, indicates that stress within the sample 
increased at the same time as gas breakthrough occurred in the back
pressure filter. Following gas breakthrough, the system approached a 
quasi-steady state as gas pressure approached an asymptote and flow in 
and out of the system began to converge (between days 63.5 and 71), 
Fig. 5b. Following gas breakthrough, total stress and pore pressure 
appeared integrally linked to the gas pressure within the clay. This is in 
line with previous observations.10,11 This continued following the 
cessation of pumping, as gas pressure and total stress and pore pressure 
began to decay. During this phase of testing, gas outflow was sporadic 
suggesting new gas pathways continued to open and close during this 
phase of testing. Some of these outflow events correlated with observed 
changes in total stress and pore pressure, while others did not. 

2.2. Spherical gas flow test through saturated bentonite 

The second experiment consisted of a 3D gas injection test performed 
on another pre-compacted Mx80 bentonite sample, see Table 2 for the 
basic geotechnical properties. A complete description of sample prepa
ration can be found in Harrington et al.11. 

The test comprised a series of component phases designed to un
derstand the response of the sample during gas entry and breakthrough. 
At the outset, the test was configured with helium gas within the central 
injection filter. Pressure in the central injection filter and backpressure 
systems were initially set at 0.25 MPa. At day 8.3, injection and back
pressures were increased to 1.0 MPa (in all filters except the back
pressure) to reduce swelling time and promote quicker hydration of the 
clay. This pressure was then maintained in all radial filters for the rest of 

the test. A time-dependent development of swelling pressure was 
observed. A mass balance of the system demonstrates that around 1.45 
ml of water was injected into the sample between 0 and 23 days when 
stress begins to stabilise. Geotechnical measurements based on the post- 
test mass of the sample indicate a water saturation in excess of 99%. This 
measurement was made after prolonged gas testing indicating that the 
sample must have been fully saturated at day 49, yielding an average 
stress of 6.8 MPa and a swelling pressure of 5.8 MPa. It also suggests that 
the volume of the gas pathways (i.e. the gas saturations) must remain 
small throughout the experiment. 

Gas testing began on day 49. For the purposes of the DECOVALEX 
project, numerical modelling of the data began from day 735 of the test, 
following the slow incremental increase of gas pressure within the in
jection filter over the previous 700-day period. This comprised a series 
of pressure steps of varying duration to examine if gas could advect at 
pressures significantly lower than the sum of the average swelling and 
backpressure values, see Harrington et al.11 for more details. 

At day 735, pressure in the injection system was slowly increased by 
compressing the gas at a constant rate of 125 μl/h, Fig. 6. At day 739.2, 
gas pressure exceeded the minimum measured stress (i.e. axial stress A1, 
see Fig. 2). However, it is not until day 743.5, when gas pressure exceeds 
the maximum measured stress (radial stress R2, see Fig. 2), that a 
coupling between gas pressure and stress becomes evident, signified by 
the change in slope of the stress response.1 As gas pressure continued to 
slowly increase, all stress sensors exhibit a positive gradient, slowly 
increasing with gas pressure. The first clear evidence for gas entry occurs 
at day 747.3 when variance in absolute stress values within the 
bentonite increased or decreased as a function of time. This somewhat 
chaotic behaviour in the stress field is thought to relate to specific 
pathway propagation events as gas penetrates and migrates through the 
clay, with the magnitude and direction of the stress change strongly 
linked to the orientation and aperture of the pathway.11,21 In this way, 
each inflection in the gas pressure and stress traces would seem to relate 
to changes in the geometric configuration of gas pathways as a function 
of time. This yields a gas entry pressure around 8.05 MPa, which is in 
line with previous values reported by Graham et al.8 Inspection of the 
data in Fig. 6 indicates abrupt changes in stress are often associated with 
specific discharge events to one or more of the three radial filter arrays. 
These outflows are both sporadic and non-uniformly distributed through 
the clay, indicating localised flow through initially unstable pathways, 
which open and close depending on the local value of gas pressure and 
stress in the system. This capacity for closure and rapid reduction in 
outflow highlights the ability of the clay to self-seal under these 
circumstances. 

This instability in pathway geometry leads to an under-development 
of gas permeability (i.e. the instantaneous permeability within the 
sample is inadequate to allow the passage of gas at the prescribed in
jection rate), constricting flow, which then results in continued gas 
pressurisation. While a number of minor breakthrough events occur, it is 
not until day 756.9, at an initial peak gas pressure of 9.72 MPa, that 
major gas breakthrough finally occurs. This is accompanied by rapid 
degassing of the clay through arrays 1 and 2, resulting in a negative 
pressure transient to a new gas pressure of 9.29 MPa. Thereafter, gas 
pressure continues to decline at a slower rate as outflow continues, 
reaching a minimum value of 9.02 MPa at day 757.4. The inability of 
these previously conductive pathways to remain open results in a lack of 
permanent permeability change within the clay, leading to two further 
discrete gas breakthrough events at days 761 and 764. Inspection of the 
data shows multiple inflections in stress and outbursts of gas during the 
second pressurisation event from day 757–761. 

Following the third major gas breakthrough event at day 764, out
flows to arrays 1 and 2 reduce with flow now focussed to array 3. This 

1 Given gas is present in axial filters EC1 and EC2 it is not possible to accu
rately determine porewater pressure, and therefore, the effective stress. 
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phase of the test is accompanied by an apparent reduction in pathway 
propagation events signified by minimal perturbation of the stress field, 
exhibited by a much smoother trace. In addition, stresses are seen to 
generally converge, with the exception of that measured nearest the A1 
end-closure, which continues to maintain a significant offset to the rest 
of the stress data. As gas pressurisation continues from day 765 onwards, 
Fig. 7, outflow to array 3 varies, spiking again at day 767.8, which is 
accompanied by an inflection in the gas injection pressure. However, as 
before, the pathway is unable to remain open, permeability drops and 

gas pressurisation continues. Gas pressure peaks at 9.88 MPa around day 
771.7, with flow continuing to be focussed to array 3, Fig. 7. This is 
followed by a protracted negative pressure transient leading to a quasi- 
steady state by around day 825. During this period, the change in in
jection pressure is crudely mirrored in all of the stress sensors, which 
exhibit none of the chaotic patterns observed with earlier breakthrough 
events. Gas pressure is now roughly equal to the maximum value of 
stress in the system. While outflow remains focussed to one specific 
array, the flux remains relatively stable, exhibiting much less variability 

Table 1 
Basic physical properties of sample Mx80-D prior to testing. An assumed specific gravity for the mineral phases of 2.77 Mg m-3 and a density of water of 1000 kg/m3 

(Horseman and Harrington)14 was used in these calculations. Geotechnical properties are based on oven drying of material at 105 ◦C testing.  

Sample Length (mm) Diameter (mm)\ Moisture content Dry density (kg/m3)\ Porosity Saturation 

Mx80-D 119.90 59.69 0.266 1.579 0.430 97.8  

Fig. 2. Schematic representation of the test system. Images [A] through [D] show the location of the end-closure (EC) and filter arrays, while images [E] through [H] 
show the location of the load cells used for the measurement of stress. 
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than before. Outflow to arrays 1 and 2 remain minimal (less than 1.0 ×
10-10 m3/s), indicating highly localised gas flow within the bentonite 
sample. 

3. Modelling approaches 

Different modelling approaches have been developed (see summary 
Tables 3 and 4) through back-analysis of data: (a) two-phase flow 
models, where the basic physical principles such as mass and mo
mentum balance are coupled to different mechanical deformation be
haviours; (b) enhanced-two phase flow models, in which embedded or 
discrete fractures are included, (c) a single-phase flow model, where gas 
permeability evolution is captured by processes representing capillary 
opening/closing and permeability includes a micro-scale deformation 
(‘creep’) process and (d) a conceptual chaotic model that places special 
emphasis on the capture of dilatancy. Two of these approaches (CNSC- 
PD and UPC/Andra-ED) include heterogeneity: the former applies a 
spatially random normal distribution to the initial porosity material 
property with a mean porosity set of 0.44 and a standard deviation of 
0.01; the latter selects a random initial permeability field, see Appendix 
A.2 for more details. 

3.1. Classical two-phase flow models coupled to mechanical deformation 

Four classical two-phase flow models (BGR/UFZ-E, CNSC-PD, 

KAERI-D and NCU/TPC-V), where basic physical principles such as 
mass and momentum balance apply for each phase, have been devel
oped. These standard models have been coupled to different mechanical 
deformation behaviours and have significantly altered water retention 
curves, relative permeability curves and/or intrinsic permeability de
pendencies in order to better represent the experimentally observed 
features. 

BGR/UFZ adopted a continuous two-phase flow approach that con
siders water and gas in an elastically deformable porous medium. Water 
is considered to be incompressible whereas gas, assumed to behave as an 
ideal gas, is compressible. Hence, the standard mass balance equations 
for the water phase 

∂φρwSw

∂t
+φρwSw∇⋅

∂u
∂t

+∇qw = 0 (1)  

and the gas phase 

∂φρg(1 − Sw)

∂t
+φ(1 − Sw)ρg∇ ⋅

∂u
∂t

+∇qg = 0 (2)  

are solved, where φ (− ) is the porosity of the medium, ρw (kg/m3) and ρg 

(kg/m3) stand for the density of water and gas respectively, Sw (− ) is the 
water saturation, qw (kg/m2⋅s) and qg (kg/m2⋅s) are the flow velocity of 
water and gas respectively (described by the modified Darcy’s law) and 
u (m) is the displacement vector. Note that due to gas compressibility, 

Fig. 3. Experiment 1 (equilibration and hydration phases): (a) swelling pressure measured by the axial and radial load cells, injection pressure and backpressure; (b) 
axial and radial pore pressure. 

Fig. 4. Experiment 1 (up to gas breakthrough at 63.8 days): (a) total stresses and (b) pore pressures.  
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gas density depends on gas pressure and temperature. These equations 
are coupled to the momentum balance equation 

∇
[
σ′

− α
(
pg − Swpc

)
I
]
+ ρg= 0 (3)  

where σ′ (Pa) is the effective stress tensor, α (− ) is the Biot coefficient,22 

pg (Pa) is the gas pressure, pc (Pa) is the capillary pressure, I is the 
identity tensor, ρ (kg/m3) is the total density and g is the gravitational 
acceleration (m/s2). The capillary pressure is here described by the van 
Genuchten model 23 and hence, 

pc = pentry
g

(
S m

1− m
ec − 1

)1
m (4)  

where m (− ) is a material parameter, Sec (− ) is the effective saturation 
and pentry

g (Pa) is the gas entry pressure. The Mualem model 24 is used to 
describe the water and gas relative permeabilities thus leading to 

kr,w = S1
2
ec

[

1 −
(

1 − S m
m− 1
ec

)m− 1
m
]2

(5)  

kr,g =(1 − Sec)
1
2

(
1 − S

m
m− 1
ec

)2(1− 1/m)

(6) 

The pressure-dependent permeability relationship 

k= f
(
pg
)
=

{ (
1 + apg

)
kint, pg ≤ pcrit(

b
(
pg − pcrit

)
+ 1 + apcrit

)
kint, otherwise (7)  

already used to simulate other gas migration tests, see for instance 

Fig. 5. Experiment 1 (gas phase, from day 61 to day 121): (a) injection pressure, backpressure and radial pore pressure transducer data and (c) total stress and flow 
data. Standard temperature and pressure (STP) are defined as 273.15 K and 101.325 kPa respectively. Note that ‘Inflow’ is the gas compression rate within the 
injection system rather than gas inflow into the sample. In (b) a zoom-in (from day 63–71) is plotted. 

Table 2 
Basic physical properties of sample Mx80-A prior to testing. An assumed specific gravity for the mineral phases of 2.77 Mg m-3 and a density of water of 1000 kg/m3 

(Horseman and Harrington)14 was used in these calculations. Geotechnical properties are based on oven drying of material at 105 ◦C.  

Sample Length (mm) Diameter (mm) Moisture content Dry density (kg/m3) Porosity Saturation 

Mx80-A 121.36 59.76 0.266 1.560 0.437 95.0  

2 This value will be set to 1 MPa and its impact will be assessed in Dagher E. 
E., Nguyen T.S. and Infante Sedano J.A. Assessing Mechanisms of Mechanical 
Deformation to Simulate Two-Phase Flow in a Swelling Geomaterial. (To be 
submitted to the Special Publication of International Journal of Rock Mechanics 
and Mining Sciences). 
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Senger et al.25 is used for the numerical simulations, where pcrit (Pa) is 
the critical value of gas pressure, kint (m2) is the intrinsic permeability 
tensor and a and b are calibrated constant parameters. 

BGR/UFZ implemented the BGR/UFZ-E model using the Open
GeoSys (OGS) code.26 To simulate the one-dimensional test (experiment 
1), a triangular two-dimensional axi-symmetric mesh was used, whereas 

a hexahedral three-dimensional mesh was generated for the spherical 
test (experiment 2), see Appendix A.2 for more details. 

A second two-phase hydro-mechanical model was developed by 
CNSC, the so-called CNSC-PD model. It also describes the hydraulic 
properties by using the Mualem-van Genuchten type analytical func
tions. The Millington and Quirk27 model is applied to describe the 

Fig. 6. Experiment 2: evolution in gas pressure, stress and outflow during multiple gas breakthrough events. (a) Gas pressure and local stress. (b–d) outflow of gas to 
radial arrays 1, 2 and 3 respectively. Outflow data is time-averaged to help identify underlying trends. This introduces a small time-shift in the data of ±3 h which 
explains why outflow appears to occur marginally before peak gas pressures. 

Fig. 7. Experiment 2: (a) evolution in stress behaviour from initial gas entry to steady state conditions. The reduction in the variability of stress from day 768 
onwards is accompanied by the development of ‘stable’ outflow conditions [b], with flux localised to one drainage array. See (c) for some details. Standard tem
perature and pressure (STP) are defined as 273.15 K, 101.325 kPa respectively. Note that ‘Inflow’ is the gas compression rate within the injection system rather than 
gas inflow into the sample. 
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diffusion of gas through water and both the intrinsic permeability and 
the soil-water characteristic curve are assumed to be porosity-dependent 
functions. For the intrinsic permeability, for instance, the Pall and 
Moshenin28 model is used and it reads 

kij =
D2

vs

180
φ3

(1 − φ)2 (8)  

where Dvs (m) is the volume-surface mean diameter and φ (− ) is the 
porosity (assumed to be a function of the volumetric strain). A specific 
feature of the model is that it includes compressibility due to changes in 
suction, pore-water pressure and pore-gas pressure. Moreover, Klin
kenberg effects29 due to slip flow of gas at pore walls are considered and 
thus 

kijg = kijw

(

1+
b
pg

)

(9)  

where kijg (m2) is the gas specific intrinsic permeability, kijw (m2) is the 
liquid intrinsic permeability, pg (Pa) is the pore-gas pressure and b (Pa) is 
the Klinkenberg factor. 

This hydraulic model is coupled to a non-linear poro-elastoplastic 
damage model that uses a modified extended Barcelona Basic Model.30 

In this model, a damage factor D accounting for both tensile and 
compressive damage components is included and influences the intrinsic 
permeability as well as the soil stiffness. The modified Bishop’s effective 
stress principle31 defined by Khalili and Khabbaz32; which is able to 
exhibit a self-healing behaviour, is also adopted and hence the effective 
pore pressure p(Pa) reads 

p=(1 − χ)pg + χpw (10)  

where χ (− ) is the effective stress parameter. 
Model CNSC-PD is implemented in COMSOL Multiphysics®. To 

simulate the one-dimensional and the spherical tests, different trian
gular finite element meshes have been used: (i) a two-dimensional axi- 
symmetrical mesh and (ii) a three-dimensional mesh, see Appendix A.2 
for more details. 

A third two-phase hydro-mechanical model (KAERI-D) was devel
oped by KAERI. In KAERI-D, the classical multi-phase Darcy’s law is 
solved and combined with a mass balance equation for each component. 
This model assumes a local thermodynamic equilibrium. Two compo
nents are present in each phase (water and gas) and a compositional 
model that allows a transfer of components from one phase into the 
other is assumed. This model does not include dispersion nor diffusion. 

As given by Fall et al.33; this classical two-phase flow model is 
coupled to the elastic damage model proposed by Tang et al.34 Ac
cording to this model, the host rock is assumed to be brittle-elastic. That 
is, the stress-strain relationship is divided into an elastic phase (where 
no damage or irreversible damages occur) and a damage phase, that 
accounts for the deterioration of the rock (decrease of strength, rigidity 
and toughness, for instance). The effective stress tensor σ′ (Pa) is thus 
defined as 

Before gas breakthrough(elastic model) : σ′

= C : ε
After gas breakthrough(damage model) : σ′

= (1 − D)C : ε (11)  

where ε (− ) is the infinitesimal strain tensor, C (Pa) is the fourth-order 
stiffness tensor, D (− ) is the damage parameter and: is the double tensor 
contraction. As seen in Equation (11), the elastic modulus of the rock 
progressively degrades as damage grows. In fact, to include both the 
tension and the compression behaviours of the rock, two damage pa
rameters are used. Hence, when the tensile stress in an element reaches 
its tensile strength, the tensile damage variable 

Dt =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

0 εto ≤ ε

1 −
ftr

E0ε εtu ≤ ε

1 ε ≤ εtu

≤ εto (12)  

is used, where ftr (Pa) stands for the residual tensile strength, E0 (Pa) is 
the initial (or undamaged) elastic modulus, ε (− ) is the strain and εto (− ), 
εtu (− ) are tensile strain limits. To describe deterioration under a 
compressive or shear stress condition (that is, when shear stress attains 
the strength criterion defined by the Mohr-Coulomb failure envelope), 
KAERI-D model uses the compressive damage parameter 

Dc =

⎧
⎪⎨

⎪⎩

0 ε ≤ εco

1 −
fcr

E0ε εco ≤ ε
(13)  

where fcr (Pa) is the residual compressive strength, and εco (− ) is a 
compressive strain limit. 

This damage mechanism is also included when defining the intrinsic 
permeability, which reads as 

kint = kint,undamaged + kint,damaged (14)  

where kint,undamaged is approximated as a function of the total porosity of 
the rock 

Table 3 
Main properties of the modelling approaches that have been developed during 
the task (for both experiment 1 and experiment 2).  

Model Funding 
centre 

Model type Mechanical 
deformation 

Hydraulic 
approach 

BGR/UFZ-E BGR/UFZ continuous elasticity two-phase 
CNSC-PD CNSC continuous elastoplastic 

damage 
two-phase 

KAERI-D KAERI continuous elastic damage 
model 

two-phase 

NCU/TPC-V Taiwan 
Power 
Company 

continuous visco-elastic two-phase 

UPC/Andra- 
ED 

ANDRA continuous elasticity with 
dilatancy 

two-phase 
with 
embedded 
fracture 

LBNL-D US DOE discontinuous elastic damage 
and fractures 

two-phase 

Quintessa/ 
RWM- 
ECap 

RWM continuous elasticity single-phase  

Table 4 
Main numerical features of the modelling approaches that have been developed 
during the task (for both stage experiment 1 and stage experiment 2). See Ap
pendix A for more details. Note that FE stands for Finite Element, FD stands for 
Finite Difference and FV for finite volume.  

Model Test Software Space 
discretisation 
method 

Number of 
calibrated 
parameters 

BGR/UFZ-E 1,2 OpenGeoSys 5.8 FE Not provided 
CNSC-PD 1,2 COMSOL 

Multiphysics® 
5.4 

FE 25 

KAERI-D 1 TOUGH2/ 
FLAC3D 

FD 5 

2 COMSOL 
Multiphysics® 

FE 5 

NCU/TPC-V 1,2 THMC 7.1 FE 7 
UPC/Andra- 

ED 
1,2 Code_bright 8.6 FE 11 

LBNL-D 1,2 TOUGH-RBSN FV Not provided 
Quintessa/ 

RWM- 
ECap 

1,2 QPAC 4.2 FV 12  
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kint,undamaged = kint,0e
A

(
φ

φ0
− 1

)

(15)  

and kint,damaged introduces the damage induced increase in permeability 

kint,damaged =
D

Dkmax

(
kmax − kint,undamaged

)
(16)  

where kint,0 (m2) is the initial intrinsic permeability, φ0 (− ) is the initial 
porosity, A (− ) is an empirical factor calibrated from the experimental 
tests, kmax (m2) is the experimental maximum permeability of the 
damaged sedimentary rock and Dkmax (− ) is the experimental rock 
damage value that corresponds to kmax. 

KAERI-D uses TOUGH2-FLAC3D to simulate the one-dimensional 
test and COMSOL Multiphysics® for the three-dimensional test. 
Different discretisation methods have been used: (i) a three-dimensional 
finite difference grid has been used for experiment 1 and (ii) a three- 
dimensional finite element mesh for experiment 2, see Appendix A.2. 

The NCU/TPC-V model is another continuous multiphase hydro- 
mechanical model, whose development is based on the theory of Suk 
and Yeh35,36 and Tsai and Yeh.37,38 In this model, the mechanical theory 
proposed by Liu39,40 and Liu et al.41 is used and applied to visco-elastic 
materials.42 The k-S-P model presented by Parker et al.43 is used to 
describe the relationships between relative permeability, fluid satura
tion and pressure within each phase. 

Mass conservation equation for each fluid phase (assuming L phases) 
is given by 

∂ραφSα

∂t
+∇ ⋅ (ραvα)+∇ ⋅ (ραφSαvs)=Mα , α∈{L}

∑L

α=1
Sα = 1 (17)  

whereas for the solid phase is 

∂ρsφs

∂t
+∇ ⋅ (ρsφsvs)= 0 (18)  

where ρα/s (kg/m3) is the density of the α-th fluid/solid phase, Sα (− ) is 
the normalized saturation of theα-th fluid phase, vα/s (m/s) is the Darcy 
velocity of the α-th fluid/solid phase (with vs = du

dt , u the displacement of 
the media), φs (− ) is the volume fraction of the solid phase (φ = 1 − φs), 
and Mα (kg⋅m-3⋅s-1) is the sum of the artificial source/sink rates of all 
species in theα-th fluid phase. 

The momentum equation under approximately equilibrium state is 
represented by 

− ∇ ⋅ T+
∑

α∈{L}

∇(Sαpα) −

[
∑

α∈{L}

ραφSα + ρsφs

]

g∇z= − φsρs
d2u
dt2 ≈ 0 (19)  

where pα (Pa) is the pressure of the α-th fluid phase, T (Pa) is the Cauchy 
stress tensor, g is the gravitational acceleration (m/s2) and z (m) is the 
potential head. 

In this model, the solid-phase pressure ps (Pa) reads as 

ps = ps0 −
1
α ln
(

1 − φs

1 − φs0

)

(20)  

where ps0 (Pa) is the referenced pressure of the solid phase, φs (− ) is the 
volume fraction of the solid phase, φs0 (− ) is the referenced volume 
fraction of the solid phase and α (− ) is the parameters of the constitutive 
law. Here, the intrinsic permeability tensor kint (m2) depends on the pore 
size as follows 

kint =kint,0

(
1

1 + (φ0 − φ)

)n

(21)  

where kint,0 (m2) is the reference intrinsic permeability, φ0 (− ) is the 
reference porosity, φ is the porosity and n (− ) is the fractional exponent 
depending on the particle size and packing structure. 

This two-phase flow model is coupled to a non-linear visco-elastic 
model. Indeed, the effective stress tensor can be written as 

σ′

=C :
[
∇u+(∇u)T] (22)  

where C is a function of the high-order term (∇u)2, the gradient of the 
displacement rate ∇u̇, the compressibility of the media, the Young’s 
modulus and the Poisson’s ratio. 

NCU/TPC-V uses a three-dimensional in-house thermo-hydro- 
mechanical-chemical software to numerically simulate both experi
ments, see Appendix A.2 for more numerical details. 

Note that other preliminary continuous models have been developed 
during the task, see Tamayo-Mas et al.18,19 for a brief description. In 
these numerical models, standard two-phase flow equations were 
coupled to a rigid porous medium (model UPC/Andra-H), with linear 
elasticity (models LBNL-C, CNSC-E) and with a damage model (model 
CNSC-D). However, due to their difficulty in reflecting the underlying 
physics of gas migration fluxes in a 1D experiment (experiment 1), they 
were not applied to a 3D test (experiment 2) and are not reported in this 
paper. 

3.2. Enhanced two-phase flow models 

Two different enhanced two-phase flow models (UPC/Andra-ED and 
LBNL-D) have been developed. In these approaches, fractures are 
considered to behave as preferential pathways. In model UPC/Andra- 
ED, fractures are not explicitly represented but embedded within a 
plastic material whereas model LBNL-D is a lattice approach that allows 
the discrete representation of fracture formations during coupled THM 
processes. During the task, and as reviewed by Tamayo-Mas et al.18,19; 
other approaches where embedded fractures are coupled to an elastic 
medium (models UPC/Andra-HM1 and UPC/Andra-HM2) have also 
been developed but finally dismissed, since elasticity was not considered 
to be the appropriate mechanical behaviour, and thus, not included in 
this paper. 

Model UPC-Andra-ED is a heterogeneous continuous two-phase 
model, where the standard equations of balance of water, balance of 
gas and equilibrium of stresses are solved. This approach is characterised 
by the coupling of these standard equations to embedded fractures,44 

which allow the representation of preferential paths. Hence, the global 
intrinsic permeability is defined as a function of material matrix (Eq. 
(26)) and internal fracture permeabilities (Eq. (27)) and reads 

kint = kmatrix + kfractures (23)  

whereas liquid- and gas-phase permeabilities read 

kliquid =
(
Seff , liquid

)nliquid
(
kmatrix + kfractures

)
(24)  

kgas =
(
Seff , gas

)nmatrix
gas kmatrix +

(
Seff , gas

)nfractures
gas kfractures (25)  

respectively, with Seff , liquid/gas (− ) being the saturation degree for liquid 

or gas and nmatrix/fractures
liquid/gas (− ) a power-law exponent for each case state (i. 

e. for liquid or gas state, and for matrix or fractures media). 
The matrix permeability component is calculated as 

kmatrix =
k0(1 − φ0)

2

φ3
0

φ3

(1 − φ)2 (26)  

where k0 (m2) is the initial permeability (randomly distributed along the 
material), φ0 (=0.44) is the initial porosity and φ (− ) is the actual 
porosity value, changing in space and time during the test. The perme
ability is also controlled by the internal fractures with 

kfractures =
b3

12a
(27)  
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where a (m) refers to the associated width for each fracture (which is 
equivalent to the assumed spacing between fractures) and b (m) is the 
aperture of the fractures. This value depends on the strain ε (− ) and on 
the initial strain ε0 (− ) and may be computed as 

b= b0 + ε − ε0a ≤ bmax (28)  

with b0 (m) and bmax (m) being the initial and maximum aperture of the 
fractures. 

As stated in Eqs. (24) and (25), liquid and gas relative permeabilities 
are defined by the effective saturation degree of liquid and gas respec
tively. Hence, 

kr,liquid/g =
(
Seff , liquid/gas

)nliquid/gas =

(
Sliquid/gas − Smin

liquid/gas

Smax
liquid/gas − Smin

liquid/gas

)nliquid/gas

(29) 

The retention curve may change with the opening of fractures as pore 
size controls gas entry values, and fractures may play the role of big 
pores leading to a reduction of gas entry value. The capillary pressure 
can then be calculated as 

pc = p0

̅̅̅̅̅
k0

k
3

√

(30) 

UPC/Andra implemented their model using the Code_bright code, 
see Appendix A.2 for details. 

A second enhanced model (LBNL-D) was developed by LBNL. This 
model is a discontinuous two-phase flow model with mechanical 
deformation and fracture/damage processes. The Rigid-Body-Spring 
Network (RBSN), a lattice approach, is linked to the flow simulator 
(TOUGH2) in order to facilitate a discrete representation of fracture 
formations. Indeed, two types of elements are used for the numerical 
simulations: (i) cell and (ii) interface elements. Cell-type elements 
represent the matrix/grain bulk, for which the porosity-dependent 
permeability is defined as in model UPC/Andra-ED (see Equation 
(26)). Interface-type elements represent potential fractures or pre- 
existing fractures embedded in a portion of matrix volume. As done by 
UPC/Andra, the permeability is calculated as the sum of two compo
nents (see Equation (23)), where each component is conditionally 
calculated based on the fracture activation. Hence, if an interface 
element is yet to be fractured, kmatrix is calculated as in cell-type elements 
and kfractures is simply assumed to be zero. On the other hand, if the 
interface element is fractured, kfractures tends to dominate, enhancing the 
total permeability and kmatrix is assumed to revert to the initial intrinsic 
permeability kint,0. That is, 

k =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

k0(1 − φ0)
2

φ3
0

φ3

(1 − φ)2, if unfractured

k0 +
b3

12a
, if fractured

(31)  

where a (m) is the element width and b (m) is the aperture. 
LBNL-D uses a van Genuchten capillary pressure model and thus, the 

water retention curve is defined as 

pc(S)= p′

0

⎛

⎝(S*)
− 1

λ − 1

⎞

⎠

1− λ

(32)  

where λ (− ) is the van Genuchten parameter, S* = Sl − Slr
1− Slr

, with Sl (− ) 
being the liquid saturation and Slr (− ) being the residual liquid satura
tion. The relevant capillary pressure parameters of cell-type elements 
are adopted from the specifications of Senger and Marschall45 whereas 
for fracture elements, 

p′

0 = p0

̅̅̅̅̅
k0

k
3

√

(33) 

A Corey relative permeability model46 is used to define the 
permeability-saturation relationships of both liquid 

kr,l(S) = Ŝ
4

(34)  

and gaseous phases 

kr,g(S) =mg

(
1 − Ŝ

)2(
1 − Ŝ

2)
(35)  

where Ŝ = S− Slr
1− Slr − Sgr 

and mg is a multiplying factor for the enhanced gas 
permeability. The residual saturations Slrand Sgr are provided to limit 
the mobility of the respective phase, i.e., both liquid and gaseous phases 
can vary their mobilities only in the range of S = [Slr,1 − Sgr]. To avoid 
unphysical situations with pc = ∞, larger Slr for the relative perme
ability is usually chosen as compared to Slr for the capillary pressure.47 

Pressure and flow responses observed from the gas injection exper
iments suggest that gas only flows into the fully saturated specimen at a 
certain level of gas pressure or above. This conditional gas penetration is 
implemented by introducing a gas entry pressure with the corresponding 
residual gas saturation (Sgr) in the capillary pressure function. 

In experiment 1, and as done in other models (see for instance model 
BGR/UFZ-E), effective (grain-to-grain) stress σ′ is calculated from the 
pore pressure p based on the linear poro-elasticity theory48 and hence, 

σ′

= σ − αp (36)  

where σ (Pa) is the total normal stress obtained from overall loading and 
p = max(pg, pl) (Pa) is taken as the maximum pressure between gas and 
liquid phases. In experiment 2, in order to obtain better stress results, the 
effective stress is defined by using a more general formulation. Indeed, 
the effective stress is thus defined as 

σ′

= σ − pg + χ
(
pg − pl

)
(37)  

where χ (− ) is the Bishop’s coefficient already introduced in CNSC-PD 
defined as 

χ =

⎧
⎪⎨

⎪⎩

1, if pg − pl < pentry
g

(
pg − pl

pentry
g

)− 0.55

, if pg − pl ≥ pentry
g

(38)  

where pentry
g (Pa) is a gas entry pressure. 

LBNL-D model takes into account the shrinkage/swelling effect due 
to the local changes of liquid saturations and hence, 

Δεs =αsΔS (39)  

where εs (− ) is the shrinkage/swelling strain and αs (− ) is the hydraulic 
shrinkage coefficient. 

In this approach, fractures are modelled by the degradation of the 
rigid-body springs. Indeed, a fracture event involves a reduction of the 
spring stiffness and a release of the associated element forces. The 
reduction of the stiffness is accounted for by the introduction of a 
damage parameter, 

D′

= (1 − D)D (40)  

where D (− ) is a scalar damage index that directly switches from 
0 (undamaged) to 1 (completely damaged) once a fracture event occurs 
(i.e., when the stress state of an element violates the failure criteria). 
Here, the Mohr-Coulomb criterion has been used to determine the fail
ure of lattice elements. 

3.2.1. Single-phase flow models 
Quintessa/RWM developed a fully-coupled single-phase hydro- 

mechanical model to simulate both experiments. Their approach in 
developing this model has been to focus on methods that can be used in 
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upscaled applications and therefore have been primarily interested in 
reproducing key deterministic features from the experiments considered 
within the Task in a coarsely discretised model. In this model, gas 
transport through the system is modelled using Richards’ equation 
(which can be applied since gas flow is very fast compared to water 
flow), which is used to solve 

∂
∂t
(
θgρg

)
= − ∇⋅

(
ρgqg

)
(41)  

where ρg (kg m-3) is the density of the fluid, θg (− ) is the volume fraction 
of the fluid within the medium, and qg (m s-1) is the Darcy flux vector. 
From Darcy’s law qg is defined as 

qg = −
kg

μg

(
∇pg + ρgg∇z

)
(42)  

where kg (m2) is the intrinsic permeability of the medium for the fluid, μg 
(Pa s) is the dynamic viscosity of the fluid, pg (Pa) is the pressure of the 
fluid, g (m s-2) is the acceleration due to gravity and z (m) is the vertical 
height coordinate. Note that, in practice, the gradient contribution due 
to changes in vertical z-coordinate is omitted for the horizontal 2D 
axisymmetric cylindrical geometry used to model the Task A 
experiments. 

The choice of a single-phase fluid model is based on gas injection 
experiments through saturated bentonite,49,10,50 where there is minimal 
water displacement throughout the duration of the experiment, and no 
significant movement of water when considered as a separate phase in 
earlier models.51,18,19 

Gas permeability evolution in the model is captured by processes 
representing capillary opening/closing, whereby flow is considered 
through capillary tubes with the opening of capillaries dependent on the 
degree by which the gas pressure exceeds the total stress of the system, 
and micro-scale deformation (creep). These processes are represented in 
the model through the permeability of the gas, kg (m2), and the volume 
fraction of gas, θg (− ). Hence, 

kg = kcap + kcreep (43)  

θg = θcap + θcreep (44)  

where the parameters kcap (m2), θcap (− ), kcreep (m2) and θcreep (− ) are the 
calculated permeability and volume fraction components associated 
with the capillary opening/closing process and micro-scale deformation 
process, respectively. Quintessa/RWM-ECap approach assumes a 
Hagen-Poiseuille pipe flow model (see Bond et al.16) with cylindrical 
capillaries and thus, 

kcap =
πr4

8ac
(45)  

and 

θcap =
πr2

ac
(46)  

where ac (m2) is the capillary spacing (inverse of the capillary density) 
and r (m) is the capillary radius, which is coupled to the stress of the 
system using the linear elastic relationship 

r = r0 +
γ
r0

(
εc
(
pg, σtot

)
− εc0

)
(47)  

where r0 (m) is the reference capillary radius associated with the 
reference stress for capillary opening, εc0 (Pa), εc (Pa) is the stress acting 
to open the capillary, which is a function of how the gas pressure exceeds 
the total stress, σtot (Pa), and γ (m2 Pa-1) is the capillary compressibility. 

Different forms may be used to describe εc. Indeed, in experiment 1, 

εc = pg − σtot (48)  

and in experiment 2, 

εc = pg − (1 − D)σtot (49)  

where D (− ) is a damage term that captures the decrease in injection 
pressure observed in the experiment after the breakthrough. This dam
age term is defined by 

D0 = 0

dD
dt

=

{
Dacc, pg > (1 − δ)σtot and D < Dmax

0, otherwise

(50)  

where Dacc (s-1) is the rate of damage accumulation and Dmax (− ) is the 
maximum amount of damage. 

The micro-scale deformation process is described by 

θcreep,0 = θcreep,ref

dθcreep

dt
=

⎧
⎪⎪⎨

⎪⎪⎩

crθcreep
pg − pcreep

pcreep
, pg > pcreep and θcreep ≤ θmax

creep

0, otherwise

(51)  

kcreep = acreep
(
θcreep − θcreep,ref

)
(52)  

where θcreep,ref (− ) is the reference initial dilated gas porosity associated 
with micro-scale deformation, cr (s-1) is a creep rate constant, pcreep (Pa) 
is the threshold pressure for creep, θmax

creep (− ) is the creep limit and acreep 

(m2) is the creep permeability constant. 
This single-phase flow approach is coupled to a mechanical model, 

where the standard Cauchy momentum balance equation is solved. The 
mechanical coupling uses the calculated total stress for the above- 
mentioned hydro-model and an effective stress formulation relating 
the pore pressure, p (Pa), to the gas pressure via the Biot coefficient α 
(− ): 

p= αpg (53) 

Quintessa/RWM-ECap model includes an injection system to ensure 
that it is self-consistent in terms of the gas injection pressure boundary 
condition. In order to calculate it, the injector is explicitly modelled 
using the ideal gas law using pump flow rates/gas refills from the rele
vant experiment dataset. 

This model is a combination of two previously presented modelling 
approaches: (1) a fully-coupled two-phase Darcy flow capillary-opening 
model with separate permeabilities for gas and water (see Tamayo-Mas 
et al.18,19) and (2) a simple empirical model used to capture the key 
deterministic behaviours of the experiments using Richards’ equation 
with the localised micro-scale deformation process used to generate 
pathways dynamically described by Bond et al.51 Further details of this 
model and other intermediate investigations and numerical models can 
be found within Bond et al.51,52. 

3.3. Conceptual chaotic model 

Experimental data show that gas migration in a water-saturated 
compacted clay material exhibits rich nonlinear dynamic behaviours 
as the injection gas pressure varies: from a constant flow to a periodic 
flow and eventually to a chaotic behaviour, see Wang et al.53 To capture 
these nonlinear behaviours, SNL developed another model, where spe
cial emphasis was placed on the capture of dilatancy. This is based on 
the concept of the delay logistic model54,55 and its underlying assump
tion that given the low permeability of the material, the dominant 
mechanism for gas migration is first to form a bubble nucleation and 
then to push the bubble through the clay matrix through matrix dilation 
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and fracturing. Thus, the evolution of mass and pressure within a bubble 
of a volume V is simply expressed by 

dM
dt

= ku(pu − p) − kd(p − pd) (54)  

where M is the gas mass in the bubble; p is the gas pressure in the bubble; 
pu and pd are the gas pressures in the upstream and the downstream of 
the bubble movement respectively; ku and kd are the permeability of the 
matrix in the upstream and the downstream of the bubble movement 
respectively; and t is the time. 

For the sake of simplicity, ku and kd are assumed to be proportional to 
the gas pressure p. Thus, 

ku = k0
up (55)  

kd = k0
dp (56)  

where k0
u and k0

d are constant. Then, and assuming the ideal gas law, Eq. 
(54) becomes the continuous logistic equation 

dp
dt

= λ1p
(

1 −
p
K

)
(57)  

with 

λ1 : =

(
k0

upu + k0
dpd
)
RT

V
(58)  

K : =
λ1

λ2
(59)  

λ2 : =

(
k0

u + k0
d

)
RT

V
(60) 

In order to account for the clay “memory” effect, the permeabilities 

ku and kd are assumed to depend not only on the current pressure value 
(see Eqs. (55) and (56)) but on the pressure history. Thus, Eq. (57) 
becomes 

dp
dt

= λ1

(
1 −

p
K

) ∫t

− ∞

G(t − s)p(s)ds (61)  

where G(t) is a kernel function characterising the influence of the 
pressure at a previous step on the permeability at the current time step. 
A commonly chosen kernel function is an exponential function charac
terising an exponential decay of the influence as the time interval in
creases: 

dp
dt

= λ1

(
1 −

p
K

) ∫
t

− ∞

αe− α(t− s)p(s)ds (62) 

For an illustration of the concept of bifurcation and chaos for gas 
migration, let’s assume the gas movement is more or less stepwise. 
Equation (57) can then be reduced to a logistic map 

pn+1 = λpn(1 − pn) (63)  

with 

λ= 1 + λ1Δt (64) 

It is known that Equation (63) can exhibit rich dynamic 
behaviours.55 

To test if the flow rate variation is truly chaotic, a time series analysis 
was performed for gas inflow and outflow measurements obtained from 
bentonite Mx80-D (Fig. 8). The time series was first divided into four 
segments based on the time variation of injection pressure. The calcu
lations were performed to evaluate the embedded dimension using the 
false nearest neighbour method for each segment. By means of this 

Fig. 8. Gas inflow and outflow time series obtained from bentonite Mx80-D and segmentation of the data for time series analysis. Segments A and B are for inflow 
and segments E and H are for outflow. 
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algorithm, it is found the embedded dimension for the gas migration 
phenomenon ranges from 3 to 4 (Fig. 9). It is shown that in the 
embedded space the flow rate seems to possess an internal structure (a 
chaotic attractor), i.e., not completely random (white noise), indicating 
a deterministic chaotic behaviour which can be described by 3–4 inde
pendent variables. This is further confirmed by the calculation of the 
spectrum of Lyapunov exponents for gas inflow. A Lyapunov exponent of 
a dynamical system characterises the rate of separation of infinitesi
mally close trajectories. A positive maximal Lyapunov exponent is 
usually an indication of a chaotic behaviour of the system. As shown in 
Fig. 10, gas migration in a water-saturated compacted bentonite system 
is a deterministic chaotic process. 

Due to the preliminary nature of this chaotic model, this is not taken 
into account in the comparison analysis of Section 4. 

4. Results 

Experimental data can be summarised by four key components: (i) a 
quiescence phase, followed by (ii) the gas breakthrough, which leads to 
a (iii) peak value, which is then followed by (iv) a negative decay, see 
Fig. 11. Thus, models have been assessed by these different aspects. 

Radial stress results for experiment 1 (1D gas flow) and experiment 2 
(spherical (3D) gas flow) are shown in Fig. 12 and Fig. 13 respectively. 
As seen, due to the chaotic behaviour of gas flow, evolution of stress has 
not been compared at particular locations but against the whole range of 
stresses. A visual inspection of the data indicates that:  

• Quiescence phase: some models obtain good initial values while 
others under-predict them (BGR/UFZ-E and CNSC-PD in experiment 
1; BGR/UFZ-E, KAERI-D and UPC/Andra-ED in experiment 2).  

• Gas breakthrough: in experiment 1, the form of the breakthrough is 
reasonably well captured but teams struggle with some of the spe
cifics such as the breakthrough pressure or the timing. Indeed, 
modelled radial stresses at gas breakthrough time (within a window 

of ± 4 days) substantially differ from the physically-observed values 
(differences beyond 1 MPa are obtained) and simulated curves show 
precursor events which are not reflected in the data. Models do not 
capture the complexity of experiment 2, where at least three short- 
lived breakthrough events can be observed before a sustained 
breakthrough is achieved (see Fig. 6), though given the focus of most 
teams on representing behaviours that would be expected to be 
reproducible between experiments, this is not surprising. Indeed, 
most models only predict a single breakthrough event. Hence, 
comparing the numerical predictions with the experimental results 
fairly is difficult since it is not obvious which of the experimental 
breakthroughs are best for the comparison. Some of the models 
exhibit a breakthrough that appears consistent with the experiment 
(BGR/UFZ-E, KAERI-D, NCU/TPC-V, LBNL-D, Quintessa/RWM- 
ECap) whereas some others do not have a discernible breakthrough 
event. That said, such models still have value in guiding both 
phenomenological understanding and future model development 
depending on their intended end-use.  

• Peak values: in experiment 1, they are correctly captured by some 
models (BGR/UFZ-E, CNSC-PD, Quintessa/RWM-ECap and UPC/ 
Andra-ED) while they are over-estimated in other cases (KAERI-D, 
LBNL-D and NCU/TPC-V). In experiment 2, peak values are not 
correctly captured in general and only in some models (KAERI-D, 
NCU/TPC-V and Quintessa/RWM-ECap) are they reasonably well 
described.  

• Negative decay: most of the models are capable of obtaining a good 
fitting with respect to the experimentally-observed negative decay in 
both experiments. 

Similar results are obtained in terms of the axial stress in experiment 
1, see Fig. 14. In experiment 2, see Fig. 15, due to the increased variance 
in data (due to localisation of gas flow), better fittings are in general 
obtained. However, when up-scaling, the representation of localisation 
will need to be addressed. 

Fig. 9. Global Embedding Dimensions calculated for Segments A, B, E and H.  
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In experiment 1, pore pressure evolutions have also been compared 
against experimental data, see Fig. 16. Similarly as with stresses, a visual 
inspection of the pore pressure data indicates that:  

• Quiescence phase: most of the teams obtain good initial values.  
• Gas breakthrough: this remains a difficult experimental feature to 

capture. Indeed, although the rapid increase in pore pressure is 
modelled by all the teams, for some models (BGR/UFZ-E, KAERI-D, 
UPC/Andra-ED, Quintessa/RWM-ECap) this is obtained at earlier 
times and more gradually than seen in the experiment. This may be 
explained by a numerical diffusion effect which is necessary to get 
gas into the sample.  

• Peak values: reasonably good peak values are obtained with most of 
the models and only some of them (BGR/UFZ-E and CNSC-PD) lead 
to under-predicted values.  

• Negative decay: the post-peak shape trend is well defined by all 
models. 

Note that the reported pore pressures may include either gas and 
water components or only a gas component depending on the approach 
taken by the individual teams. 

Varying results are also observed in the prediction of the outflow 
curves. As seen in Fig. 17a, most of the models are able to capture the 
rapid increase in flow detected in experiment 1. However, simulated 
curves generally show precursor events which are not reflected in the 
experimental data. The observed shape of the post-breakthrough curve 

is poorly reflected by all the models except for Quintessa/RWM-ECap, 
that uses a ‘capillary’ compressibility term to fit the opening and clos
ing of pathways from gas testing. In experiment 2, see Fig. 17c, some 
models (KAERI-D, LBNL-D, Quintessa/RWM-ECap and UPC/Andra-ED) 
are able to capture the rapid increase in flow (although some precur
sor events are also obtained) and the shape of the post-breakthrough 
curve. In experiment 2, these profiles have been directly compared 
with modelled inflows (see Fig. 17b). 

5. Discussion 

Eight different numerical models have been developed to simulate 
both experiment 1 (1D gas flow) and experiment 2 (spherical (3D) gas 
flow). As observed in section 4, a great effort from the modelling teams 
has been made to tackle these two experiments and clear progress has 
been made by extending existing approaches to 2D and 3D that are now 
able to match key aspects of the evolution (peak values, flow, pressure, 
decay …). Indeed, all models are able to represent a number of physical 
characteristics of the two experiments. However, none of the models 
describe the full complexity of the physical processes observed in these 
experiments. 

Several aspects play an essential role when it comes to assessing and 
comparing the numerical models. As seen in Appendix A.1 and Appendix 
A.2 respectively, different codes and different test geometries have been 
used by the teams which makes it difficult to compare results and 
parameterisations directly across the teams. Initial and boundary 

Fig. 10. Spectrum of Lyapunov exponents calculated for segments A, B, E and H. The sum of positive and negative Lyapunov exponents is positive, indicating that the 
attractors are not converging, likely due to the presence of a stochastic component.55 
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Fig. 11. Key components that characterise experiment 1 ((a) radial stresses, (b) axial stresses, (c) pore pressures) and experiment 2 ((d) radial stresses (e) axial 
stresses), see sections 2.1 and 2.2 respectively. 
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Fig. 12. Experiment 1: experimental versus numerical radial stresses, obtained with models (a) BGR/UFZ-E, (b) CNSC-PD, (c) KAERI-D, (d) NCU/TPC-V, (e) UPC/ 
Andra-ED, (f) LBNL-D and (g) Quintessa/RWM-ECap. 
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Fig. 13. Experiment 2: experimental versus numerical radial stresses, obtained with models (a) BGR/UFZ-E, (b) CNSC-PD, (c) KAERI-D, (d) NCU/TPC-V, (e) UPC/ 
Andra-ED, (f) LBNL-D and (g) Quintessa/RWM-ECap. 
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Fig. 14. Experiment 1: experimental versus numerical axial stresses, obtained with models (a) BGR/UFZ-E, (b) CNSC-PD, (c) KAERI-D, (d) NCU/TPC-V, (e) UPC/ 
Andra-ED, (f) LBNL-D and (g) Quintessa/RWM-ECap. 
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Fig. 15. Experiment 2: experimental versus numerical axial stresses, obtained with models (a) BGR/UFZ-E, (b) CNSC-PD, (c) KAERI-D, (d) NCU/TPC-V, (e) UPC/ 
Andra-ED, (f) LBNL-D and (g) Quintessa/RWM-ECap. 
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Fig. 16. Experiment 1: experimental versus numerical pore pressures, obtained with models (a) BGR/UFZ-E, (b) CNSC-PD, (c) KAERI-D, (d) NCU/TPC-V, (e) UPC/ 
Andra-ED, (f) LBNL-D and (g) Quintessa/RWM-ECap. All approaches except Quintessa/RWM-ECap are two-phase models and hence, pore pressure can be a com
bination of both gas and water values. 
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conditions also differ from one model to the other, see Appendix A.3 and 
Appendix A.4 respectively. Although these differences make the model 
comparison difficult, their effect on model outputs is not expected to be 
relevant. However, the role of the model parameters emerges as a key 
consideration:  

• Model constraints: model comparison is extremely difficult due to 
significant differences in the number of parameters that need to be 
calibrated in each model. As seen in Appendix A.5, some models such 
as KAERI-D and NCU/TPC-V need 5 or 7 parameters whereas some of 
the other models (e.g. UPC/Andra-ED and Quintessa/RWM-ECap) 
need twice as many parameters to represent the additional pro
cesses in those models. The difference is even higher when assessing 
CNSC-PD model, which requires the calibration of 25 parameters 
(though a number of these have little impact on model output). These 
differences lead to models with very different degrees of freedom and 
thus, their fair comparison is a very complex task. Indeed, the fact 
that some enhanced models achieve poorer fittings than some clas
sical two-phase flow approaches might be explained by this differ
ence in model constraints.  

• Parameter calibration: teams calibrate their parameters against 
different quantities. For instance, CNSC-PD calibrates two different 
damage parameters (strain at tensile strength and the maximum 
intrinsic permeability) by means of the inflow magnitude, three 
additional parameters (consolidation pressure at saturation, refer
ence pressure for BBM and the swelling index at saturation) are 
calibrated by using the breakthrough pressure, while the inflow 
curves and the stress evolution are used to calibrate four other pa
rameters. The same stress evolution is used by NCU/TPC-V to 

calibrate the intrinsic permeability of water, the gas compressibility 
and the visco-elastic parameters while Quintessa/RWM calibrates its 
model by using the gas flow rate and the injection pressure. 

Some of these parameters (e.g. damage smoothing coefficients, 
capillary spacing …) are purely numerical (i.e. not physically quanti
fied) while others (e.g. tensile strength, swelling pressure …) have a 
clear physical meaning but experimental data is not available. Hence, 

Fig. 17. Comparison of modelled versus observed (a) outflow (experiment 1), (b) inflow (experiment 2) and (c) outflow (experiment 2) results.  

Table 5 
Parameter values that differ from experiment 1 and experiment 2.  

Parameter Units Value in 
experiment 1 

Value in 
experiment 2 

KAERI-D 
Swelling pressure MPa 5.5 7.1 
Maximum intrinsic 

permeability 
m2 1.0 × 10-19 5.0 × 10-19 

LBNL-D 
Biot’s coefficient – 1 – 
Swelling coefficient – 0.1 – 
Pore compressibility Pa-1 2.22 × 10-8 4.44 × 10-9 

Tensile strength Pa 1.0 × 105 1.0 × 103 

Cohesive strength Pa 1.0 × 105 4.0 × 104 

Internal friction angle deg 18 4.5 
Residual gas saturation – 0.0877 0.0709 
Quintessa/RWM-ECap 
Biot’s coefficient – 0.4 0.3 
Compressibility of capillaries m2 Pa- 

1 
1.0 × 10-18 1.0 × 10-19 

Reference stress for capillary 
compressibility 

MPa 1.2 0.0  
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their definition is complex. Besides, teams use different values for the 
same parameter to fit their models (see Appendix A.5) and thus, 
extrapolation of these calibrations to other tests can be difficult.  

• Test differences: some models, see Table 5, assume different 
parameter values for experiment 1 and experiment 2. Although 
material heterogeneity could explain some of these differences, huge 
discrepancies are found, thus indicating that some physical details 
are not well captured by the models and they need to be fully un
derstood before using the models as a predictive tool to assess gas 
movement. 

• Non-realistic descriptions: in order to match key aspects of the evo
lution, some models require intrinsic permeability values beyond the 
specified parameters for the material, see Fig. 18 and Fig. 19. This 
suggests that the physical description of the system is not fully un
derstood and needs further enhancement: indeed, these parameters 
are being used to represent different physical processes than what 
they would be traditionally used for, by correcting permeability for 
the dilatant gas flow, which may cause issues representing non- 
dilatant flows through the original pore space.  

• Final gas saturations: another difference between models that still 
needs to be properly understood is their obtained final gas satura
tion. Indeed, assuming the ideal gas law and neglecting swelling or 
damage induced changes in porosity (thus, a constant bulk porosity 
of 0.44 can be used), final gas saturations are derived, see Table 6. As 
seen, some high gas saturations are obtained, suggesting that either 

the capillary relationship governing desaturation is incorrect or too 
many pathways (with too high permeability) are present in the 
model. 

Other key considerations may need to be made depending on the 
intended usage of the models:  

• Heterogeneity: only two models (CNSC-PD and UPC/Andra-ED) 
include material heterogeneity. However, it needs to be considered 
in more detail since it might provide one possible route to represent 
localisation of flow.  

• Stochasticity: all the developed models are deterministic. However, 
the experimental data exhibit a combination of stochastic behaviour 
(which would be expected to differ if a similar experiment were to be 
conducted again) and deterministic behaviour. Indeed, although gas 
entry is well understood, gas breakthrough occurs relatively soon 
after and depends on the boundary conditions of the test (e.g. the 
positions of the sink arrays) and stability of gas pathways. Hence, to 
enhance predictive modelling capability of future models, it is 
necessary to know more about bentonite and the reproducibility of 
these experimental results.  

• Uncertainty analysis: associated uncertainties from the experimental 
data need to be further understood. These include the distinction 
between stochastic and deterministic features (as noted above) and 
the understanding of the general process associated with gas flow by 
only looking at these two related experiments. One way of resolving 

Fig. 18. Experiment 1: intrinsic permeability values used in models (a) BGR/UFZ-E, (b) CNSC-PD, (c) NCU/TPC-V and (d) UPC/Andra-ED. Note that the rest of the 
teams did not provide these values, in some instances because they were not directly applicable to their models. 
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Fig. 19. Experiment 2: intrinsic permeability values used in models (a) BGR/UFZ-E, (b) CNSC-PD, (c) KAERI-D, (d) NCU/TPC-V and (e) UPC/Andra-ED. Note that the 
rest of the teams did not provide these values, in some instances because they were not directly applicable to their models, and thus, a complete comparison is 
not possible. 
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some of these uncertainties and building confidence in the process 
models would be to look at other similar experimental datasets. Note 
though that the level to which some of these uncertainties need to be 
resolved will depend on the requirements from the intended usage (e. 
g. for a repository safety case). 

6. Conclusions 

This paper presents a summary of work performed in Task A of the 
DECOVALEX-2019 phase in which 8 teams have attempted to model the 
movement of gas in plastic clays in 1D and 3D experiments performed 
under controlled laboratory conditions. 

The experimental data from these gas injection tests exhibit a com
bination of stochastic and deterministic behaviours. The observed 
breakthrough after a period of increasing gas pressure and bulk gas flow 
through a main emergent pathway are common to the 1D and 3D ex
periments. The instability and pathway switching observed in the 3D 
experiment before a main flow path is established, suggests that the 
precise timing of the gas breakthrough and associated gas flows may be 
stochastic by nature. It is therefore important for numerical modelling to 
understand and distinguish between the key experimental features 
reproducible across all experiments and those that only occur in specific 
experiments. This is also an area where other similarly high-quality 
experimental datasets would be useful to help give confidence in the 
process of understanding. It is also important to recognise that different 
modelling approaches have different objectives in terms of their inten
ded application. The results of models need to be judged against their 
stated objectives rather than the full detail of the experiments, the 
specifics of which may or may not be significant for the application. 
Even simple models can have an intrinsic value and can also give in
sights into the representation of the complex phenomenological 
behaviour exhibited in the experiments. 

Four types of modelling approaches have been developed: (i) two- 
phase flow models coupled to a range of different mechanical 

deformation behaviours, (ii) enhanced two-phase flow models in which 
fractures are embedded within a plastic material (continuous tech
niques) or incorporated into the model using a rigid-body-spring 
network (discrete approaches), (iii) a single-phase model incorpo
rating a creep damage function in which only gas flow is considered, and 
(iv) a conceptual approach used to examine the chaotic nature of gas 
flow. 

In contrast to previous international gas projects such as EVEGAS or 
GAMBIT, application of standard two-dimensional and three- 
dimensional two-phase flow models shows that they are capable of 
obtaining some good fittings with respect to experimental stress and 
pore pressure measurement results. However, these models do not 
reflect some of the important underlying physics (e.g. creation of 
dilatant pathways) associated with advective gas flow and are therefore 
unable to describe the full complexity of the processes in such low- 
permeability materials. They require substantial calibration of fitting 
parameters and do not reproduce the dynamic behaviour observed in the 
experiments. 

Continuous approaches with preferential pathways have less con
straints within the models and while they fail in fitting some experi
mental details, the phenomenological processes presented better reflect 
the mechanisms controlling advective gas flow. Similarly, discrete 
models, whose basis reflects the underlying physics of gas flow, also 
struggle to capture some of the key experimental features of the data. 
However, from a pragmatic perspective, continuous enhanced two- 
phase flow and discontinuous models provide a viable framework to 
develop numerical tools to represent these complex physical processes, 
and ultimately provide a tool which can represent different data/ 
boundary conditions without major recalibration. However, while much 
work is required to achieve this goal, outputs from the models continue 
to provide insight into the physical processes controlling the advection 
of gas. 

Simple enhanced flow models (such as single-phase flow models) can 
also be employed. They have been proven to reproduce some of the key 
deterministic features of the experiments without attempting to capture 
all stochastic experimental behaviour. When considering the potential 
need to model at scales greater than the small experiments considered in 
this work (the experiment scale is at least a factor 10 below the scale of 
interest), they may provide a useful starting point for deriving new 
models that are tractable at repository scales. 

New conceptual models such as the SNL model may be hence 
developed to explain this complexity. However, results from this task 
show that their development is still in a very preliminary phase and at 
the current stage of the work, they are not able to reproduce the ex
periments or processes in a comprehensive way. Thus, from a pragmatic 
perspective, enhanced flow models (either by different deformation 
behaviours, explicitly incorporating different pathways and/or evolving 
fractures) are a viable tool to represent these systems. However, the 
complexity of the physical processes combined with detailed calibration 
processes, currently limit their use in the quantitative prediction of gas 
flow and (if necessary) should be used with extreme caution. However, 
they are a necessary step towards building understanding of the 
important experimental phenomena. Thus, and depending on the 
intended usage of the models, in the application of these approaches, 
calibration of parameters, constraints and parameterisation of the codes, 
as well as the description of number, density and aperture distributions 
of the gas pathways, all emerge as key considerations in the modelling of 
advective gas. 

Table 6 
Final gas saturations obtained from final STP gas volume (assuming an ideal gas, 
a constant bulk porosity of 0.44 and a final gas pressure). Note that some teams 
did not provide these values and thus, a complete comparison is not possible.  

Model Final STP gas 
volume (m3) 

Number of 
moles (mol) 

Final gas 
volume (m3) 

Gas 
saturation 
(%) 

Experiment 1 (final gas pressure of 9.3 MPa) 
BGR/UFZ-E 6.00 × 10-5 2.68 × 10-3 7.02 × 10-7 0.47 
CNSC-PD 9.35 × 10-3 4.17 × 10-1 1.09 × 10-4 73.27 
NCU/TPC-V 3.97 × 10-5 1.77 × 10-3 4.65 × 10-7 0.31 
Quintessa 

/RWM- 
ECap 

1.02 × 10-11 4.57 × 10-10 1.20 × 10-13 8.03 × 10-8 

UPC/Andra- 
ED 

2.14 × 10-3 9.55 × 10-2 2.50 × 10-5 16.77 

Experiment 2 (final gas pressure of 8.1 MPa) 
BGR/UFZ-E 1.68 × 10-4 7.50 × 10-3 2.26 × 10-6 1.51 
CNSC-PD 5.90 × 10-3 2.64 × 10-1 7.93 × 10-5 53.13 
KAERI-D 8.69 × 10-3 3.88 × 10-1 1.17 × 10-4 78.20 
LBNL-D 2.77 × 10-4 1.24 × 10-2 3.72 × 10-6 2.49 
NCU/TPC-V 2.41 × 10-5 1.08 × 10-3 3.24 × 10-7 0.22 
Quintessa/ 

RWM-ECap 
9.33 × 10-11 4.16 × 10-9 1.25 × 10-12 8.39 × 10-7 

UPC/Andra- 
ED 

1.53 × 10-3 6.83 × 10-2 2.06 × 10-5 13.77  
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Appendix A. Model comparison 

Differences between the proposed strategies lie in the software used by the teams (Table 7), in the assumed geometry to represent the saturated 
bentonite (Table 8), in the prescribed initial conditions (Tables 9 and 10), in the prescribed boundary conditions (Tables 12 and 13), in the material 
parameters and in their main objectives. These differences make it difficult to carry out direct comparison. 

A.1. Codes 

BGR/UFZ implemented the BGR/UFZ-E model using the OpenGeoSys (OGS) code. This is a scientific open source project for the development of 
numerical methods for the simulation of thermo-hydro-mechanical-chemical (THMC) processes in porous and fractured media. Model CNSC-PD is 
implemented in COMSOL Multiphysics®. This software is also used by KAERI to numerically simulate experiment 2. However, it uses TOUGH2- 
FLAC3D to simulate the one-dimensional test. NCU/TPC-V uses a three-dimensional in-house thermo-hydro-mechanical-chemical software to 
numerically simulate both experiments. Another in-house code is used by UPC/Andra, who uses the Code_bright code to simulate both experiments. 
LBNL uses TOUGH coupled to the RBSN whereas Quintessa/RWM implemented Quintessa/RWM-ECap model using the QPAC code, Quintessa’s in- 
house general-purpose modelling software.  

Table 7 
Software used by the participating teams.  

Model Software Version Reference 

BGR/UFZ-E OpenGeoSys 5.8 26 

CNSC-PD COMSOL Multiphysics® 5.4 56 

KAERI-D Experiment 1: TOUGH2/FLAC3D – 47,57 

Experiment 2: COMSOL Multiphysics® – 56 

NCU/TPC-V THMC 7.1 37,38,42 

UPC/Andra-ED Code_bright 8.6 58 

LBNL-D TOUGH-RBSN – 59 

Quintessa/RWM-ECap QPAC 4.2 60,61  

A.2. Test geometries 

Different test geometries have been used by the participating teams. 
To simulate the one-dimensional test (experiment 1), BGR/UFZ-E uses a triangular two-dimensional axi-symmetric mesh, whereas a hexahedral 

three-dimensional mesh was generated for the spherical test (experiment 2), see Fig. 20. Model CNSC-PD uses different triangular finite element 
meshes: (i) a two-dimensional axi-symmetrical mesh and (ii) a three-dimensional mesh, see Figs. 21 and 22. KAERI-D uses different discretisation 
methods: (i) a three-dimensional finite difference grid has been used for experiment 1 and (ii) a three-dimensional finite element mesh for experiment 
2. NCU/TPC-V uses a finite element mesh of more than 7000 hexahedral elements with more than 8000 nodes, see Fig. 23. 

UPC/Andra implemented the one-dimensional test (experiment 1) using the three-dimensional finite element mesh of Fig. 24a, whereas for 
experiment 2, the mesh of Fig. 24b was employed. As seen in Fig. 24, UPC/Andra-ED model is heterogeneous. This heterogeneity has been represented 
through the intrinsic permeability distribution, which generates a porosity field that changes in space and time. Indeed, three different initial intrinsic 
soil permeabilities have been assigned to material volumes. The modelled sample is divided by 12 layers and each layer is composed by 64 volumes. 
Despite for the two tests the general methodology and material properties are the same, the material assignation for experiment 1 and experiment 2 is 
different:  

• Experiment 1 model (Fig. 24a): 1 layer was selected with about a random 1/6 weighting distribution for k0 = 1 × 10− 19 m2 (higher permeability), 
1/6 for k0 = 1 × 10− 20 m2 and 2/3 for k0 = 1 × 10− 21 m2 (lower permeability). The subsequent 11 layers are also randomly generated. This has 
been achieved by rotating 1 turning step layer-by-layer, and thus, a kind of axial connectivity of the permeability is generated.  

• Experiment 2 model (Fig. 24b): a random permeability distribution is also assigned layer-by-layer. The same weighting as before is used. However, 
no rotation assignation (i.e., no forced connectivity assignation) is prescribed, which is in line with the test features (i.e., spherical flow 
dissipation). 

LBNL-D model uses a two-dimensional finite volume grid to simulate experiment 1 (see Fig. 25) and a three-dimensional finite volume mesh for 
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experiment 2, see Fig. 26. 
Quintessa/RWM-ECap uses a one-dimensional finite volume grid to simulate experiment 1 (see Fig. 27) and a two-dimensional axi-symmetrical 

mesh for experiment 2 (Fig. 28).

Fig. 20. BGR/UFZ-E model. Finite element mesh for (a) experiment 1 and (b) experiment 2.  

Fig. 21. CNSC-PD model. Finite element meshes used to simulate experiment 1: (a) a two-dimensional axisymmetrical mesh and (b) a three-dimensional mesh.   
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Fig. 22. CNSC-PD model. Finite element meshes used to simulate experiment 2: (a) a two-dimensional axisymmetrical mesh and (b) a three-dimensional mesh.  

Fig. 23. NCU/TPC-V model. Finite element mesh used for experiment 1 and experiment 2.  

Fig. 24. UPC/Andra-ED model. Finite element meshes and materials assumed for (a) experiment 1 and (b)experiment 2. (Note: Soils 1-2-3 coloured assignation is 
related to initial intrinsic permeability values).  
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Fig. 25. LBNL-D model. Two-dimensional rectangular grid for experiment 1.  

Fig. 26. LBNL-D model. (a) Three-dimensional mesh for experiment 2.6 Green marks (and 6 hidden on the other side) indicate the locations of porewater sensors for 
outflow measurement. (b) Outer elements are padded for zero-displacement constraints. Red marks indicate the location of load cells, where the local stress values 
are measured. 

Fig. 27. Quintessa/RWM-ECap model. Schematic discretisation used for experiment 1.   
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Fig. 28. Quintessa/RWM-ECap. Schematic discretisation used for experiment 2.   

Table 8 
Test geometries used by the participating teams. Note that TRI stands for traingles, HEX for hexahedra, TET for tetrahedra, QUAD for quadrilaters, POLY for polyhedral 
and ORT for orthogonal cylindrical  

Model Test Discretisation method Geometry Sample discretisation 

type of elements # of nodes 

BGR/UFZ-E 1D Finite element 2D TRI 1448 
3D Finite element 3D HEX 5635 

CNSC-PD 1D Finite element 2D axisym. TRI ~850 
3D TET ~31,000 

3D Finite element 2D axisym. TRI ~2000 
3D TET ~500,000 

KAERI-D 1D Finite difference 3D HEX 7560 
3D Finite element 3D TET for bentonite 

HEX for filters 
QUAD for the interface 

7961 

NCU/TPC-V 3D Finite element 3D HEX 8425 
3D Finite element 3D HEX 8425 

UPC/Andra-ED 1D Finite element 3D HEX for bentonite 
TRI for sensors 

8205 

3D Finite element 3D HEX for bentonite 
TRI for sensors 

7920 

LBNL-D 1D Finite volume + lattice spring elements 2D POLY 1401 
3D Finite volume + lattice spring elements 3D POLY 7856 

Quintessa/RWM-ECap 1D Finite volume 1D ORT Cell-centred nodes in FV (# of cells: 20) 
3D Finite volume 2D axisym. ORT Cell-centred nodes in FV (# of cells: 105)  

A.3. Initial conditions 

Different initial conditions are assumed by the modelling teams. 
BGR/UFZ-E assumes the following initial conditions for both experiments:  

• Hydraulic conditions: gas pressure is prescribed to 1 MPa, capillary pressure is prescribed to 1.875 MPa and water saturation is set to 0.96.  
• Mechanical conditions: displacements at all axis are set to 0.  
• Other conditions: temperature is prescribed at 20 ◦C. 

CNSC/PD-E assumes the following conditions for experiment 1:  

• Hydraulic conditions: gas pressure is prescribed to 1.01 × 105 Pa, water pressure is prescribed to − 5.7 × 106 Pa and water saturation is set to 
0.96.  

• Mechanical conditions: displacements at all axis are 0. The initial stress tensor is assumed to be diagonal with coefficients σ0xx = σ0yy = σ0zz =

2.0 × 105 Pa 
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• Other conditions: temperature is prescribed at 25 ◦C. 

whereas for the spherical test (experiment 2), it assumes.  

• Hydraulic conditions: gas pressure is prescribed to 1.53 MPa, water pressure is prescribed to 1 MPa and water saturation is set to 1.00.  
• Mechanical conditions: displacements in all axes are 0. The initial stress tensor is assumed to be diagonal with coefficients σ0xx = σ0yy = σ0zz =

6.5 MPa.  
• Other conditions: temperature is prescribed at 25 ◦C. 

KAERI-D also assumes different initial conditions for the one-dimensional test (experiment 1) and for the three-dimensional test (experiment 2). 
Indeed, for experiment 1:  

• Hydraulic conditions: water and gas pressures are prescribed to 1 MPa, water saturation is 0.98.  
• Mechanical conditions: displacements at all axis are 0. The initial stress tensor is assumed to be diagonal with coefficients σ0xx = σ0yy = σ0zz =

5.5 MPa and the swelling pressure is set to 5.5 MPa.  
• Other conditions: temperature is prescribed at 10 ◦C. 

whereas for experiment 2:  

• Hydraulic conditions: water and gas pressures are prescribed to 1 MPa, water saturation is set to 0.98.  
• Mechanical conditions: displacements at all axis are set to 0. The initial stress tensor is assumed to be diagonal with coefficients σ0xx = σ0yy =

σ0zz = 7.1 MPa and the swelling pressure is set to 7.1 MPa.  
• Other conditions: temperature is prescribed at 20 ◦C. 

In NCU/TPC-V, the initial conditions for the one-dimensional test (experiment 1) and the three-dimensional test (experiment 2) are.  

• Hydraulic conditions: water pressure is prescribed to 1 MPa, gas pressure is prescribed to 3 MPa and water saturation is 0.99. Initial porosity is 
prescribed to 0.43, initial solid density is 1600 kg/m3 and the initial intrinsic permeability is 3.4 × 10-21 m2.  

• Mechanical conditions: displacements at all axis are 0. The initial stress tensor is also set to 0 MPa and the swelling pressure is 0 MPa. 

In UPC/Andra-ED, the initial conditions for the one-dimensional test (experiment 1) and the three-dimensional test (experiment 2) are.  

• Hydraulic conditions: water and gas pressures are prescribed to 0.1 MP and water saturation is 1. Initial porosity is prescribed to 0.44.  
• Mechanical conditions: displacements at all axis are 0. The initial stress tensor is assumed to be diagonal, with σx = σy = 5 MPa and σz = 8 MPa.  
• Other conditions: temperature is prescribed to 20 ◦C. 

Same hydraulic conditions are assumed for experiment 2. However, for the three-dimensional test, isotropy is considered and the initial stress 
tensor is assumed to be diagonal with coefficients σ0xx = σ0yy = σ0zz = 4 MPa. 

In both cases, Henry’s law is assumed to define gas concentration in water. 
In LBNL-D, the prescribed initial conditions are.  

• Hydraulic conditions: in experiment 1, water pressure is prescribed to 0.98228 MPa, gas pressure is set to 1 MPa and water saturation to 0.9999. 
In experiment 2, water and gas pressures are prescribed to 1 MPa and water saturation to 1.  

• Mechanical conditions: in experiment 1, axial stress is set to 9 MPa and radial components to 6 MPa. In experiment 2, axial stress is set to 7.250 
MPa and radial components to 7.750 MPa.  

• Other conditions: temperature is prescribed to 20 ◦C in both experiments. 

and in Quintessa/RWM-ECap, they are:  

• Hydraulic conditions: gas pressure is prescribed balanced with boundary conditions.  
• Mechanical conditions: stress tensor is prescribed. Indeed, in experiment 1, axial stress is set to 9.5 MPa and in experiment 2–7.25 MPa. Radial 

components are set to 7.25 MPa in experiment 2 whereas for experiment 1, the function 

σrr(z, t0)= 7 [MPa] –(z − 15 [mm])

(
0.5 [MPa]
45 [mm]

)

(65)  

is assumed to replicate the experimental stresses at t0. Pore pressure is prescribed to 1 MPa in both experiments. 
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• Other conditions: in both experiments, temperature is prescribed to 20 ◦C, capillary diameter is prescribed to 0.1 μm and θcreep = 1 × 10-10 for 
negligible flow at t0. In experiment 1, initial time is set to 39 days and in experiment 2, to 700 days   

Table 9 
Experiment 1: initial conditions prescribed by the participating teams.   

Model 

BGR/UFZ-E CNSC-PD KAERI-D NCU/TPC-V UPC/Andra-ED LBNL-D Quintessa/RWM-ECap 

Pore-water pressure (MPa)  − 5.7 1 1 0.1 0.98228  
Pore-gas pressure (MPa) 1 0.101 1 3 0.1 1 Balanced with boundary conditions 
Water saturation (%) 96 96 98 99 100 99.99  
Displacement along x axis (m) 0 0 0 0 0  0 
Displacement along y axis (m) 0 0 0 0 0  0 
Displacement along z axis (m)  0 0 0 0  0 
Stress tensor (MPa)  0.2⋅I  5.5⋅I  0⋅I  

⎛

⎝
5 0 0
0 5 0
0 0 8

⎞

⎠
σzz = 9 
σrr = 6  

σzz = 9.5 
σrr = linear function  

Swelling pressure (MPa)   5.5 0    
Temperature (◦C) 20 25 10 25 20 20 20   

Table 10 
Experiment 2: initial conditions prescribed by the participating teams.   

Model 

BGR/UFZ-E CNSC-PD KAERI-D NCU/TPC-V UPC/Andra-ED LBNL-D Quintessa/RWM-ECap 

Pore-water pressure (MPa)  1 1 1 0.1 1  
Pore-gas pressure (MPa) 1 1.53 1 3 0.1 1 Balanced with boundary conditions 
Water saturation (%) 96 100 98 99 100 100  
Displacement along x axis (m) 0 0 0 0 0  0 
Displacement along y axis (m) 0 0 0 0 0  0 
Displacement along z axis (m)  0 0 0 0  0 
Stress tensor (MPa)  6.5⋅I  7.1⋅I  0⋅I  4⋅I  σzz = 7.25 

σrr = 7.75  
σzz = 7.25 
σrr = 7.25  

Swelling pressure (MPa)   7.1 0    
Temperature (◦C) 20 25 20 25 20 20 20  

A.4. Boundary conditions 

Different boundary conditions are assumed by the teams. 
BGR/UFZ-E assumes the following boundary conditions:  

• Hydraulic conditions: in experiment 1, gas pressure is prescribed to 1.975 MPa at the top surface and as seen in Fig. 29a at the bottom surface, 
capillary pressure is prescribed to 1.875 MPa at the top surface and assumed to behave as a step function (see Fig. 29b) at the bottom; in experiment 
2, gas pressure is prescribed to 1.975 MPa at the inner surface and a non-linear calibrated function (see Fig. 30a) at the outer surface; capillary 
pressure is prescribed to 1.875 MPa at the inner surface and assumed to behave as a step function (see Fig. 30b) at the outer boundary. Note that 
inner and outer surfaces are merely designations for the surfaces formed by the bore around the centre of the bentonite and the outer wall of the 
bentonite respectively.  

• Mechanical conditions: a zero-displacement boundary is considered in both experiments.  
• Other conditions: temperature is prescribed at 20 ◦C in both experiments.  
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Fig. 29. BGR/UFZ-E model: boundary conditions for experiment 1: prescribed functions for (a) the gas pressure and (b) the capillary pressure.  

Fig. 30. BGR/UFZ-E model: boundary conditions for experiment 2: prescribed functions for (a) the gas pressure and (b) the capillary pressure.  

CNSC-PD model assumes the following boundary conditions for experiment 1:  

• Hydraulic conditions: pore-gas pressure is prescribed as  
• At lower boundary (A in Fig. 31a and b): pg(t) = gas injection pressure  
• At lower boundary (A in Fig. 31a and b): pg(t) = gas injection pressure• At radial boundaries (B in Fig. 31a and b): ∂pg

∂xi 
= 0  

• At upper boundary (C in Fig. 31a and b): pg(t) = atmospheric2 

dissolved gas concentration in pore-water (kg gas m− 3 water) is prescribed as.  

• At lower boundary (A in Fig. 31a and b): cg, H2O(t) = ρg(t)H(φSw)

• At radial boundaries (B in Fig. 31a and b): ∂Cg
∂xi

= 0  
• At upper boundary (C in Fig. 31a and b): cg, H2O(t) = ρg(t)H(φSw)

with H (kg species A m− 3 in aqueous phase kg− 1 species A m3 in gas phase) being the Henry’s coefficient and pore-water pressure is prescribed as. 
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Fig. 31. CNSC-PD model: boundaries where boundary conditions are prescribed for (a) experiment 1 (2D mesh), (b) experiment 1 (3D mesh), (c) experiment 2 (2D 
mesh) and (d) experiment 2 (3D mesh).   

• At lower and radial boundaries (A and B in Fig. 31a and b): ∂pw
∂xi

= 0  
• At upper boundary (C in Fig. 31a and b): pw(t) = water backpressure (time dependent starting at 0.05 MPa and going up to 1 MPa).  
• Mechanical conditions: a roller constraint condition is applied everywhere. That is, boundary-free in tangential direction but fixed in normal 

direction. 

CNSC-PD assumes similar conditions for experiment 2:  

• Hydraulic conditions: pore-gas pressure is prescribed as  
• At middle boundary (A in Fig. 31c and d): pg(t) = gas injection pressure  
• At radial boundaries, including injection rod but not tip (B in Fig. 31c and d): ∂pg

∂xi 
= 0  

• At upper and lower boundaries (C and D in Fig. 31c and d): pg(t) = atmospheric3 

dissolved gas concentration in pore-water (kg gas m− 3 water) is prescribed as.  

• At middle boundary (A in Fig. 31c and d): cg, H2O(t) = ρg(t)H(φSw)

• At radial boundaries, including injection rod, but not tip (B in Fig. 31c and d): ∂Cg
∂xi

= 0  
• At upper boundary and lower boundaries (C and D in Fig. 31c and d): cg, H2O(t) = ρg(t)H(φSw)

with H (kg species A m− 3 in aqueous phase kg− 1 species A m3 in gas phase) being the Henry’s coefficient and pore-water pressure is prescribed as.  

• At middle, radial and lower boundaries (A, B and D in Fig. 31c and d: ∂pw
∂xi

= 0 

3 As done in experiment 1, this value will be set to 1 MPa and its impact will be assessed in Dagher E.E., Nguyen T.S. and Infante Sedano J.A. Assessing Mechanisms 
of Mechanical Deformation to Simulate Two-Phase Flow in a Swelling Geomaterial. (To be submitted to the Special Publication of International Journal of Rock 
Mechanics and Mining Sciences). 
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• At upper boundary and at pore-fluid array boundaries (C and E in Fig. 31c and d): pw(t) = 1 MPa  
• Mechanical conditions: a roller constraint condition is applied everywhere. That is, boundary-free in tangential direction but fixed in normal 

direction. 

For experiment 1, KAERI-D model assumes the following boundary conditions:  

• Hydraulic conditions: gas and water pressures are prescribed to 1 MPa at the backpressure and radial filters (B and C in Fig. 32a). At these 
locations, water saturation is prescribed to 0.98. Flowrate is prescribed to 0 m3/s everywhere except in the injection, backpressure and radial filters 
and at the injection filter (A in Fig. 32a) is as follows:  
• From 0 to 39 days: no injection.  
• From 39 to 46 days: inflow is occurred due to pressure difference (3 MPa, constant gas pressure).  
• From 46 to 71 days: a linear gas injection rate is assumed:  
• From 46 to 67 days: 0 to 1.25 × 10-8 m3/s (1 bar was assumed).  
• From 67 to 71 days: 1.25 × 10-8 to 1.29 × 10-8 m3/s (1 bar was assumed).  

• After 71 days: no injection.  
• Mechanical conditions: displacements are restrained at the boundary (zero-displacement boundary).  
• Other conditions: temperature is prescribed at 10 ◦C everywhere. 

For experiment 2, different boundary conditions are assumed:  

• Hydraulic conditions: water pressure is prescribed to 1 MPa at the gas injection point and at the radial filters (A and B in Fig. 32b). At these 
locations, water saturation is prescribed to 0 and to 0.98 respectively and flowrate is prescribed to 0 m3/s everywhere except in these locations. Gas 
pressure is prescribed to 1 MPa at radial filters (B in Fig. 32b) and in the injection point is calculated assuming the ideal gas law (ignoring water and 
gas compressibilities, assuming a constant temperature of 20 ◦C).  

• Mechanical conditions: roller-boundary condition is assumed.  
• Other conditions: temperature is prescribed at 20 ◦C everywhere. 

Prescribed boundary conditions in NCU/TPC-V model for experiment 1 are.  

• Hydraulic conditions: at the backpressure filter (BC1 in Fig. 33), water pressure is prescribed to 1 MPa while gas pressure is prescribed to 2.4 
MPa; at the side (BC2 in Fig. 33), a no-flux condition is prescribed; and at the injection filter (BC3 in Fig. 33) gas pressure is prescribed to the given 
injection gas pressure and water pressure is obtained from the capillary-vs-saturation curve with a given gas pressure.  

• Mechanical conditions: roller conditions are prescribed at all boundaries. 

whereas for experiment 2:  

• Hydraulic conditions: at the filters (BC1 and BC3 in Fig. 34), no flux is prescribed; at the radial filters (BC2 in Fig. 34), water pressure is set to 1 
MPa and gas pressure is prescribed to 2.4 MPa; and at the gas injection filter, gas pressure is prescribed to the given injection gas pressure and water 
pressure is obtained from the capillary-vs-saturation curve with a given gas pressure.  

• Mechanical conditions: same conditions than for experiment 1 are prescribed.  
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Fig. 32. KAERI-D model. Boundaries where boundary conditions are prescribed for (a) experiment 1 and (b) experiment 2.  

Fig. 33. NCU/TPC-V model. Locations where boundary conditions for experiment 1 are prescribed.  

Fig. 34. NCU/TPC-V model. Locations where boundary conditions for experiment 2 are prescribed.  

In UPC/Andra-ED, prescribed boundary conditions for experiment 1 are:  

• Hydraulic conditions: water and gas pressures are prescribed at the injection surface (see Fig. 35). Indeed:  
• Water pressure is prescribed to 1 MPa throughout all the test.  
• Gas pressure is prescribed to 1 MPa from 7.4 to 39.3 days, to 3 MPa from day 40 to day 46 and released after that.  
• Gas flow rate is prescribed to 8 × 10-7 kg/s from 67 days to 71.5 days and released after that.  

• Mechanical conditions: displacements at all axis are prescribed to 0. 
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Prescribed boundary conditions for experiment 2 are:  

• Hydraulic conditions: water pressure is prescribed to 6.5 MPa at the three injection points of Fig. 35 from the day of pressurisation until day 734 
and released after that; gas pressure is prescribed to 0.1 MPa at these three injection points and gas flow rate is linearly changing such that at day 
736, this is equal to 1.1 × 10-10 kg/s, at day 760, this is equal to 1.8 × 10-10 kg/s and at day 835, this is equal to 1.4 × 10-10 kg/s.  

• Mechanical conditions: displacements at the surface are prescribed to 0. 

Fig. 35. UPC/Andra-ED model. Boundary conditions for (a) experiment 1 and (b) experiment 2.  

As said, in experiment 1, gas flow rate was imposed at the outer edge surface of the porous stone. Different injection system volume factors were 
considered and several cases were run to calibrate it with a final Fi = 15 value assumption as the best fitting case. In experiment 2, the same strategy 
was followed. However, in this case, the injection was performed through an inserted surface with a single node connected to the material sample and 
three non-connected nodes holding the gas flow rate imposed. The same equivalent injection system volume factor as in experiment 1 was assumed. 

In LBNL-D, the prescribed boundary conditions are.  

• Hydraulic conditions: in experiment 1, at the backpressure filter, water and gas pressures are prescribed to 1 MPa and water saturation to 100%. 
In experiment 2, same boundary conditions are prescribed at the radial sensors (see Fig. 26).  

• Mechanical conditions: in experiment 1, displacements are restrained at the extra padding elements. In experiment 2, same boundary conditions 
are prescribed at the outer chamber elements (see Fig. 26b).  

• Other conditions: temperature is prescribed to 20 ◦C at the whole domain in both experiments. 

In experiment 1, this model uses a huge volume to represent the injector. The injection pressure is then set to 1 MPa at the initial stage of the 
simulation and controlled by the injection pressure history measured in the experiment. On the contrary, in experiment 2, a constant injection rate is 
taken from the test and the volume of the injection element is calibrated in order to match the initial slope of the injection pressure evolution. The 
initial condition of injection pressure is 6.260 MPa. 

Finally, in Quintessa/RWM-ECap, boundary conditions in experiment 1 are:  

• Hydraulic conditions: at the backpressure filter (B in Fig. 36, z = 120 mm), gas pressure is prescribed to 1 MPa and at the injector filter (A in 
Fig. 36, z = 0 mm), gas pressure is set to 

pg(t0) = 3 MPa
pg(t)from modelled injector (66) 

Gas pressure gradient is prescribed to 0 at r = 30 mm (C in Fig. 36).  

• Mechanical conditions: a roller constraint condition is applied at B and C, see Fig. 33, and the piston condition 

σzz =max
(
9.5 MPa, pg

)
(67) 
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is prescribed at z = 0 mm (A in Fig. 36).

Fig. 36. Quintessa/RWM-ECap model. Boundary locations for experiment 1.  

In experiment 2, boundary conditions are:  

• Hydraulic conditions: at r = 30 mm (C in Fig. 37), gas pressure is prescribed to 1 MPa and at the injection interface (D in Fig. 37), gas pressure is 
set to 

pg(t0) = 5 MPa
pg(t)from modelled injector (68) 

Gas pressure gradient is prescribed to 0 at z = 0 mm, at z = 120 mm and at the injection rod cut-out (A, B and E respectively in Fig. 37).  

• Mechanical conditions: a roller constraint condition is applied at A, B, C and E, see Fig. 37, and the piston condition 

σzz =max
(
7.25 MPa, pg

)
(69)  

is prescribed at the injection interface (D in Fig. 37).

Fig. 37. Quintessa/RWM-ECap model. Boundary locations for experiment 2.  

The models include an explicit representation of the injector using the ideal gas law and the prescribed gas volume changes from the experiments 
(i.e. refills) to calculate the gas pressure boundary condition being applied, see Table 11. For experiment 1, this is applied across the inflow end of the 
sample and for experiment 2, this is applied in the centre of the sample at the end of the injection rod cut-out region.  

Table 11 
Quintessa/RWM-ECap model: injector schedule.  

Time (days) Injection pump flow rate (uL/h) Comments 

Injector schedule for experiment 1 
39 0 Gas pressure: 3 MPa 

Initial gas vol.: 235 ml 
46.135 500 Start of injection pump 
54.149 375 Reduce injection pump flow rate 
60.959 375 Gas refilled (+59.95 ml) 
71.369 0 Injection pump stopped 
Injector schedule for experiment 2 
720.3 125 Gas pressure: 5 MPa 

Initial gas vol.: 211 ml 
768.3 125 Gas refilled (+91.3 ml) 
799.2 125 Gas refilled (+27.6 ml) 
807.4 125 Gas refilled (+61.2 ml) 
827.0 125 Gas refilled (+9.3 ml) 
831.1 125 Gas refilled (+47.7 ml)   
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Table 12 
Experiment 1: boundary conditions prescribed by the participating teams.   

Model 

BGR/UFZ- 
E 

CNSC-PD KAERI-D NCU/TPC-V UPC/Andra-ED LBNL-D Quintessa/RWM- 
ECap 

Pore-water 
pressure 
(MPa)  

middle, bottom and 
radial: no flow 
top and pore-fluid array 
boundaries: water 
backpressure. 

backpressure and radial 
filters: 1 

Backpressure filter: 1 
Injection filter: 
computed from 
capillary-vs- 
saturation curve 
Side: no flux 
condition 

Injection surface: 1 Backpressure 
filter: 1  

Pore-gas 
pressure 
(MPa) 

top: 1.975 
bottom: 
non-linear 
function 

top and bottom: 
atmospheric 
middle: gas injection 
pressure 
radial: no flow 

backpressure and radial 
filters: 1 

Backpressure filter: 
2.4 
Injection filter: given 
injection pressure 
Side: no flux 
condition 

Injection surface: 1 
MPa from 7.4 to 39.3 
days, 3 MPa from 40 
to 46 days and 
released at 46.1 days 

Backpressure 
filter: 1 

Injection surface: 
injection history 
based on ideal gas 
law 
Backpressure filter: 
1 
At r = 30 mm, no 
pressure gradient 
(zero gas flux). 

Water 
saturation 
(%)   

backpressure and radial 
filters: 98 

Injection filter: 
obtained from the 
capillary pressure- 
vs-saturation curve  

Backpressure 
filter: 100  

Capillary 
pressure 
(MPa) 

top: 1.875 
bottom: 
step 
function       

Flowrate (kg/s)   Injection filter: step 
function everywhere 
(except injection, 
backpressure and radial 
filters): 0  

Injection surface: 8 
× 10-7 from 67 days 
to 71.5 days, 
released after that  

Calculated in the 
model based on the 
injection pressure. 

Displacement 
along x axis 
(m) 

0 Roller constraint 0 Roller constraint 0 Extra padding 
elements: 0 

Roller constraint 

Displacement 
along y axis 
(m) 

0 Roller constraint 0 Roller constraint 0 Extra padding 
elements: 0 

Roller constraint 

Displacement 
along z axis 
(m)  

Roller constraint 0 Roller constraint 0 Extra padding 
elements: 0 

Roller constraint 

Stress tensor 
(MPa)       

Injector: piston 

Temperature 
(◦C) 

20  10   20  

Gas 
concentration  

top, bottom and 
middle:ρg(t)H(φSw)

Radial: no flow         

Table 13 
Experiment 2: boundary conditions prescribed by the participating teams.   

Model 

BGR/UFZ- 
E 

CNSC-PD KAERI-D NCU/TPC-V UPC/Andra-ED LBNL-D Quintessa/RWM-ECap 

Pore-water 
pressure 
(MPa)  

bottom and 
radial: no flow 
top: water 
backpressure. 

injection point: 1 
radial filters: 1 

Backpressure filters: no 
flux condition 
Radial filters: 1 
Injection filter: 
computed from 
capillary-vs-saturation 
curve 

3 injection points: 6.5 
MPa pressurisation up to 
734 days, released after 
that 

3 radial 
sensors: 1  

Pore-gas 
pressure 
(MPa) 

top: 1.975 
bottom: 
non-linear 
function  

injection point: 
ideal gas law 
radial filters: 1 

Backpressure filters: no 
flux condition 
Radial filters: 2.4 
Injection filter: given 
injection pressure 

3 injection points: 0.1 3 radial 
sensors: 1 

Injection surface: 
injection history based 
on ideal gas law 
At r = 30 mm, 1 top, 
bottom and injection rod 
cut-out: no pressure 
gradient (zero gas flux) 

Water saturation 
(%)   

Injection point: 
0 radial filters: 98 

Injection filter: 
obtained from the  

3 radial 
sensors: 100  

(continued on next page) 
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Table 13 (continued )  

Model 

BGR/UFZ- 
E 

CNSC-PD KAERI-D NCU/TPC-V UPC/Andra-ED LBNL-D Quintessa/RWM-ECap 

capillary pressure-vs- 
saturation curve 

Capillary 
pressure 
(MPa) 

top: 1.875 
bottom: 
step 
function       

Flowrate (kg/s)   everywhere except 
at gas injection 
point and radial 
filters: 0  

3 injection points: 1.1 ×
10-10 at 736 days, 
1.8 × 10-10 at 760 days, 
1.4 × 10-10 at 835 days 
(linearly variable)  

Either from the injector 
model or 0 mass flux on 
the top, bottom and 
injection rod boundaries 

Displacement 
along x axis 
(m) 

0 Roller 
constraint 

0 Roller constraint 0 Outer 
chamber 
elements: 0 

Roller constraint 

Displacement 
along y axis 
(m) 

0 Roller 
constraint 

0 Roller constraint 0 Outer 
chamber 
elements: 0 

Roller constraint 

Displacement 
along z axis 
(m) 

0 Roller 
constraint 

0 Roller constraint 0 Outer 
chamber 
elements: 0 

Roller constraint 

Stress tensor 
(MPa)       

Injector: piston 

Temperature 
(◦C) 

20  20   20    

A.5. Basic parameters    

Table 14 
Parameters for experiment 1.   

Model 

BGR/UFZ-E CNSC-PD KAERI-D NCU/TPC-V UPC/Andra-ED LBNL-D Quintessa/RWM- 
ECap 

Number of calibrated 
parameters 

Not provided 25 5 7 11 Not provided 12 

Elastic modulus (MPa) 307 307 307 307 307 307 307 
Poisson’s ratio (¡) 0.4 0.4 0.4 0.4 0.4 0.4 0.4 
Porosity (¡) 0.44 Heterogeneity (mean: 

0.44) 
0.44 0.43 Heterogeneity (mean: 

0.44) 
0.44 Calculated 

Biot’s coefficient (¡) 0.9 1 0.86  0.5 1 0.4 
Dry density (kg/m3)  1560 2700 1600 1512   
Intrinsic permeability of 

water (m2)  
3.4 × 10-21 3.4 × 10-21 3.4 × 10-22~ 

3.4 × 10-21 
Heterogeneous 3.4 × 10-21  

Intrinsic permeability of gas 
(m2)       

Calculated 

Capillary pressure curves van 
Genuchten 

van Genuchten van Genuchten van 
Genuchten 

van Genuchten van 
Genuchten  

Relative permeability of 
water 

Mualem Mualem Fatt and Klikoff 
62 

Parker 
et al.43 

Embedded fractures Corey  

Relative permeability of gas Mualem Mualem Fatt and 
Klikoff62 

Parker 
et al.43 

Embedded fractures Corey    

Table 15 
Parameters for experiment 2.   

Model 

BGR/UFZ-E CNSC-PD KAERI-D NCU/TPC-V UPC/Andra-ED LBNL-D Quintessa/RWM- 
ECap 

Number of calibrated 
parameters 

Not provided 25 5 7 11 Not provided 12 

Elastic modulus (MPa) 307 307 307 307 307 307 307 
Poisson’s ratio (¡) 0.4 0.4 0.4 0.4 0.4 0.4 0.4 
Porosity (¡) 0.44 Heterogeneous (mean: 

0.44) 
0.44 0.43 Heterogeneous (mean: 

0.44) 
0.44 Calculated 

Biot’s coefficient (¡) 0.6 1 0.86  0.5  0.3 

(continued on next page) 
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Table 15 (continued )  

Model 

BGR/UFZ-E CNSC-PD KAERI-D NCU/TPC-V UPC/Andra-ED LBNL-D Quintessa/RWM- 
ECap 

Dry density (kg/m3)  1560 2700 1600 1512   
Intrinsic permeability of 

water (m2)  
3.4 × 10-21 3.4 × 10-21 3.4 × 10-22~3.4 ×

10-21 
Heterogeneous 3.4 × 10-21  

Intrinsic permeability of 
gas (m2)       

Calculated 

Capillary pressure curves van 
Genuchten 

van Genuchten van 
Genuchten 

van Genuchten van Genuchten van 
Genuchten  

Relative permeability of 
water 

Mualem Mualem Fatt and 
Klikoff62 

43 Embedded fractures Corey  

Relative permeability of 
gas 

Mualem Mualem Fatt and 
Klikoff62 

43 Embedded fractures Corey   
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