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Abstract

Standard flood risk estimation methods in the United Kingdom have largely

focused on peak flows at ungauged locations. However, the importance of

whole-hydrograph and event volume estimation in a design context is increas-

ing with the application of unsteady-state hydraulic models and construction

of sustainable drainage systems. Here, we explore the relationship between

peak flow estimation accuracy and flood volume estimation accuracy across

780 events in 81 catchments. Runoff hydrographs are modelled using ReFH2,

a rainfall-runoff model widely used by practitioners for design flood estimation

in the UK. We find that strong performance in peak flow estimation is highly

correlated with strong performance in event volume estimation, and that

between-event variation in performance is greater than the typical reduction

in performance when moving from calibrated to design (regression-based)

model parameters. Unfortunately, evaluating model performance in terms of

runoff volume is complicated by the fact that measured rainfall hyetographs

and runoff hydrographs are themselves estimates that can disagree with each

other for legitimate reasons. We demonstrate that it is not always possible,

expected or realistic to close the water balance over an event in a topographi-

cally defined river catchment. Hence, ‘errors’ in modelled hydrographs cannot

be solely attributed to modelling deficiencies.
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1 | INTRODUCTION

The estimation of flood risk from a hydrological per-
spective in the United Kingdom has very much focused
on the estimation of flood frequency curves, or the
relationship between flood peak magnitude and rarity.
From the original Flood Studies Report (FSR;
NERC, 1975) to the Flood Estimation Handbook (FEH;
Institute of Hydrology, 1999) and subsequent updates
(Kjeldsen, 2007; Kjeldsen, Jones, & Bayliss, 2008;

Kjeldsen, Miller, & Packman, 2013; Wallingford
HydroSolutions, 2016), two methods have been pro-
vided for flood frequency estimation. The FEH statisti-
cal method follows the general index-flood and
regionalization principles described by Dalrym-
ple (1960). However, the index flood in the UK is taken
as the median annual flood (QMED) and the ‘region’
used to provide additional flood frequency behavioural
information is non-geographical and specific to each
catchment of interest, consisting only of the gauged
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catchments judged, through the use of digital catchment
descriptors (Bayliss, 1999), to be most hydrologically sim-
ilar to the catchment of interest, and weighted according
to similarity. In contrast, the rainfall-runoff method is a
generalised, event-based, lumped rainfall-runoff model of
a catchment, used in conjunction with a rainfall depth–
duration–frequency (DDF) model and design estimates of
initial conditions to estimate a T-year flow hydrograph
and hence the peak flow corresponding to a specified
T-year rainfall event. Rainfall-runoff modelling methods
and design rainfall DDF models have both been the sub-
ject of continuous development. ReFH2 (Kjeldsen
et al., 2013; Wallingford HydroSolutions, 2016) is the cur-
rent version of the Revitalised Flood Hydrograph (ReFH)
model (Kjeldsen, 2007) as of 2016, and is widely used for
design flood estimation in the UK, largely superseding
the FSR/FEH rainfall-runoff model (Houghton-Carr,
1999). The FEH13 DDF rainfall model (Stewart,
Vesuviano, Morris, & Prosdocimi, 2014) is currently rec-
ommended to provide design rainfall inputs to ReFH2.

The majority of practitioner guidance on the choice of
method for a particular problem tends to focus on peak
flow estimation (e.g., CNC, 2017; Environment
Agency, 2017; SEPA, 2017). Consequently, calibration of
ReFH2 and previous UK rainfall-runoff methods (FSR,
FEH, and ReFH) has focused on how well they reproduce
flood-frequency relationships at gauged sites, using the
gauged data alone for shorter return periods, or in a
regional analysis with heavy at-site weighting for longer
return periods. Neither ReFH2 nor any previous UK
rainfall-runoff method has been extensively evaluated in
terms of simulated event hydrograph, and therefore sim-
ulated runoff volume, the most comprehensive study as
of 2019 being an evaluation of the ReFH2 design hydro-
graph shape against the empirical median hydrograph
(Archer, Foster, Faulkner, & Mawdsley, 2000) for 20 small
catchments up to 40 km2 (Environment Agency, 2012).
Evaluating performance in terms of runoff volume is dif-
ficult, as it is often not possible to calculate a closed water
balance over an observed event; further rainfall may
occur before flows have receded to pre-event levels, and
it may not be clear that flows at the start of an event
would have followed a pattern of recession in the absence
of rainfall. However, with the application of unsteady-
state hydraulic models becoming the norm in, for exam-
ple, reservoir modelling and catchment-scale flood risk
modelling, correct estimation of flood hydrograph, and
event volume in a design context is becoming increas-
ingly important to flood risk management in the
UK. Furthermore, accurate estimation of runoff volume
is required to size the storage and/or detention compo-
nents of any system (or area) for which the outflow rate
is less than the peak runoff rate, even if the design

criteria focus only on achieving a specified outflow rate.
Examples of systems in which temporary storage is nor-
mally required to meet design outflow rates include sus-
tainable drainage systems (SuDS), reservoirs with
spillways, and flood storage areas.

In this paper, we explore the relationship between the
accuracy of peak flow estimation and the accuracy of vol-
ume estimation across 81 catchments and 780 observed
flood events using the ReFH2 model framework with
event-specific initial conditions and, initially, catchment-
specific calibrated model parameters. We evaluate how
the predictive performance of the modelling framework
reduces for both peak flow and volume estimation when
using generalised, regression-estimated model parame-
ters, and compare the change in mean model perfor-
mance with the between-event variation in model
performance. Finally, we identify several factors that may
lead to poor model performance.

2 | DATA

This study was conducted on a dataset of 780 rainfall-
runoff events distributed over 81 catchments in England
and Wales, all obtained from the Flood Event Database
(Bayliss, 2003). This is a subset of the 1,285 events and
101 catchments used in the original development of
ReFH that excludes heavily urbanised catchments, catch-
ments located in Scotland (which use Scotland-specific
regression equations for parameter estimation) and
events from sources other than the Flood Event Data-
base. The 81 study catchments are mapped in Figure 1,
where catchment colour represents the number of avail-
able events. For each event, catchment-average rainfall
hyetographs, gauged runoff hydrographs, and estimates
of initial baseflow, BF0, and initial soil moisture, Cini,
derived from gauged flow records and 1 year of anteced-
ent rainfall and potential evaporation records respec-
tively, were available from the original development
of ReFH.

Catchment-average rainfall hyetographs were
derived according to Jones (1983), which assumes and
requires that any catchment can be approximated as an
irregular quadrilateral. Figure 2 compares a selection of
catchment boundaries derived from a 50-m DTM, the
Integrated Hydrological Digital Terrain Model (IHDTM:
CEH, 2014), against their quadrilateral approximations
and demonstrates that this assumption is generally
appropriate, even for very irregularly shaped catchments.

Two sets of model parameter values were available
for each catchment: the event-calibrated values, which
vary between catchments, but not events, and minimise
error against gauged hydrographs across all events on a
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single catchment; and the ReFH2 design package values,
which are estimated from regression relationships against
FEH catchment descriptors. FEH catchment descriptors
and event-calibrated model parameter values were avail-
able for each catchment, originating from the develop-
ment of the original version of the ReFH model (ReFH1).
Table 1 gives the five-number summary for selected
catchment descriptors in this dataset of 81 catchments:

• AREA: catchment area (km2)
• SAAR:1961–1990 mean annual rainfall (mm)
• BFIHOST: estimated baseflow index from soil type

(dimensionless)
• FARL: flood attenuation from reservoirs and lakes

(dimensionless)
• URBEXT2000: proportion of catchment urbanised in the

year 2000 (dimensionless)
• DPLBAR: mean drainage path length (km)

• DPSBAR: mean drainage path slope (m/km)
• PROPWET: proportion of time that catchment was

‘wet’ (estimated soil moisture deficit <6 mm) during
1961–1990 (dimensionless).

The presented catchment descriptors are used either
to estimate model parameters or initial conditions dur-
ing ungauged or uncalibrated model runs (SAAR,
BFIHOST, PROPWET, DPLBAR, and DPSBAR), to assess
the applicability of using ReFH2 for a particular catch-
ment (AREA and FARL), or to assess whether ‘as rural’
modelling can be appropriate (URBEXT2000). Walling-
ford HydroSolutions (2018) shows that the BFIHOST
values assigned to HOST classes 23 and 25 by Boorman,
Hollis, and Lilly (1995) are lower than the baseflow index
values derived from gauged flow records in catchments
dominated by these soil types, and provides a procedure
to adjust the BFIHOST estimate to a (typically) more
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FIGURE 1 Locations of study catchments and number of events per catchment
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realistic value in any catchment with any level of HOST
class 23 or 25 coverage. Catchment-average values of
BFIHOST were therefore revised for all catchments, the
mean increase in BFIHOST resulting from this procedure
being 0.015 and the largest being 0.098, from 0.238 to
0.336 for Ray at Grendon Underwood (NRFA No. 39017).
The BFIHOST adjustment procedure in Wallingford
HydroSolutions (2018) differs from that described in Grif-
fin et al. (2019b), which had not been finalised when the
work described in this paper was performed. It is noted

that the catchments span a range of areas, although the
maximum catchment area is limited to around 500 km2

due to the increasing implausibility of spatially-uniform
rainfall over increasingly larger areas (Kjeldsen, 2007).
Similarly, the range of URBEXT2000 encompasses the vast
majority of gauged UK catchments, although an upper
limit of 0.3 was imposed so that all catchments could be
modelled ‘as rural’—this decision is explained further in
‘Methods’. Due to the lack of storage routing in the
ReFH2 model structure, no catchments with significant

N
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3700156006
66011

68006

FIGURE 2 Comparison of IHDTM representations (solid grey) and quadrilateral approximations (black lines) of selected irregular

catchments. Each catchment's NRFA station number (nrfa.ceh.ac.uk/data/search) is included inside it

TABLE 1 Five-number summary of selected catchment descriptors

Descriptor Minimum Lower quartile Median Upper quartile Maximum

AREA 15.07 65.35 142.08 273.84 510.90

SAAR * 577 691 887 1,276 2,182

BFIHOST * 0.242 0.382 0.466 0.552 0.782

FARL 0.886 0.974 0.986 0.997 1.000

URBEXT2000 0.0000 0.0037 0.0131 0.0437 0.2974

DPLBAR * 4.55 10.25 15.26 21.03 38.49

DPSBAR * 11.5 34.3 75.2 123.5 210.4

PROPWET * 0.25 0.32 0.39 0.53 0.71

Note: Starred catchment descriptors are used in parameter and/or initial condition estimation. AREA and FARL are used to assess the appli-
cability of ReFH2. URBEXT2000 is used to assess the applicability of ‘as rural’ modelling.
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reservoirs or lakes were included. All other catchment
descriptors encompass a wide range relative to England
and Wales as a whole, except DPLBAR, which is strongly
correlated with AREA. However, values of DPLBAR are
typical for the range of catchment areas in this dataset.

Further information on UK catchment descriptors is
available from Bayliss (1999) and Bayliss, Black, Fava-
Verde, and Kjeldsen (2006).

3 | METHODS

Rainfall-runoff modelling was conducted using ReFH2
(Kjeldsen et al., 2013; Wallingford HydroSolutions, 2016).
ReFH2 is a lumped conceptual model that divides a
catchment into three zones: rural, urban pervious and
urban impervious (Figure 3, left). As it is a lumped
model, spatial uniformity of rainfall is assumed and the
spatial arrangement of zones is ignored.

For the rural fraction and urban pervious fraction of
the catchment, the PDM loss model (Moore, 2007) with a
uniform distribution of soil stores is used to estimate net

rainfall, while for the urban impervious fraction of the
catchment, a constant percentage runoff is assumed. A
‘rural’ unit hydrograph (e.g., Chow, Maidment, &
Mays, 1988) is used to route only the rural net rainfall,
while the urban pervious and urban impervious net rain-
falls are added together and routed via a faster ‘urban’
unit hydrograph. Baseflow is generated by passing
recharge through a linear reservoir. Recharge is gener-
ated only for the runoff-generating fractions of the rural
and urban permeable fractions of the catchment, and the
ratio of recharge to runoff is fixed. This approach,
described by Appleby (1974) is used as it allows baseflow
separation when the rainfall input is unknown. Total
runoff is the sum of baseflow, routed rural runoff and
routed urban runoff. As a lumped model, information on
the spatial arrangement of rural, urban pervious and
urban impervious zones in a catchment is not used.

In typical usage, the catchment descriptor
URBEXT2000 is multiplied by 1.567 to estimate the pro-
portion of total urban area in a catchment (Bayliss
et al., 2006). Urban area is by default assumed to be 70%
pervious and 30% impervious, a constant percentage

FIGURE 3 ReFH2 model structure with urban flow paths greyed-out (left); ReFH model structure (right)
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runoff of 70% is assumed for the impervious urban area,
and the urban unit hydrograph time-to-peak is assumed
to be 50% of the rural unit hydrograph time-to-peak
(Wallingford HydroSolutions, 2018). However, recent
research has shown that the accelerated routing and per-
centage runoff that should be associated with urban
catchments is not consistently apparent until a level of
urbanisation represented by an URBEXT2000 value of 0.3
is exceeded (Environment Agency, 2012). Hence, it is
possible to treat catchments with URBEXT2000 <0.3 as
essentially rural, with all net rainfall generated by the
PDM loss model and routed through one unit hydro-
graph. This ‘as rural’ configuration gives ReFH2 the
same model structure as the original ReFH model
(Kjeldsen, 2007), shown in Figure 3 (right).

ReFH2 in its ‘as rural’ configuration has four model
parameters: baseflow linear reservoir time constant (BL,
hr), recharge-to-runoff ratio (BR, dimensionless), unit
hydrograph time-to-peak (Tp, hr), and PDM maximum
soil moisture store depth (Cmax, mm), and two initial con-
ditions: initial soil moisture (Cini, mm) and initial base-
flow (BF0, m3/s). In gauged catchments, all four
parameters can be calibrated using paired rainfall
hyetographs and runoff hydrographs and BF0 can be
taken as the flow at the start of the event. Cini can be esti-
mated from antecedent daily mean rainfall and potential
evaporation series using DAYMOD, a simple accounting
procedure where soil moisture is modelled as a balance
between infiltration, soil drainage and potential evapora-
tion. DAYMOD is described fully in Appendix B of
Kjeldsen (2007). In ungauged catchments, all parameter
and design initial condition values are estimated via
regression relationships based on FEH catchment
descriptors (Bayliss, 1999). The parameter regressions
used in ReFH2 maximise the explained variance in cali-
brated parameter values at gauged catchments, while the
initial condition regression equations are set to minimise
the difference between the natural logarithm of the
median annual flood from gauged data, ln(QMED), and
the natural logarithm of the peak flow generated by
ReFH2 when applying the 1-in-2 year FEH13 design-
duration storm with design initial conditions.

In this study, ReFH2 is used first with full calibration
(calibrated parameter values, calibrated Cini, observed
BF0, as described above for gauged catchments) and
again with initial condition calibration (regression-
estimated parameter values, calibrated Cini, observed
BF0). A third case, where all parameter values and all ini-
tial conditions are estimated via regression, was not con-
sidered, as the regressions for initial conditions are
intended to relate the spatially uniform T-year design
rainfall to the T-year flood peak. Design initial conditions
are therefore inappropriate for use with observed rainfall

events, which do not follow single-peaked design rainfall
profiles and are not spatially uniform, hence having vari-
able return periods across the catchment. Furthermore,
design initial conditions are intended for use with rarer
events than many of the 780 considered here.

Performance is measured in terms of geometric mean
bias (bias, Equation 1) and factorial standard error (fse,
Equation 2):

bias=exp
1
n

Xn
i=1

lnyi,modelled− lnyi,observed
� � !

ð1Þ

fse=exp σ lnymodelled− lnyobservedð Þð Þ ð2Þ

where n is the number of events, σ indicates standard
deviation, and ln and exp indicate natural logarithm and
exponential, respectively. In both equations, y can repre-
sent peak flow (m3/s) or total runoff volume (m3), and
n can be 1, considering an individual event, 780, consider-
ing all events in all catchments together, or another num-
ber, for example, when considering all events in one
catchment. By default, ReFH2-modelled hydrographs
continue until the flow rate has regressed to BF0. In cases
where the observed and modelled hydrograph differed in
length, the longer hydrograph was trimmed to the length
of the shorter hydrograph before comparing runoff
volumes.

4 | RESULTS AND DISCUSSION

Figure 4 summarises the results of the modelling exercise
in terms of estimating peak flow, runoff volume and gen-
eral hydrograph shape for all events and catchments. The
top row of Figure 4a–c shows the results when all four
model parameters and both initial conditions are cali-
brated to or set from gauged records, while the bottom
row (Figure 4d–f) shows the results when all four model
parameters are estimated via regression equations on
catchment descriptors but Cini remains calibrated to
gauged antecedent rainfall and potential evaporation,
and BF0 remains set from gauged flood event data. The
left subplot in each row plots bias in peak flow against
bias in runoff volume for each event, the middle subplot
shows bias in peak flow and runoff volume as histo-
grams, and the right subplot shows a histogram of time-
series correlation between modelled and gauged hydro-
graphs. Note that all axes showing bias are logarithmic.

Figure 4 shows that error in peak flow estimation is
correlated with error in runoff volume estimation and
that both the geometric mean bias and spread of errors
associated with runoff volume are smaller than those
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associated with peak flow. However, the prevalence of
points below/right of the 1:1 line in both scatterplots
reveals that the numeric value of the bias in runoff vol-
ume is generally larger than that in peak flow (for bias
<1, a larger numeric value indicates a smaller error).
Table 2 summarises bias and fse in runoff volume and
peak flow across all events for both levels of calibration.
This shows that ReFH2 has a lower bias (closer to 1) and
smaller fse in its estimation of runoff volume than in its

estimation of peak flow, regardless of whether the model
parameter values are calibrated from data or estimated
from regression relationships. It also shows that the
decrease in model performance found when moving from
calibrated to regression-estimated parameter values is
small and that the between-event variation in perfor-
mance, measured by fse, is greater than the typical reduc-
tion in performance resulting from a change from
calibrated to design parameter values. This demonstrates

Full calibration

Calibrated initial conditions only

FIGURE 4 Scatterplot and histogram of bias in peak flow and runoff volume, and histogram of time-series correlation between

observed and modelled hydrographs for ReFH2 model with full calibration (a–c) and calibration of initial conditions only (d–f)

TABLE 2 bias and fse in runoff

volume and peak flow across all events

for ReFH2 with full calibration and

calibrated initial conditions only

Full calibration Calibrated initial conditions only

Volume Peak flow Volume Peak flow

bias 1.021 0.858 0.989 0.802

fse 1.268 1.357 1.310 1.419
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that ReFH2 is relatively insensitive to variations in the
exact parameter values used. All of this is also
summarised graphically by comparing Figure 4b,e.

For each event, Figure 5 plots the bias in peak runoff
or event volume when using calibrated parameter values
(on the y-axis) with the bias in peak runoff or event vol-
ume when using design parameter values (on the x-axis),
using point colour to represent the bias in the design
parameter value (here simply the design parameter value
divided by the calibrated parameter value). bias in design
parameter value is constant per catchment.

All subplots of Figure 5 show a strong grouping along
the 1:1 line, with some scatter. That is, the scale of bias in
modelled peak flow or runoff volume is generally inde-
pendent of whether ReFH2 is used with calibrated or
design parameter values. In general, bias <1 in design
parameter values results in greater peak flows and runoff
volumes, shown by the prevalence of red points consider-
ably below/right of the 1:1 line. Lower values of Tp and
Cmax conceptually result in a higher-peaked unit hydro-
graph and smaller soil moisture store, which increase
peak flow and runoff volume, respectively. Lower values
of BL and BR correspond to faster-responding baseflow
and a lower ratio of recharge to runoff. While the direct
effects of BL and BR on peak flow and runoff volume are
less obvious, it is noted that BL, BR and Cmax have similar
BFIHOST coefficients in their respective regressions,
while the same is also true of PROPWET for BL and Cmax.
Hence, catchments with bias <1 in design BL and BR
may have higher peak flows and runoff volumes simply
because they are also often catchments with bias <1 in
design Cmax.

Conversely, the prevalence of blue points consider-
ably above/left of the 1:1 line shows that bias >1 in
design parameter values results in smaller peak flows
and runoff volumes. However, the scatter of points
around the 1:1 line is relatively small compared to the
spread along the 1:1 line. This low scatter indicates that
errors in peak flow and runoff volume resulting from
either calibrated parameter values or parameter values
estimated via regression equations are similar for most
events. Therefore, the performance of ReFH2 is less sen-
sitive to model parameterization than it is to ReFH2's
suitability for modelling a particular event, whether
related to the conceptual model structure, the accuracy of
gauged flow or rainfall data, or other factors that might
influence the difference between modelled and measured
flow estimates.

Figure 5 directly illustrates the effects of parameter
interaction and equifinality, by showing that design
parameter values can give low-bias peak flow and runoff
volume estimates when they are similar to, far below or
far above their corresponding calibrated values. This is

shown by noting that on all subplots of Figure 5, points
of all colours, representing a wide range of bias in the
design parameter values, lie near x = 1, indicating low
bias in peak flow or runoff volume when modelling with
design parameter values. Although the ReFH2 ‘as rural’

FIGURE 5 Relationship between bias in peak flow or runoff

volume and bias in ReFH2 parameter value estimate
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model has only four parameters and two initial condi-
tions, and is therefore parsimonious compared to many
other models, there are multiple ways to achieve two out-
comes (a defined peak flow and runoff volume) in any
system with more than two independent free variables.
Low-bias peak and volume estimates with both design
and calibrated parameter values are indicated by points
near the (1, 1) intersection of both axes. These are more
common when the design and calibrated parameter
values are similar, as the closeness of the parameteriza-
tion must result in similar hydrographs. However,
parameter interaction can cause hydrographs with simi-
lar overall properties to result from a range of parameter-
izations (equifinality). This is clear from the existence of
both red and blue points near to the (1, 1) intersection of
both axes in all subplots of Figure 5.

Inspection of individual events where estimated vol-
ume is significantly less than gauged volume demon-
strates a general difficulty of model calibration and
evaluation. In both cases shown in Figure 6, the recorded
volume of runoff is greater than the recorded volume
of rainfall. In Figure 6a, the general shape of the

hydrograph is captured accurately, but the vertical scal-
ing is different, suggesting that the gauged percentage
runoff of 117% could result from overestimation at the
flow gauge, underestimation at the rain gauges, inappro-
priate weighting of rain gauges (due to the irregular
quadrilateral approximation of the catchment boundary),
uncaptured spatial variations in rainfall, or underestima-
tion of contributing area, through neglecting subsurface
flows or anthropogenic modification to the catchment
(Miller et al., 2014; Vesuviano & Miller, 2019). Figure 6b
shows a gauged hydrograph with two equal-magnitude
peaks, while ReFH2 estimates a much smaller second
peak than first peak. The catchment-average rainfall
paired to this event is also double peaked, but the second
peak contains considerably less volume of rainfall than
the first, despite achieving a similar maximum rate in
mm/hour. This could suggest that: the second rainfall
peak was not fully captured by all rain gauges contribut-
ing to the catchment-average rainfall profile; the second
rainfall peak was centred closer to the flow gauging point
spatially; or that the calibrated value of Cini was too low
(i.e., the soil moisture store was less full in calibration

Jan 14, 1993

Jan 20, 1985

FIGURE 6 Example hydrographs for two events where modelled runoff is considerably less than gauged runoff

VESUVIANO ET AL. 9 of 12



than in reality), leading to more simulated infiltration of
the second rainfall peak. The gauged percentage runoff of
119% again appears to violate the water balance, implying
systematic errors in estimation of rainfall, runoff or con-
tributing area, or an inaccuracy in representing the ini-
tial catchment state through Cini. In all cases, the
gauged runoff hydrograph is itself an estimate, as is the
extrapolation of point rainfall records to a catchment-
average hyetograph. Hence, reported ‘errors’ in model
outputs cannot be solely attributed to deficiencies in
model structure or poor parameterization.

In addition to the situations described above, total
runoff could legitimately exceed total rainfall over the
period of an event when there is a significant baseflow
component, resulting from the continuing long-term run-
off from previous events. Though this is not apparent in
the examples presented in Figure 6, it illustrates another
way that a total percentage runoff of over 100% may
occur and be recorded during an event, even though to
do so would fail to close the water balance, appearing to
invalidate event-based modelling.

5 | IMPLICATIONS FOR DESIGN
EVENT MODELLING

Overall, the results show that ReFH2 is consistently able
to estimate runoff volumes associated with real rainfall
events accurately. However, the vast majority of the
780 flood events in the study data set are not comparable
in volume or peak flow to typical design floods. The rea-
sons for this are unavoidable, and include the very low
probability of an extreme flood occurring at an active
gauging site and the higher potential for damage to moni-
toring equipment during extreme flows. Consequently,
care must be taken when generalising from this study's
results to long-return period design event modelling.

One limitation of standard design event rainfall-
runoff modelling is that there is only one design rainfall
event for each return period, producing one peak flow
and one runoff volume. In contrast, a real rainfall event
may produce a high peak flow but a small runoff volume,
or vice versa. The 2013–2014 UK winter floods exemplify
this: flow at Kingston gauging station, near the Thames
tidal limit, remained above 250 m3/s for 76 days, more
than doubling the previous record set in 1947 (Muchan,
Lewis, Hannaford, & Parry, 2015). However, the peak
flow during the same period, 507 m3/s, was only the 12th
highest since 1883. In general, a T-year peak flow and a
T-year runoff volume may not coincide, as extreme peak
flows are caused by extreme rainfall peaks (shorter-
duration accumulations) but extreme flood volumes are
often caused by extreme total rainfall depths (longer-

duration accumulations). Some design storms, such as
those used in ReFH2 and its predecessors, conflate these
two characteristics by using fixed rainfall profiles that are
independent of return period or rainfall duration. Use of
these profiles causes total depth and peak intensity to rise
by the same percentage as event duration or return
period is increased, and may risk a situation where the
most intense part of the design storm has a significantly
different rarity than the whole design event. Composite
storm profiles (e.g., Keifer & Chu, 1957) are designed so
that any subset of the storm centred on the peak has the
same return period as the whole storm. This implies a
perfect correlation between the occurrences of extreme
short-duration and extreme long duration rainfall, even
though it is easy to find real counter-examples such as
the 2013–2014 UK winter floods mentioned previously.

Multivariate modelling based on observed flood
hydrograph volume and observed annual maximum flood
peak (Requena, Chebana, & Mediero, 2016) generates a
continuum of results, where a range of combinations of
peak flow and runoff volume correspond to one return
period that reflects the joint occurrence of that peak and
volume. However, the relationship between T-year peak
flow and T-year runoff volume is complicated by climate
change and the possibility that each may be affected dif-
ferently. Blöschl et al. (2019) show that the mean annual
flood discharge per decade is increasing particularly
quickly around the border between England and Scot-
land; Griffin, Vesuviano, and Stewart (2019) show the
same for annual maximum peak flows. In this region,
floods normally result from winter rains on catchments
with high soil moisture (Bayliss & Jones, 1993) and hence
limited capacity to accept rainfall. From this, a flattening
of the relationship between percentage runoff and return
period is inferred, as available soil storage capacity
becomes a smaller fraction of an increasing T-year rain-
fall depth, causing higher percentage runoff for increas-
ingly common rainfall events. Conversely, Gadian
et al. (2018) estimate that in summer, total hours of
heavy precipitation (>7.6 mm/hour) will increase but
individual storms will not increase in volume. Coupled
with predicted longer interevent periods and hence typi-
cally drier initial soil conditions, it is possible that speci-
fied flow peaks will become more common while
specified runoff volumes become rarer.

6 | CONCLUSIONS

In the UK, practitioner guidance on the choice of flood
estimation method tends to focus on peak flow estima-
tion, despite the increasing importance of whole-
hydrograph and event volume estimation. A dataset of
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780 events recorded in 81 catchments was used to evalu-
ate ReFH2, a rainfall-runoff model widely used in the UK
for flood risk analyses, in terms of its ability to model
event runoff volume accurately.

It was found that accurate estimation of runoff vol-
ume in ReFH2 was strongly correlated with accurate esti-
mation of peak flow, and that over- or under-estimation
of event volume was in fact typically smaller than over-
or under-estimation of peak flow. Accurate estimation of
either peak flow or runoff volume did not depend
strongly on accurate calibration of ReFH2's model
parameters, corresponding to baseflow lag time, baseflow
recharge ratio, unit hydrograph time-to-peak, and maxi-
mum soil moisture storage capacity. For individual
events, it is possible for estimated parameter values that
are far below or above calibrated values to give accurate
peak flow and runoff volume estimates. On a case-by-
case basis, these occurrences cannot be solely credited to
the inaccurate parameterization introducing a modelling
error that cancels out the measurement error.

Expressing runoff volumes as a percentage of
catchment-average rainfall volume demonstrated that it
is not always possible, expected or realistic for a water
balance over an event to close. There can be many rea-
sons for this, including but not limited to errors in gaug-
ing, uncaptured spatial variations in rainfall, inaccurate
estimation of the initial catchment state (e.g., available
infiltration capacity), significant or rising baseflow, neg-
lecting subsurface flows, or neglecting anthropogenic
flows or modifications to the catchment.

This research demonstrates confidence that the UK's
industry-standard rainfall-runoff model can estimate the
volume of runoff associated with real rainfall events
accurately. However, the majority of observed events are
considerably smaller in both peak flow and runoff vol-
ume than typical design events of interest, such as the
6-hr, 100-year event widely used in urban drainage
design. Further research is required on the accuracy of
modelled runoff volumes for long-return period design
events, noting that very limited verification event data
may be available for this work. More broadly, research is
needed to estimate how flood event volume-frequency
relationships are related to peak flow-frequency relation-
ships in the UK, how a T-year event might be defined as
a range of peak flow and event volume combinations,
and how these combinations might change under a
changing climate.
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