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ABSTRACT

The Southern Ocean (SO) surface wind stress is a major atmospheric forcing for driving the Antarctic

Circumpolar Current and the global overturning circulation. Here the effects of wind fluctuations at different

time scales on SO wind stress in 18 models from phase 5 of the Coupled Model Intercomparison Project

(CMIP5) are investigated. It is found that including wind fluctuations, especially on time scales associated

with synoptic storms, in the stress calculation strongly enhances the mean strength, modulates the seasonal

cycle, and significantly amplifies the trends of SO wind stress. In 11 out of the 18 CMIP5 models, the SO wind

stress has strengthened significantly over the period of 1960–2005. Among them, the strengthening trend of

SO wind stress in one CMIP5 model is due to the increase in the intensity of wind fluctuations, while in all the

other 10 models the strengthening trend is due to the increasing strength of the mean westerly wind. These

discrepancies in SO wind stress trend in CMIP5 models may explain some of the diverging behaviors in the

model-simulated SO circulation. Our results suggest that to reduce the uncertainty in SO responses to wind

stress changes in the coupled models, both the mean wind and wind fluctuations need to be better simulated.

1. Introduction

The Southern Hemisphere (SH) surface westerly

wind stress plays an instrumental role in driving the

Southern Ocean (SO) circulation and the global me-

ridional overturning circulation (Marshall and Speer

2012; Meredith et al. 2012; Gent 2016), as well as SO

temperature changes and carbon uptake (Le Quéré
et al. 2007; Gille 2008; Wang et al. 2015; Jones et al.

2016; Wang et al. 2017). Since surface wind stress de-

pends nonlinearly on surface wind velocity (e.g., Large

et al. 1994), high-frequencywind fluctuations contribute to

both the mean strength and low-frequency variability of

surface wind stress (Zhai andWunsch 2013). For example,

when wind fluctuations with time scales less than one

month are included in the stress calculation, the time-mean

wind stress is significantly enhanced, which then leads to an

increase in wind power input to the ocean general circu-

lation of over 70% (Zhai et al. 2012; Wu et al. 2016).

Recently, Lin et al. (2018) investigated the contribu-

tions of atmospheric wind fluctuations to the mean,

variability, and trend of SO wind stress over the last four

decades using reanalysis products. They found that in-

cluding wind variability at synoptic frequencies (2–8

days) and higher in the stress calculation increases the

strength of the mean SOwind stress by as much as almost

40%. However, large discrepancies exist among re-

analysis products regarding the role of wind fluctuations
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in determining the strengthening trend of SO wind stress;

the strengthening trend inERA-Interim is due entirely to

the increasing strength of the mean westerly wind, while

between one-third and one-half of the strengthening

trend in NCEP is attributable to the increase in the in-

tensity of wind fluctuations (Lin et al. 2018). These large

discrepancies are worrying and may explain some of the

diverging behaviors of the model-simulated SO circula-

tion and water mass distribution when forced with dif-

ferent reanalysis products (e.g., Zika et al. 2013a,b;

Langlais et al. 2015). As highlighted recently by Munday

and Zhai (2017), the sensitivity of SO circulation to wind

stress changes depends strongly on how these stress

changes are brought about (i.e., whether via changes of

the mean wind or changes of wind variability). In their

model experiments, when the increase in SO wind stress

is made by increasing the intensity of wind variability,

vertical mixing and water mass transformation processes

are enhanced in the mixed layer, which results in a much

greater sensitivity of the SO meridional overturning cir-

culation to the increased wind stress. Therefore, to un-

derstand how the climate system may respond to the

observed and predicted increase in SO wind stress, it is

important to first understand how this increase in wind

stress is brought about.

Models from phase 5 of the Coupled Model Inter-

comparison Project (CMIP5) are widely used to simu-

late historical and predict future changes of the strength

and position of the SO surface westerly winds (Ceppi

et al. 2012; Swart and Fyfe 2012; Wilcox et al. 2012;

Barnes and Polvani 2013; Bracegirdle et al. 2013; Lee

et al. 2013; Swart et al. 2015; Simpson and Polvani 2016).

However, whether these SO wind stress changes simu-

lated and predicted in CMIP5 models are brought about

by changes of the mean westerly winds, changes of wind

variability, or both is unknown. The general role of

wind fluctuations in determining the strength of SOwind

stress in CMIP5 models is also unclear. The answers to

these questions may prove useful for understanding the

large spread in the model-simulated SO circulation and

water masses under different scenarios (Wang et al.

2011; Meijers et al. 2012; Downes and Hogg 2013; Sallée
et al. 2013a,b; Wang 2013; Meijers 2014; Russell et al.

2018). In this study, we investigate for the first time the

effects of wind fluctuations on the mean, seasonal cycle,

and trend of SO wind stress in CMIP5 models and

compare themwith results from two reanalysis products.

The paper is organized as follows. The CMIP5 models

and reanalysis products chosen for this study are de-

scribed in section 2, followed by an explanation of the

analysis method used in section 3. In section 4, results of

the effects of wind fluctuations at different time scales

on the mean, seasonal cycle, and trend of the SO wind

stresses in CMIP5 models are presented, discussed, and

compared with those from the reanalysis products. Fi-

nally, conclusions and discussion of implications of our

results are provided in section 5.

2. CMIP5 models and reanalysis products

The CMIP5 models used in this study are listed in

Table 1 together with model details such as model res-

olution and whether they are stratosphere-resolving.

CMIP5 models provide monthly mean surface wind

TABLE 1. Details of CMIP5 models selected in this study. Models resolving the stratosphere well with model tops at or above 1 hPa are

defined as high-top models (in boldface). (Expansions of acronyms are available online at http://www.ametsoc.org/PubsAcronymList.)

Model name Institute Horizontal resolution (8lon 3 8lat) Vertical levels Model top (hPa)

ACCESS1.0 CSIRO-BOM (Australia) 1.875 3 1.25 38 4

ACCESS1.3 CSIRO-BOM (Australia) 1.875 3 1.25 38 4

CMCC-CM CMCC (Italy) 0.75 3 0.75 31 10

CNRM-CM5 CNRM-CERFACS (France) 1.41 3 1.41 31 10

GFDL CM3 NOAA GFDL (United States) 2.5 3 2.0 48 0.01

GFDL-ESM2G NOAA GFDL (United States) 2.5 3 2.0 24 3

GFDL-ESM2M NOAA GFDL (United States) 2.5 3 2.0 24 3

GISS-E2-H NASA GISS (United States) 2.5 3 2.0 40 0.1
GISS-E2-R NASA GISS (United States) 2.5 3 2.0 40 0.1

HadGEM2-ES Met Office (United Kingdom) 1.875 3 1.25 38 4

IPSL-CM5A-LR IPSL (France) 3.75 3 1.875 39 0.04

IPSL-CM5A-MR IPSL (France) 2.5 3 1.26 39 0.04
MIROC-ESM MIROC (Japan) 2.8 3 2.8 80 0.0036

MIROC-ESM-CHEM MIROC (Japan) 2.8 3 2.8 80 0.0036

MIROC4h MIROC (Japan) 0.56 3 0.56 56 2.3

MIROC5 MIROC (Japan) 1.41 3 1.41 40 3

MRI-CGCM3 MRI (Japan) 1.125 3 1.125 48 0.01

MRI-ESM1 MRI (Japan) 1.125 3 1.125 48 0.01
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stresses and 18 of them at the time of this study provide

6-hourly 10-m wind velocities. To quantify the contri-

butions fromwind fluctuations at different time scales to

the SO wind stress, we recalculate wind stresses with

wind fluctuations from these 18models with certain time

scales included or excluded by using an approximate

formulation of the dependence on 10-m wind speed.

Only model output from historical runs (1960–2005) is

assessed, since for future projection simulations (repre-

sentative concentration pathways RCP4.5 and RCP8.5),

6-hourly wind velocities are only provided for two 20-yr

periods of 2026–46 and 2081–2100, which are not long

enough for estimating the trend significance.

Results from the CMIP5 models are compared with

two widely used atmospheric reanalysis products: the

Japanese 55-year Reanalysis (JRA-55; Kobayashi et al.

2015) and theECMWF interim reanalysis (ERA-Interim;

Dee et al. 2011). The horizontal resolutions of JRA-55

andERA-Interim areT319 (;63km) andT255 (;80km),

respectively. The strength of the SH westerly jet from

reanalysis data suffers large spurious trends prior to 1979

but this situation is much improved after 1979, thanks to

the assimilation of Television Infrared Observation Sat-

ellite (TIROS) Operational Vertical Sounder (TOVS)

data into the reanalysis model (Hines et al. 2000; Kistler

et al. 2001; Marshall 2003). In addition, the ERA-Interim

winds are only provided from 1979. Therefore, we choose

to compare CMIP5 model outputs from historical runs

and the two reanalysis products over their overlapping

period of 1979–2005. Note that the differences between

the mean wind stresses in CMIP5 models over the period

of 1979–2005 and those of 1960–2005 are generally very

small (not shown). However, neither the trends of SO

wind stress in CMIP5 models nor those in the two re-

analysis products are significant over the period of 1979–

2005. For this reason, the trends of SO wind stress in

CMIP5 models are calculated over the longer period of

1960–2005 and are not compared with those from re-

analysis products whose trends are known to be spurious

prior to 1979.

3. Methods

Based on Monin–Obukhov similarity theory (MOST;

Garratt 1994), bulk surface flux parameterizations are

used to estimate air–sea fluxes in CMIP5models (Knutti

et al. 2013; Ma et al. 2015; Simpson et al. 2018) and bulk

algorithms used to calculate surface momentum and

heat flux exchanges were provided in Fairall et al.

(2003). Following Fairall et al. (2003), the zonal surface

wind stress in our study is calculated based on the bulk

formula tx 5 racdjU10ju10, where tx is the surface zonal

wind stress, jU10j is the 10-m wind speed, u10 is the 10-m

zonal wind velocity, ra is air density at the sea surface

(set to a constant of 1.223 kgm23), and cd is the variable

drag coefficient. Here cd is set to the drag coefficient in

neutrally stable conditions from empirical functions

c1/2d 5 c1/2dn 5 k/ln(z/z0) with the MOST stability parame-

ter z 5 0, where k is von Kármán’s constant, z is the

height of wind measurement, and z0 is the roughness

length for momentum. Following Smith (1988), the

roughness length is set to z0 5 (au2

*/g)1 (0:11n/u*),

where a is the Charnock parameter, u* is the surface

frictional velocity, and gravitational acceleration g and

kinematic viscosity n are constants. The Charnock pa-

rameter a varies with wind velocity and the surface

frictional velocity is set to u*5 k
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jU10j2 1 u2

g

q
/ln(z/z0)

with a gustiness part ug set to zero in neutrally stable
conditions (Beljaars 1995; Fairall et al. 2003). As shown
in Fig. 1, the time-mean wind stresses calculated from 6-
hourly winds of the 18 CMIP5 models provide a rea-
sonably close match to those averaged from model
outputmonthlymean stresses. Differences inmeanwind
stress can be attributed to neglecting atmosphere sta-
bility, waves, and surface ocean currents, as well as dif-
ferent Charnock parameter and gustiness used in our
calculation of surface drag coefficient.

The methods used in this study to evaluate the effects

of wind fluctuations at different time scales on the SO

wind stress are similar to those in Lin et al. (2018) but

with some modifications. It is worth pointing out that

owing to the modulus function in the bulk formula the

contribution of wind fluctuations to the mean stress

depends strongly on the presence of the mean winds

(Zhai 2013). For example, if the mean winds are ignored

in the stress calculation, the mean stress, to first-order

approximation, vanishes regardless of the strength of

wind fluctuations. Here we follow Zhai (2013) and Lin

et al. (2018) and quantify the effects of including wind

fluctuations at different time scales on the mean stress

by including or excluding these wind fluctuations in the

stress calculation.

Different from Lin et al. (2018), we apply Lanczos

low-pass filter with 100 weights, rather than the simple

running mean, to the time series of 6-hourly CMIP5 and

reanalysis wind velocities at every model grid point to

filter out wind fluctuations that last less than 2 and

8 days. We have also tested the Butterworth filter and

results are almost identical to those using the Lanczos

filter. Wind fluctuations on time scales of 2–8 days are

calculated by taking the difference between the 2- and

8-day low-pass-filtered wind fields. We then obtain

the 2–8-day-filtered winds by removing wind fluctua-

tions on time scales of 2–8 days from the original 6-

hourly wind field (Table 2). Finally, we recalculate the

zonal wind stresses t.2d, t.8d, t,2d&.8d, and t.yr using
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FIG. 1. The 1979–2005 time-mean and zonal-mean zonal wind stresses from the 18 CMIP5 models

(Nm22). The blue curve is calculated using monthly mean wind stress data from the model output; the red

curve is calculated using t.6hr that is derived from the bulk formula and 6-hourly winds.
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2-day-filtered, 8-day-filtered, 2–8-day-filtered, and annual-

mean winds, respectively (Table 2), and compare them

with the zonal wind stress t.6hr calculated from the

original 6-hourly winds (t.6hr 2 t.2d, t.6hr 2 t.8d,

t.6hr 2 t,2d&.8d, t.6hr 2 t.yr) to quantify the in-

fluences of including wind fluctuations on time scales of

less than 2 days, less than 8 days, 2–8 days, and less

than a year in the stress calculation. For example, since

wind fluctuations of 6 h–2 days are excluded in the cal-

culation of t.2d, the difference between t.6hr and t.2d

can be used to quantify the effect of including wind

fluctuations of 6 h–2 days on the mean stress. Threshold

time scales of 2 and 8 days are chosen because atmo-

spheric variability on time scales of 2–8 days is gener-

ally thought to be associated with synoptic weather

systems and baroclinic storm activities (e.g., Trenberth

1991; Yin 2005).

In addition, we also calculate and compare mean ki-

netic energy (MKE) and eddy kinetic energy (EKE)

associated with the SO 10-m winds in CMIP5 models

and reanalysis products. MKE in each year (MKE,yr) at

every grid point is calculated from the annual-mean

wind field, and EKE at every grid point is calculated

from wind fluctuations on time scales of 6 h–2 days

(EKE,2d), 2–8 days (EKE2–8d), 6 h–8 days (EKE,8d),

and 6 h–1 year (EKE,yr), respectively (see Table 2 for

the formulas). For example, EKE,2d is calculated using

the difference between the 6-hourly and 2-day low-pass-

filtered wind fields. As such, EKE,2d represents kinetic

energy associated with wind fluctuations on time scales

of 6 h–2 days alone and does not include the nonlinear

cross term between fluctuations of 6 h–2 days and those

of 2 days–1 year.

4. Results

a. Mean state

1) MEAN WIND AND STRESS

Figure 2 shows the 1979–2005 time-mean and zonal-

mean zonal wind velocities (dashed lines) and zonal

wind stresses (solid lines) in the SO from the 18 CMIP5

models and two reanalysis data. There are considerable

differences among them. The peak zonal wind veloc-

ities vary from 5.3m s21 in GISS-E2-H to 7.3m s21 in

MIROC4h and peak values of t.6hr (red lines) vary from

less than 0.11Nm22 in GISS-E2-H to over 0.19Nm22 in

TABLE 2. List of variables and formulas used in this study. The variables are defined similarly to Lin et al. (2018), so the following text is

derived from there with someminor changes. The Lanczos low-pass filter is applied to the time series of 6-hourly wind velocities. Overbars

� � �yr, � � �2d, � � �8d, and � � �228d represent annual-mean, 2-day low-pass-filtered, 8-day low-pass-filtered, and 2–8-day-filtered winds, re-

spectively, and the superscript ‘‘6hr’’ indicates 6-hourly winds.Wind fluctuations on time scales of 2–8 days are removed from the 6-hourly

wind fields to obtain the 2–8-day-filtered winds, i.e., u10
228d 5u6hr

10 2 (u10
2d 2u10

8d) and y10
228d 5 y6hr10 2 (y10

2d 2 y10
8d). The 2–8-day-filtered

wind speed is then calculated from jU10
228dj5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
(u10

228d)
2
1 (y10

228d)
2

q
.

Variable Definition Formula

t.6hr Zonal wind stress calculated from 6-hourly

winds

racdjU6hr
10 ju6hr

10

yr

t.2d Zonal wind stress calculated from 2-day-filtered

winds

racdjU10
2dju10

2d
yr

t.8d Zonal wind stress calculated from 8-day-filtered

winds

racdjU10
8dju10

8d
yr

t,2d&.8d Zonal wind stress calculated from 2–8-day-filtered

winds

racdjU10
228dju10

228d
yr

t.yr Zonal wind stress calculated from annual-mean

winds

racdjU10
yrju10

yr
yr

MKE,yr Kinetic energy calculated from annual-mean

winds

½(u10
yr)2 1 (y10

yr)2
yr�=2

EKE,yr Kinetic energy calculated from wind

fluctuations on time scales of 6 h–1 year

½(u6hr
10 2u10

yr)
2
1 (y6hr10 2 y10

yr)
2
yr�=2

EKE,2d Kinetic energy calculated from wind

fluctuations on time scales of 6 h–2 days

alone

½(u6hr
10 2u10

2d)
2
1 (y6hr10 2 y10

2d)
2
yr�=2

EKE,8d Kinetic energy calculated from wind fluctuations on

time scales of 6 h–8 days

alone

½(u6hr
10 2u10

8d)
2
1 (y6hr10 2 y10

8d)
2
yr�=2

EKE2–8d Kinetic energy calculated from wind

fluctuations on time scales of 2–8 days

alone

½(u10
2d 2 u10

8d)2 1 (y10
2d 2 y10

8d)2
yr�=2
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FIG. 2. The 1979–2005 time-mean and zonal-mean zonal wind velocities (dashed; m s21)

and zonal wind stresses (solid; Nm22) from (a)–(r) the 18 CMIP5 models, (s) their mul-

timodel mean, (t) JRA-55, and (u) ERA-Interim. Mean t.6hr, t.2d, t,2d&.8d, t.8d, and

t.yr are calculated from the 6-hourly, 2-day-filtered, 8-day-filtered, 2–8-day-filtered, and

annual-mean winds, respectively (see Table 2).
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MIROC4h (see also red dots in Fig. 3a). The multimodel

mean (MMM) zonal wind velocity and wind stress are

smaller than those from two reanalysis products (Figs. 2s–u

and 3a). A large spread is shown in the latitudes of peak

zonal wind velocities and peak zonal wind stresses,

ranging from ;458 to ;558S in CMIP5 models. On the

other hand, the latitudes of peak zonal wind stress and

peak zonal wind velocity in the same model are close to

each other, except in MRI-CGCM3 and MRI-ESM1.

These results are consistent with the findings of pre-

vious studies (e.g., Bracegirdle et al. 2013; Lee et al.

2013).

There is also an equatorward bias of about 28 in the

latitudes of maximum MMM zonal wind velocity and

t.6hr, compared to those in JRA-55 and ERA-Interim

(Figs. 2s–u). This equatorward bias in the position of

climatological zonal-mean SO winds exists in most

CMIP5 models (Swart and Fyfe 2012;Wilcox et al. 2012;

Bracegirdle et al. 2013; Russell et al. 2018). Ceppi et al.

(2012) have argued that this equatorward bias is due to

surface temperature gradient anomalies induced by

midlatitude shortwave cloud forcing bias. High-top

models with model tops at or above 1 hPa are marked

in boldface in Table 1. On average the mean positions of

peak zonal winds in high-topmodels and low-topmodels

are 498 and 518S, respectively. The larger equatorward

bias found in high-top models can be related to the

different upper meridional temperature gradients in

FIG. 3. The peak values of 1979–2005 time-mean and zonal-mean (a) t.6hr (red), t.2d (green), t,2d&.8d (cyan),

t.8d (purple), and t.yr (yellow-green) shown in Fig. 2 over the Southern Ocean (358–658S) from 18 CMIP5 models

and 2 reanalysis products. (b) Percentage increases in the peak value of the zonal-mean and time-mean wind stress

when including in the stress calculation wind fluctuations on time scales less than a year [(t.6hr2 t.yr)/t.yr; yellow-

green], and contributions from wind fluctuations of 6 h–2 days [(t.6hr 2 t.2d)/(t.6hr 2 t.yr); green], 2–8 days

[(t.6hr2 t,2&.8d)/(t.6hr2 t.yr); cyan], and 6 h–8 days [(t.6hr2 t.8d)/(t.6hr2 t.yr); purple]. (c) As in (a), but for

MKE,yr (black), EKE,2d (green), EKE2–8d (cyan), EKE,8d (purple), and EKE,yr (yellow-green). (d) The ratios

of EKE,2d/EKE,yr (green), EKE2–8d/EKE,yr (cyan), and EKE,8d/EKE,yr (purple). The dash–dotted lines mark

the corresponding MMM values.
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FIG. 4. The 1979–2005 time-mean and zonal-mean mean kinetic energy (m2 s22) and

eddy kinetic energy (m2 s22) from (a)–(r) the 18 CMIP5 models, (s) their multimodel

mean, (t) JRA-55, and (u) ERA-Interim. MKE,yr (black) at every grid point is calculated

from the annual-mean winds in each year, and EKE,2d (green), EKE2–8d (cyan), EKE,8d

(purple), and EKE,yr (yellow-green) at every grid point are calculated from wind
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high-top and low-topmodels (Wilcox et al. 2012; Bracegirdle

et al. 2013).

2) CONTRIBUTIONS FROM WIND FLUCTUATIONS

TO MEAN STRESS

In all 18 CMIP5 models (Figs. 2a–r), the magnitude of

t.6hr(red lines) is significantly greater than that of t.yr

(yellow-green lines), confirming that wind fluctuations

are a large contribution to the mean zonal wind stress in

the SO (Zhai 2013). This is to be expected given the

large wind variability in this storm-track region and the

nonlinear dependence of surface wind stress on surface

wind velocity. The effect of including wind fluctuations

of 6 h–8 days (red vs purple lines) in the stress calcula-

tion is found to be comparable to that of including

fluctuations of 8 days–1 year (purple vs yellow-green

lines) in all 18 models. This result implies that wind

fluctuations on a relatively narrow time scale range of 6

h–8 days make a disproportionately large contribution

to the magnitude of the mean stress. Furthermore, the

effect of including wind fluctuations of 2–8 days on the

mean stress (cyan to red lines) is greater than that from

including wind fluctuations of 6 h–2 days (green to red

lines in Fig. 2). These conclusions from the CMIP5

models are consistent with those from the reanalysis

data (Figs. 2s–u).

Figure 3a shows a quantitative comparison of the peak

values of the 1979–2005 time-mean and zonal-mean

t.6hr (red), t.2d (green), t,2d&.8d (cyan), t.8d (pur-

ple), and t.yr (yellow-green) from the 18 CMIP5models

and two reanalysis products. Although the spread

among the CMIP5 models is large for wind stresses

calculated from 6-hourly and four filtered 10-m wind

fields, the overall effect of including wind fluctuations at

different time scales on the peak mean wind stress is

qualitatively similar. Focusing on the comparison be-

tween the MMM and reanalysis products, the peak

values of t.yr (yellow-green) are 0.066, 0.071, and

0.073Nm22 for the MMM (dashed line), JRA-55, and

ERA-Interim, respectively, and those of t.6hr (red) are

0.158, 0.176, and 0.170Nm22. The peak value of MMM

t.yr is less than those in the two reanalysis products due

to weaker mean winds in CMIP5 models (Figs. 2s–u),

while the smaller peak value of MMM t.6hr is due to

both weaker mean winds and weaker wind fluctuations

(Fig. 3c). Stronger wind fluctuations in JRA-55 lead to a

greater strengthening effect on the mean stress via the

nonlinear stress law [see derivation in Zhai (2013)],

which leads to a larger t.6hr in JRA-55 than in ERA-

Interim (Figs. 3a,c).

Including wind fluctuations on time scales less than

one year in the stress calculation is found to increase the

magnitude of peak zonal-mean zonal wind stress in the

MMM, JRA-55, and ERA-Interim by about 145%,

148%, and 135%, respectively (yellow-green line and

dots in Fig. 3b), with over 54% of the increase in the

MMM and both reanalysis products being contributed

by wind fluctuations on time scales of 6 h–8 days (purple

line and dots). Including wind fluctuations on time scales

of 6 h–2 days and 2–8 days in the stress calculation act to

increase the peak zonal-mean and time-mean wind

stress in both MMM and two reanalysis products by

around 15% and 35%, respectively (green and cyan lines

and dots in Fig. 3b). Further dividing the CMIP5 models

into different groups according to model resolution and

whether stratosphere-resolving reveals no relationship

between the effects of wind fluctuations on themean stress

and these model parameters/configurations (not shown).

3) KINETIC ENERGY

The MKE and EKE are related to the large-scale

mean wind field and wind fluctuations on much smaller

scales, respectively. It is instructive to examine MKE

and EKE in the CMIP5 models to understand the effect

of mean wind and wind fluctuations at different time

scales on the mean wind stress. Figure 4 shows the 1979–

2005 time-mean and zonal-mean MKE and EKE, which

are obtained by applying time average and zonal aver-

age to MKE and EKE calculated at every grid point.

A few common features, consistent with results from

the reanalysis products, emerge in all 18 CMIP5 mod-

els. First, the zonal-mean EKE,yr is greater than the

zonal-meanMKE,yr over the entire SO latitude range

(358–658S). Second, the meridional distribution of the

zonal-mean EKE,2d, EKE2–8d, EKE,8d, and EKE,yr is

much broader and more uniform compared to MKE,yr.

The zonal-mean EKE,yr typically increases gradually

southward to roughly 558–608S before it drops more

sharply poleward of that latitude band, except for MRI-

CGCM3 andMRI-ESM1 where the zonal-mean EKE,yr

increases monotonically southward and reaches values as

high as 80m2 s22 (yellow-green lines in Figs. 4q and 4r).

 
fluctuations on time scales of 6 h–2 days, 2–8 days, 6 h–8 days, and 6 h–1 year, respectively

(see Table 2). The maximum values of the vertical axis in MRI-CGCM3 in (q) and MRI-

ESM1 in (r) are adjusted to 80m2 s22. The gray line in (s) is the MMM without MRI-

CGCM3 and MRI-ESM1.
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As a consequence of this monotonic increase of EKE,yr

with latitude, the distribution of t.6hr in these twomodels

is skewed heavily southward (red lines in Figs. 2q and 2r).

Further analysis shows that excluding results from MRI-

CGCM3 andMRI-ESM1 leads to a noticeable decrease

in the magnitude of the MMM EKE,yr, particularly

south of 558S (gray vs yellow-green in Fig. 4s). How-

ever, it is worth pointing out that the time and zonal

averages of model output monthly mean wind stress from

MRI-CGCM3 and MRI-ESM1 show no such large

southward skewness (Figs. 1q,r). Third, EKE2–8d is larger

than EKE,2d in the SO (cyan vs green lines in Fig. 4),

which explains why the effect of including wind fluctua-

tions on time scales of 2–8 days on the mean stress is

greater than that of including wind fluctuations of 6 h–

2 days.

The peak values of the MMM EKE,2d, EKE2–8d,

EKE,8d, and EKE,yr are close to values from ERA-

Interim although slightly smaller than those from JRA-

55 (Fig. 3c). This is consistent with the results shown in

Harvey et al. (2012), who demonstrated that the MMM

storm tracks in CMIP5 models resemble the large-scale

features of the storm tracks in the reanalysis data.

Quantitatively, the MMM EKE,2d, EKE2–8d, and

EKE,8d are found to account for about 17%, 40%, and

57% of the MMM EKE,yr respectively, and these per-

centage contributions are similar to those in ERA-

Interim and JRA-55 (Fig. 3d). The large percentage of

EKE,yr accounted by EKE,8d explains why wind fluc-

tuations on a relatively narrow time-scale range of 6 h–8

days, when combined with the climatological mean

wind, make a disproportionately large contribution to

the strength of the mean stress via the nonlinear stress

law (Fig. 3b).

b. Seasonal cycle

In this section we examine the effect of wind fluctua-

tions on the seasonal cycle of SO wind stress in CMIP5

models. Despite considerable differences among the

CMIP5 models in their simulated seasonal variations of

zonal-mean winds and wind stresses, there are, again, a

few common features (Fig. 5). In almost all 18 CMIP5

models, the maximum zonal-mean zonal wind shifts

to its most equatorward position in austral summer

(dashed red), whereas the zonal-mean zonal wind be-

comes weaker and broader in austral winter (dashed

black). This behavior is consistent with the northward

expansion of the SH westerly wind belt and decreased

wind intensity in austral winter found by Lamy et al.

(2010) and O’Kane et al. (2017). In austral winter, the

enhanced SO meridional temperature gradients in-

crease the available potential energy stored in the

westerly winds (Gill 1982). This subsequently leads to

stronger atmospheric eddy activity and eddy-induced

meridional momentum transport, which modulates the

strength and position of surface SO winds (Trenberth

1987; Lamy et al. 2010). Larger EKE associated with

enhanced eddy activities in austral winter can be found

in Fig. 6.

In most models, the peak zonal-mean zonal wind

stresses in austral spring and autumn are much larger

than those in summer and winter (Fig. 5). These features

are also clearly seen in the MMM plot (Fig. 5s) and are

consistent with results from both reanalysis products

(Figs. 5t,u). Interestingly, although the magnitude of the

peak MMM zonal-mean wind in austral summer is sig-

nificantly greater than that in austral winter (by ;21%;

red vs black dashed in Fig. 5s), the peak MMM zonal-

meanwind stress in austral summer is almost of the same

strength as that in austral winter (red vs black solid). In

the two reanalysis products, the magnitude of the peak

zonal-mean wind in austral summer is greater than that

in austral winter, while the peak zonal-mean wind stress

in austral summer is smaller than that in austral winter

(Figs. 5t,u; see also Lin et al. 2018). This paradox can be

explained by the pronounced seasonal cycle of the in-

tensity of wind fluctuations in the SO. In all 18 CMIP5

models and both reanalysis products, the magnitude of

wind fluctuations is the largest in austral winter and

smallest in austral summer (black and red dashed in

Fig. 6), and EKE is much greater than MKE in austral

winter at all latitudes in the SO (black dashed vs solid).

Therefore, stronger wind variability in austral winter

significantly enhances the winter-mean zonal wind stress

via the nonlinear stress law, which brings its peak

strength to the same level as that in austral summer,

even though the peak zonal-mean wind in austral winter

is considerably weaker than that in austral summer.

Seasonal variability of the peak values of 1979–

2005 monthly mean and zonal-mean t.6hr in the SO is

dominated by a semiannual cycle in all 18 CMIP5

models, despite the large intermodel spread (Fig. 7a).

The pattern ofMMMwind stress (black solid), similar to

those from JRA-55 (blue solid) and ERA-Interim (red

solid), is characterized by maximum values in austral

autumn (April) and spring (October) and minimum

values in austral winter (June/July) and summer (De-

cember). However, the magnitude of MMM wind stress

is somewhat smaller than those from JRA-55 and ERA-

Interim. To understand where this semiannual cycle of

peak zonal-mean t.6hr comes from, we examined the

seasonal variability of the peak values of monthly mean

and zonal-mean MKE and EKE at the latitude of peak

monthly mean and zonal-mean t.6hr (Figs. 7b,c). It be-

comes clear that the semiannual cycle of peak zonal-

mean t.6hr in the SO is associated with the semiannual
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FIG. 5. The 1979–2005 seasonal-mean and zonal-mean zonal wind velocities

(dashed; m s21) and zonal wind stresses (solid; Nm22) from (a)–(r) the 18 CMIP5

models, (s) their multimodel mean, (t) JRA-55, and (u) ERA-Interim.
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FIG. 6. The 1979–2005 seasonal-mean and zonal-mean mean kinetic energy (solid;

m2 s22) and eddy kinetic energy (dashed; m2 s22) from (a)–(r) the 18 CMIP5 models,

(s) their multimodel mean, (t) JRA-55, and (u) ERA-Interim.
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cycle of the strength of the mean wind. This semiannual

oscillation of SO zonal-mean winds is a well-known

phenomenon and is caused by the variability of tem-

perature gradients in the middle troposphere (van Loon

1967). In contrast, the peak zonal-mean EKE in 17 out

of 18 CMIP5 models as well as in both reanalysis

products shows a pronounced annual cycle with its

maximum in austral winter and minimum in austral

summer (Fig. 7c). Figure 7 also shows the extremely

large zonal-mean wind stress and EKE in MRI-

CGCM3 and MRI-ESM1 in months from July to Oc-

tober. The unrealistically large EKE in MRI-CGCM3

and MRI-ESM1 in austral winter and spring (see also

in Figs. 6q and 6r) contributes to the large and heavily

southward skewed wind stress in these two seasons (see

also in Figs. 5q and 5r).

c. Trend

Wind stresses and kinetic energy at the position of

peak annual-mean and zonal-mean t.6hr are used for

trend calculation. Only 11 out of the 18 CMIP5 models

show significant wind stress (t.6hr) trends at ,5% level

by a two-sided t test over the period of 1960–2005

(Table 3). The trends calculated from wind stresses

(tauu) directly output by CMIP5 models are also only

significant in the same 11 models. Peak annual-mean

and zonal-mean SO wind stresses t.6hr (black) and t.yr

(gray) and kinetic energy MKE,yr (yellow-green) and

EKE,yr (green) from 1960 to 2005 in these 11 CMIP5

models are shown in Fig. 8 and their trends are given in

Table 3. Not all these 11 models have significant trends

in t.yr over this period; the trend of t.yr is not significant

in GFDL-ESM2M. In the 10 models where both the

trends of t.6hr and t.yr are significant, the trends of t.6hr

are, on average, over 50% greater than those of t.yr,

demonstrating the amplification effect of wind fluctua-

tions on the calculated wind stress trend (Table 3). Fur-

thermore, this amplification effect exists regardless of

whether there is trend in the intensity of wind fluctua-

tions. Due to the nonlinearity in the stress calculation,

differences in the mean winds influence the effects that

wind fluctuations have on themean stress and its trend. In

seven CMIP5 models, the peak annual-mean and zonal-

mean SO wind stress (t.6hr) exhibit a significant pole-

ward shift of about 18–28 over the period of 1960–2005

(not shown).

Consistent with the significant trends of t.yr, the

trends of MKE,yr are also significant in the same 10

CMIP5 models, while the trend of EKE,yr is not sig-

nificant in any of these 10 models (Table 3). Therefore,

the wind stress trends in these 10 models are due to the

strengthening of the mean winds, not the increase in

storm activities. This is similar to the result derived

from ERA-Interim data over 1979–2016; that is, the

strengthening SO wind stress in ERA-Interim is caused

by the increasing strength of the mean westerly wind

FIG. 7. Seasonal variability of (a) the peak values of 1979–2005 monthly mean and zonal-mean zonal wind stress

t.6hr (Nm22), (b) mean kinetic energy (m2 s22), and (c) eddy kinetic energy (m2 s22) over the SO (358–658S) from
the 18 CMIP5 models (dashed), their multimodel mean (solid black), JRA-55 (solid blue), and ERA-Interim

(solid red).
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(Lin et al. 2018). In contrast, the trend of EKE,yr over

the period of 1960–2005 is significant only in GFDL-

ESM2M. However, the trends of t.yr and MKE,yr are

not significant in this model (Table 3). Therefore, the

significant trend of t.6hr in GFDL-ESM2M is caused by

increased wind fluctuations, especially those on time

scales less than 8 days (significant trend of EKE,8d in

Table 3), rather than the strengthening of the mean

wind. The positive trends of EKE,8d, EKE,2d, and

EKE2–8d are significant in five, six, and four models,

respectively.

Based on the idealized model results of Munday and

Zhai (2017), we expect the different contributions of

wind fluctuations to wind stress trends in GFDL-

ESM2M and other models to lead to considerable

differences in the model-simulated SO overturning cir-

culation andwatermass formation in response to forcing

changes. For example, Downes and Hogg (2013) found

different strengths and changes of SO meridional over-

turning circulation in ACCESS1.0, ACCESS1.3, and

GFDL-ESM2M, all three of which share the same ocean

model but have different atmosphere, land, and sea ice

components. Although the eddy-induced overturning

circulation in GFDL-ESM2M is weaker during the his-

torical period compared toACCESS1.0 andACCESS1.3,

the increase in the strength of the eddy-driven over-

turning in response to the RCP8.5 forcing is larger in

GFDL-ESM2M (Figs. 8 and 9 in Downes and Hogg

2013).

It is instructive to further examine the stress trends in

different seasons in the 11 models with significant wind

stress trends over the period of 1960–2005 to distinguish

the contributions from different seasons. Note that the

other seven CMIP5 models with no significant trend

over this period show either no significant trend in any

season or only a weak trend in DJF. Table 4 shows that

no CMIP5 models have significant trends in t.6hr in all

four seasons over this period. The wind stress trends are

found to be significant in austral summer (DJF) in 9 out

of these 11 CMIP5 models, whereas in other seasons

they are significant only in a fewmodels. Lin et al. (2018)

also found that during 1979–2016 the trend of SO wind

stress in ERA-Interim is significant only in austral

summer and autumn. The strengthening trends are larg-

est in austral summer in both reanalysis data and CMIP5

models over the period of 1979–2010 have also been re-

ported by Swart and Fyfe (2012). Previous radiosonde

and modeling studies show that the particularly large

positive trend of SH circumpolar westerly wind during

austral summer is driven primarily by the large tropo-

spheric response to stratospheric ozone depletion in this

season (e.g., Thompson and Solomon 2002;Arblaster and

Meehl 2006; Son et al. 2010; Thompson et al. 2011).

5. Conclusions and discussion

The SH surface westerly wind stress, a major driver

for SO circulation and water mass transformation, is

predicted to increase in the future. The recent modeling

study by Munday and Zhai (2017) shows that the sen-

sitivity of SO circulation to wind stress changes depends

strongly on how these stress changes are brought about

(i.e., by changes of the mean wind or wind variability).

Although the enhancement of wind stress due to the

inclusion of wind fluctuations is consistent across re-

analysis products, the diagnosis of trends is not consis-

tent (Lin et al. 2018), which may have important

implications not only for SO circulation but also global

ocean heat and carbon uptake. CMIP5 models are

widely used to simulate historical and predict future

changes of the SH westerly winds, SO circulation, and

water mass properties. However, the role of wind fluc-

tuations in determining the strength of SO wind stress in

CMIP5 models has not been quantified before. In this

TABLE 3. Significant trends of SO wind stresses (1024 Nm22 yr21) in 11 CMIP5 models over the period of 1960–2005 calculated from

model output wind stress (tauu) and t.6hr, as well as trends of t.yr (10
24 Nm22 yr21) and kinetic energy (1022 m2 s22 yr21) in these 11

models. Trends not significant at the ,5% level by a two-sided t test are marked with a slash (/).

Model name tauu t.6hr t.yr MKE,yr EKE,yr EKE,8d EKE,2d EKE2–8d

ACCESS1.0 3.2 3.1 2.1 6.5 / 1.6 1.2 /

ACCESS1.3 2.9 2.8 2.1 6.9 / / 0.8 /

CMCC-CM 3.7 3.9 2.2 6.9 / 1.8 / 1.2

GFDL CM3 2.9 3.8 2.6 8.3 / / / /

GFDL-ESM2G 3.3 3.8 2.2 7.2 / 1.9 / 1.3

GFDL-ESM2M 2.4 2.8 / / 2.8 2.1 1.0 1.1

GISS-E2-H 2.7 3.2 1.9 6.5 / / 1.0 /

GISS-E2-R 3.4 2.9 1.7 5.8 / 1.9 0.9 1.0

IPSL-CM5A-LR 3.7 2.9 2.1 7.2 / / 0.6 /

MIROC-ESM-CHEM 2.3 2.4 1.8 5.7 / / / /

MRI-ESM1 3.1 4.6 2.1 7.1 / / / /
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study we have investigated the effects of wind fluctuations

on themean, seasonal cycle, and trend of SOwind stress in

18 CMIP5 models and compared them with results from

two reanalysis products. Despite considerable intermodel

spread, a few conclusions appear to be robust and are

applicable to most, if not all, of the 18 CMIP5 models:

d Wind fluctuations strongly enhance the strength of the

mean wind stress in the SO. This is expected given the

large wind variability in this storm-track region and

the nonlinear dependence of surface wind stress on

surface wind velocity. Including wind fluctuations in

the stress calculation is found to increase the magni-

tude of the peak MMM zonal-mean wind stress by

about 145%, with over 54% of the increase being

contributed by wind fluctuations on time scales of

6 h–8 days.
d There is a pronounced seasonal cycle in the intensity

of wind fluctuations in the SO, being lowest in austral

summer and highest in austral winter. Stronger wind

fluctuations bring the peak strength of the zonal-

mean wind stress in austral winter to the same level

as that in austral summer, even though the magni-

tude of the zonal-mean wind in austral winter is

considerably smaller than that in austral summer.

The seasonal variability of the peak zonal-mean

zonal wind and zonal wind stress is dominated by a

semiannual cycle, characterized bymaxima in austral

autumn and spring and minima in austral winter

and summer.

FIG. 8. Peak annual-mean and zonal-mean SO wind stresses t.6hr (black) and t.yr (gray; Nm22) and kinetic energy MKE,yr (yellow-

green) and EKE,yr (green; m
2 s22) at the position of peak annual-mean and zonal-mean t.6hr from 1960 to 2005 in the 11 CMIP5models.

The dash–dotted lines represent corresponding trends. Trends of t.6hr are significant in all 11 models, trends of t.yr and MKE,yr are

significant in all 11 models except for GFDL-ESM2M, and the trend of EKE,yr is only significant in GFDL-ESM2M (see Table 3).
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d The trends of SO t.6hr over the period of 1960–2005 are

significant in 11 out of the 18 CMIP5models. Among the

11models, the trend of atmospheric EKE is significant in

GFDL-ESM2Mbut not in the other 10models, while the

trend of t.yr is significant in the other 10 models but not

inGFDL-ESM2M.The significant stress trend inGFDL-

ESM2M is due to the significant increase in the intensity

of wind fluctuations, while the trends in the other 10

models are due to the significant strengthening of the

mean westerly wind. Due to the amplification effect

of wind fluctuations, the trend of t.6hr is, on average,

over 50% larger than the trend of t.yr. Furthermore,

the trends of t.6hr are found to be significant in austral

summer in 9 CMIP5 models, whereas in other seasons

they are significant in many fewer models.

Perhaps not surprisingly, we have found a large spread

in the simulated trends of SO wind and wind stress

among the 18 CMIP5 models: 11 models with significant

trends in wind stress, 10 with significant trends in mean

wind, and 1 with significant trend in wind fluctuations.

These large trend discrepancies may have contributed to

the differences seen in the simulated historical changes

of SO circulation and property distributions in CMIP5

models (e.g., Wang et al. 2011; Meijers et al. 2012;

Downes and Hogg 2013; Sallée et al. 2013a,b; Wang

2013; Meijers 2014; Russell et al. 2018).

Two dynamical concepts (‘‘eddy saturation’’ and

‘‘eddy compensation’’) have been proposed in studies

investigating the response of SO circulation to wind

stress changes using eddy-resolving or eddy-permitting

models in recent decades. Eddy saturation and eddy

compensation refer to reduced sensitivity of Antarctic

Circumpolar Current (ACC) transport and SO meridi-

onal overturning circulation to wind stress changes, re-

spectively (Straub 1993; Viebahn and Eden 2010). In the

eddy-saturation limit, the ACC transport is insensitive

to the strengthened wind stress (Straub 1993; Hallberg

and Gnanadesikan 2006; Munday et al. 2013). Differ-

ences in wind stress trends in CMIP5 models may not be

crucial for modeled ACC transport as no significant

relationship has been found between modeled ACC

transport and the strength or position of SO wind stress

(Wang et al. 2011; Meijers et al. 2012; Downes andHogg

2013). Differences in the contributions of wind fluctua-

tions to the stress trends among CMIP5 models, on the

other hand, may lead to considerable differences in the

simulated response of eddy-driven meridional over-

turning circulation as shown inMunday andZhai (2017),

thereby affecting the level of eddy compensation in the

SO. The significant wind stress trend in GFDL-ESM2M

is due to the increase in the intensity of wind fluctua-

tions, while in ACCESS1.0 and ACCESS1.3 wind stress

trends are due to the strengthening of the mean winds

(Table 3). The increased storminess in GFDL-ESM2M

could potentially enhance diabatic processes in the up-

per ocean and lead to a greater sensitivity of SO residual

overturning circulation to wind stress changes in this

model (Downes andHogg 2013). Results from this study

suggest that both the mean wind and wind fluctuations

need to be better simulated in CMIP5models in order to

reduce the uncertainty in model-predicted SO response

to forcing changes in the future.
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