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ABSTRACT

Between 2014 and 2016 the annual mean total extent of Antarctic sea ice decreased by a record, un-

precedented amount of 1.6 3 106 km2, the largest in a record starting in the late 1970s. The mechanisms

behind such a rapid decrease remain unknown. Using the outputs of a high-resolution, global ocean–sea ice

model we show that the change was predominantly a result of record atmospheric low pressure systems over

sectors of the SouthernOcean in 2016, with the associated winds inducing strong sea ice drift. Regions of large

positive and negative sea ice extent anomaly were generated by both thermal and dynamic effects of the wind

anomalies. Although the strong wind forcing also generated the warmest ocean surface state from April to

December 2016, we show that enhanced northward sea ice drift and hence increasedmelting at lower latitudes

driven by strong winds made the dominant contribution to the large decrease in total Antarctic sea ice extent

between 2014 and 2016.

1. Introduction

During 2014–16 Antarctic sea ice retreated at an

unprecedented rate with total sea ice extent (SIE)

reaching a record low level in spring 2016 (Fig. 1). This

was unexpected, as there had been a small but significant

upward trend in total Antarctic SIE since 1978 (Comiso

and Nishio 2008; Turner et al. 2009; Parkinson and

Cavalieri 2012), with record high daily extents being

observed in September 2012 (Turner et al. 2013), 2013

(Reid et al. 2015), and 2014 (Fetterer et al. 2017;

Massonnet et al. 2015). On 19 September 2014, Ant-

arctic sea ice reached a record maximum extent of more

than 20 million square kilometers, the largest in a

dataset starting in 1978 (Fetterer et al. 2017; Massonnet

et al. 2015). Such a large decrease over the last several

years in total Antarctic SIE shows another marked dif-

ference between the two polar regions, in addition to

their contrasting trends over the past decades (Parkinson

and Comiso 2013).

Regional Antarctic sea ice variability has been at-

tributed to several aspects of atmospheric forcing asso-

ciated with atmospheric planetary waves (Raphael

2007), the Amundsen Sea low (Hosking et al. 2013), the

El Niño–Southern Oscillation cycle, and the southern

annular mode (SAM) (Simmonds and Jacka 1995; Liu

et al. 2004; Lefebvre and Goosse 2005; Simpkins et al.

2012; Wang et al. 2015; Kohyama and Hartmann 2016;

Doddridge and Marshall 2017; Turner et al. 2017). Both

atmospheric thermal effects (e.g., warm/cold air advec-

tion) and dynamic influences (e.g., wind-driven sea ice

drift contributions) can cause large regional sea ice
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variability. The ocean is also a key driver, as the mixed

layer is directly involved in interactions between atmo-

sphere, ocean, and sea ice. Some concepts and hypoth-

eses have been developed or debated regarding oceanic

processes that drive the variability in the mixed layer,

and these are mainly related to sea ice–ocean feedback

(Martinson 1990; Zhang 2007; Goosse and Zunz 2014;

Venables and Meredith 2014) and the effects of surface

buoyancy forcing (Marsland and Wolff 2001; Bintanja

et al. 2013; Swart and Fyfe 2013; Haid et al. 2017). The

persistence or re-emergence of ocean temperature

anomalies can also lead to sea ice anomalies over pe-

riods of a few months or longer (Stammerjohn et al.

2012; Holland et al. 2013).

In particular, several studies have examined the

characteristics of atmospheric and oceanic processes

related to the large sea ice loss in spring 2016. Turner

et al. (2017) found that sea ice in theWeddell Sea sector

retreated rapidly in strong northerly flow after an early

maximum extent on 28 August; in the Ross Sea sector,

rapid ice retreat took place in November when the

SAM was at its most negative since 1968. Schlosser

et al. (2018) found that strong meridional flow and

anomalously strong southward heat advection in the

regions of strongest sea ice decline existed from May

to August, manifested by a persistently positive zonal

wavenumber-3 index (Raphael 2007) during this pe-

riod. They further suggested that the resulting decrease

in sea ice concentration (SIC) between May and Au-

gust preconditioned the SIE decrease in spring 2016.

Wang et al. (2019) andMeehl et al. (2019) found that an

extreme Indian Ocean dipole event characterized by a

positive convective heating anomaly in the eastern

Indian Ocean generated anomalous Rossby waves in

spring 2016, contributing to the large decline of Ant-

arctic SIE. Aside from these direct atmospheric ther-

mal effects, it was suggested that the preceding strong

El Niño event in December–February 2015/16 gener-

ated warm sea surface temperature (SST) anomalies

within the eastern Ross and Amundsen Seas, and these

FIG. 1. (a) Sea ice concentration (.0.15) in October 2016. The black line and the gray line indicate the locations

where the sea ice concentration is 0.15 for the mean over 1979–2015 and for 2014, respectively. (b) Sea ice con-

centration anomaly (relative to the mean over 1979–2015) in October 2016. (c) Monthly total Antarctic sea ice

extent (107 km2) in September from 1979 to 2016 (black line) and the mean over 1979–2015 in September. (d) As in

(c), but for October.
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anomalies persisted strongly through November–

December 2016 (Stuecker et al. 2017). The persistent

warm anomalies were suggested to be due to the rela-

tively weak La Niña and a pronounced negative SAM

anomaly in November–December 2016. Meehl et al.

(2019) even documented a decadal-scale warming trend

in the upper Southern Ocean, and suggested that the

sustained ocean warming also contributed to the large

Antarctic sea ice decline in spring 2016. However, the

relative roles of atmospheric and oceanic processes in

driving the rapid decline in total Antarctic SIE during

2014–16 have not been assessed in a quantitative way, and

hence the major driver has not been identified.

Here we have conducted a model-based and process-

oriented study to identify the major driver for the rapid

decline in total Antarctic SIE during 2014–16. We show

that atmospheric dynamic effects (i.e., wind-driven ef-

fects on sea ice drift) played a more important role in

controlling the unprecedented decrease of total Ant-

arctic SIE during 2014–16 than atmospheric and oceanic

thermal effects, in addition to driving regional SIC

anomalies (Goosse et al. 2009; Holland andKwok 2012).

Advances in the production of atmospheric reanalysis,

as well as great improvements in high-resolution ocean–

sea ice modeling, facilitate quantifying the roles played

by different forcing factors in generating the large de-

crease in total Antarctic SIE during 2014–16.

The paper is organized as follows.Webegin in section 2

by describing the SIC data, reanalysis products, and the

high-resolution global ocean–sea ice model used in this

study. In section 3, we first examine the features of evo-

lutions of observed and simulated monthly Antarctic SIE

and sea ice area (SIA), and this is followed by a further

investigation of the unusual atmospheric forcing condi-

tions in 2016. Then, the dynamic effect of atmospheric

forcing on regional SIC is examined and the dominant

role of wind-driven sea ice drift in the rapid decline of

total Antarctic SIE is demonstrated by conducting en-

semble sensitivity experiments. Finally, section 4 provides

a summary and some concluding remarks.

2. Data and methods

a. Sea ice and SST data

Daily SIC data were obtained from the U.S. National

Snow and Ice Data Center (http://nsidc.org/data/seaice_

index). Before 1987 SIC data are only available every

other day. Monthly SIC data are derived from these

data. As there were no satellite data during the latter

half of December 1987 and the first half of January 1988,

these two months were not included in our analysis. The

sea ice data produced by the NASA Team algorithm 1.1

(Cavalieri et al. 1984) were used since these data are

consistent during the period 1979–2016. SIE is defined as

the sum of the area of each grid box where SIC is greater

than 15% over a specified region. SIA is defined as the

sum of the SIC at each grid box times the area of the grid

box over a specified region.

SST data were obtained from NOAA Optimum In-

terpolation Sea Surface Temperature V2 (OISST V2)

(Reynolds et al. 2002; https://www.esrl.noaa.gov/psd/

data/gridded/data.noaa.oisst.v2.html).

b. Reanalysis products

Sea level pressure (SLP) data are from the European

Centre for Medium-RangeWeather Forecasts (ECMWF)

interim reanalysis (ERA-Interim, hereafter ERA-I) fields

(https://www.ecmwf.int), and from National Centers for

Environmental Prediction (NCEP) reanalysis fields

(NCEP2) (https://www.esrl.noaa.gov/psd/). ERA-I data

(Dee et al. 2011) were interpolated onto a 0.758 3 0.758
grid, and NCEP2 data (Kanamitsu et al. 2002) were in-

terpolated onto 2.58 3 2.58 grid from T62 Gaussian grid

(192 3 64). A previous assessment (Bracegirdle and

Marshall 2012) suggests that the ERA-I reanalysis data

are more reliable than other reanalysis datasets at

southern high latitudes. Here, both ERA-I and NCEP2

SLP data are analyzed to depict changes in atmospheric

circulation at southern high latitudes.

c. The model

We used theMIT general circulationmodel (MITgcm)

(Marshall et al. 1997a,b) in the state estimate configu-

ration Estimating the Circulation and Climate of the

Ocean, phase 2 (MITgcm-ECCO2) (Menemenlis et al.

2008), high-resolution global ocean and sea ice data

synthesis. This state-of-the-art high-resolution global

ocean–sea ice model has a cube-sphere grid configura-

tion that has a relatively even grid spacing throughout

the global ocean to avoid polar singularities (Adcroft

et al. 2004). The mean horizontal grid size is about

18 km, and it has 50 vertical levels, with intervals

ranging from 10m near the surface to 450m at the

bottom. This ocean component is coupled with a sea ice

model (Losch et al. 2010). The coupled ocean–sea ice

model was run forward from 1979 to 2016 using opti-

mized control parameters derived by Menemenlis et al.

(2008) that were obtained through reducing model–data

misfit by using the Green function approach [for details

see Menemenlis et al. (2008)]. The model was forced by

the 6-hourly variables obtained from ERA-I dataset,

including 6-hourly net downward longwave and short-

wave radiation, 2-m humidity, 2-m air temperature, 10-m

surface winds, and precipitation. This experiment is

defined as our control run.
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3. Results

a. Observed and simulated monthly Antarctic SIE
and SIA

Monthly total Antarctic SIE anomalies (relative to

their climatological monthly means over 1979–2015;

hereafter, anomalies are calculated in the same way

for other variables if not specified) showed large de-

crease between 2014 and 2016 (Fig. 2a). Throughout the

year 2014, the monthly total Antarctic SIEs reached

very high or even record high values, with the annual

mean value (13.14 3 106 km2) (obtained by averaging

daily values) being the largest value in the dataset

starting in 1978. After June 2015 the monthly total SIE

started to fall and approached the means for 1979–2015

between August 2015 and August 2016. From Septem-

ber 2016, the total Antarctic SIEs declined dramatically

and reached record low values in October, November,

and December 2016. These salient features were well

captured by the MITgcm-ECCO2 (Fig. 2b). The corre-

lation coefficients between the observed and simulated

monthly SIE anomalies are 0.85 (confidence level

greater than 99% by the Monte Carlo method) over

1979–2016 and 0.91 (confidence level greater than 99%

by the Monte Carlo method) over 2014–16, with the

root-mean-square errors being 0.29 3 106 km2 over

1979–2016 and 0.12 3 106 km2 over 2014–16.

The monthly total SIA anomalies evolved in a similar

way to the total SIE anomalies between 2014 and 2016

(Fig. 3). However, in contrast, both the observed and

simulated total SIA anomalies started to decline

monotonically from April 2016, and reached record low

values in September 2016, one month earlier than the

timing of the first record low monthly total SIE in 2016.

Although the model also captured the salient features in

the observed SIA evolution, the simulated total SIA

anomaly declined at a slightly faster rate and reached a

lower anomaly (21.23 3 106 km2) than the observed

(20.84 3 106 km2) in September 2016. It is not clear if

this is owing to a slightly more sensitive model response

to atmospheric and oceanic forcing in 2016, or owing to

the less accurate SIC satellite product as there are po-

tential inaccuracies in the observed SIC, particularly

during the melt phase. As the total SIA is an area in-

tegral of SIC over the whole sea ice–covered region, the

differences between the total SIE and SIA evolutions in

2016 reflect more detailed changes in sea ice cover.

Thus, the analysis of total SIA is useful for revealing the

effects of atmospheric and oceanic forcing (see below)

in much earlier time in 2016 that cannot be seen in the

total SIE analysis.

The monthly SIE evolutions over five sectors are

further examined in Fig. 4. Following Zwally et al.

(2002) and Turner et al. (2017), these five sectors are

FIG. 2. Observed and simulated monthly total Antarctic SIE

anomalies. The model well captured the salient features in the

observed Antarctic sea ice annual cycles and large decrease be-

tween 2014 and 2016. (a) Observed monthly total Antarctic SIE

anomalies (relative to the mean over 1979–2015) for each year

from 1979 to 2013 (see the color bar on the right side), in 2014

(black solid), in 2015 (black dashed), and in 2016 (red solid).

(b) Simulated monthly total Antarctic SIE anomalies for each year

from 1979 to 2013, in 2014 (black solid), in 2015 (black dashed), and

in 2016 (red solid). The shading in light gray highlights the large

decrease in total Antarctic sea ice extent between 2014 and 2016.

FIG. 3. As in Fig. 2, but for total Antarctic SIA anomalies.
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selected as the Ross Sea (1608E–1308W), Amundsen-

Bellingshausen Sea (1308–608W), Weddell Sea (608W–

208E), Indian Ocean (208–908E), and western Pacific

Ocean (908–1608E). Regional differences of monthly

SIE evolutions for 2014–16 are quite significant; in par-

ticular, opposite month-to-month changes are observed

between the Ross Sea (Fig. 4a) and Amundsen-

Bellingshausen Sea (Fig. 4c), as also revealed by, for

example, Turner et al. (2009). The record maximum

total SIE in September 2014 wasmainly attributed to the

record maximum SIE in the Weddell Sea (Fig. 4e) and

the very large SIE anomalies in the western Pacific

Ocean (Fig. 4i) and Indian Ocean (Fig. 4g). The record

minimum total SIE in October 2016 was mainly

attributed to the large declines in the Ross Sea (Fig. 4a),

Weddell Sea (Fig. 4e), and Indian Ocean (Fig. 4g), but

the subsequent further drop over October–December

2016 was mainly induced by the SIE reductions in the

Amundsen-Bellingshausen Sea (Fig. 4c), Weddell Sea

(Fig. 4e), and western Pacific Ocean (Fig. 4i). These

major features were well simulated by the model, de-

spite that some more detailed features could not be

captured (e.g., the model produced some smaller in-

terannual variability).

b. Extreme atmospheric forcing conditions in 2016

In addition to the analysis of atmospheric forcing condi-

tions in 2016 in Turner et al. (2017), Schlosser et al. (2018),

FIG. 4. As in Fig. 2, but for SIE anomalies (106 km2) over the five sectors for (left) observed and (right) simulated:

(a),(b) the Ross Sea (1608E–1308W); (c),(d) Amundsen-Bellingshausen Sea (1308–608W); (e),(f) Weddell Sea

(608W–208E); (g),(h) Indian Ocean (208–908E); and (i),(j) western Pacific Ocean (908–1608E).
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Wang et al. (2019), and Meehl et al. (2019), we here

further document extreme atmospheric forcing condi-

tions reflected by extreme SLP anomalies at southern

high latitudes in 2016. From the beginning of 2016,

minimum daily SLP to the south of 558S reached or

was very close to record low values on several occa-

sions (Figs. 5a,b; Table 1). Because of the finer model

resolution, a much lower extreme daily SLP value was

captured in ERA-I (925.7 hPa) compared to NCEP2

(938.8 hPa) on 1 February and in ERA-I on 11 Sep-

tember 2016 (920.1 hPa) than in NCEP2 on 13 Sep-

tember (933.6 hPa), and there are generally lower

record low values in ERA-I than in NCEP2. These re-

cord low daily SLP values reflect extremely strong storm

activities at southern high latitudes in 2016.

These extreme atmospheric conditions in 2016

also occurred alongside extremely low average daily

SLP over the circumpolar trough region (608–708S)
(Figs. 5c,d; Table 2). Note that the extreme low values

of the average SLP over 608–708S in ERA-I are gen-

erally close to those in NCEP2 (Table 2), despite the

fact that minimum values of daily SLP to the south of

558S were very different in the two reanalysis datasets

(Table 1), as expected by the spatial averaging process

if higher resolution is responsible for the lower min-

ima in ERA-I.

On the monthly scale, extremely strong atmospheric

wind forcing was identified in 2016, as reflected in record

low monthly mean SLP, clearly in March (NCEP2:

977.4 hPa; ERA-I: 977.1 hPa), June (NCEP2: 980.0 hPa;

FIG. 5. Daily and monthly mean SLP for 1979–2016. Extreme atmospheric conditions in 2016 were characterized

by a number of extreme and record low daily and monthly mean SLP at southern high latitudes. (a) Minimum daily

SLP to the south of 558S derived from NCEP2. (b) As in (a), but derived from ERA-I. (c) Average daily SLP over

608–708S derived from NCEP2. (d) As in (c), but derived from ERA-I. (e) Minimum monthly SLP to the south of

558S derived from NCEP2. (f) As in (e), but derived from ERA-I. The black solid lines are for 2014, black dashed

lines for 2015, red solid lines for 2016, and other lines for each year from 1979 to 2013 (see the color bar on the

right side).

TABLE 1. Extremely low daily sea level pressure values to the south of 558S in 2016.

NCEP2 9 Jan, 945.7 hPa 1 Feb, 938.8 hPa 21 Mar, 938.8 hPa 25 Jun, 939.4 hPa 14 Sep, 933.6 hPa

ERA-I 16 Jan, 941.7 hPa 1 Feb, 925.7 hPa 21 Mar, 938.8 hPa 14 Jun, 933.4 hPa 11 Sep, 920.1 hPa
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ERA-I: 979.6 hPa), and September (NCEP2: 975.5 hPa;

ERA-I: 975.6 hPa) (Figs. 5e,f). In addition to the record

low pressure in these months, the monthly SLP was also

very close to record low values in January and February

2016 in both NCEP2 and ERA-I, indicating particularly

persistent extreme atmospheric conditions during the

first three months of 2016.

We note that there is no a clear linear relationship

between the minimummonthly mean SLP in Fig. 5f and

the total SIE in Fig. 2a, which is consistent with the result

in Godfred-Spenning and Simmonds (1996). This result

suggests that large variability in total SIE is usually not

generated by atmospheric forcing in a single month.

These very low or even record lowmonthly SLPs were

mainly associated with a very deep Amundsen Sea low

(see the first column of Fig. 6), except for the case in

January 2016; in addition, these very low monthly SLPs

reflect a stronger zonal wavenumber-3 pattern in March

and June 2016. The persistently strong zonal wavenumber-

3 pattern was also found to exist fromMay to August 2016

(Schlosser et al. 2018). Along with the most negative SAM

in November since 1968 (Turner et al. 2017), these results

indicate that the large-scale meridional flow and cyclonic

wind forcing at southern high latitudes were severely

strong and persistent since the beginning of 2016. The

persistently strong cyclonic wind forcing generated ex-

tremely strong Ekman pumping at a number of places in

January (Fig. 6b), February (Fig. 6f), March (Fig. 6j),

June (Fig. 6n), and September (Fig. 6r) 2016. The strong

Ekman pumping brought warm water to the surface,

contributing to the warm anomalies at surface that were

particularly clear in March (Fig. 6k), June (Fig. 6o), and

September (Fig. 6s) 2016.

We note that there exist some biases in the simulated

SSTs, particularly in January 2016 (see the fourth col-

umn of Fig. 6). Without assimilating observed ocean

temperature and salinity, the deficiencies in the state-of-

the-art ocean general circulation models and atmo-

spheric forcing data are prone to generate biased results.

These biases apparently influence the simulated sea ice

circulation, particularly over a long-term period. How-

ever, the well captured evolutions of monthly SIE and

SIA anomalies, as shown in Figs. 2 and 3, suggest that

the effects of these biases on the simulated large sea ice

variability between 2014 and 2016 are rather weak.

Despite the cold biases at the beginning of 2016, the

model captured the significant surface warming since

March 2016 in response to extremely strong Ekman

pumping during the first three months of 2016. Meehl

et al. (2019) suggested that the ocean warming also

contributed to the large Antarctic sea ice decline in

spring 2016. It is, therefore, worth of quantifying the role

of such ocean surface warming in driving the large de-

cline in total SIE in spring 2016 (see below).

In addition to the Ekman pumping effect on the SST,

these extreme atmospheric circulations generated strong

surface winds and hence strong sea ice drifts. Below, the

wind-driven sea ice drift effects on SIE and SIA were

analyzed.

c. Atmospheric dynamic effect on regional SIC

To examine how sea ice responds to atmospheric

forcing, we analyzed anomalies (relative to their corre-

sponding monthly means over 1979–2015) of monthly

mean SIC, 10-m winds, and sea ice velocity in June and

September 2016 (Fig. 7). As illustrated by the black ar-

rows (wind speeds and sea ice drift speeds above the

90th percentile of the corresponding monthly values

from 1979 to 2016; no such extreme SIC anomalies were

found, even though the monthly total SIA anomaly in

September 2016 was record low) in Figs. 7a–d, the ex-

treme atmospheric circulations generated very strong

surface winds and sea ice drifts, particularly in Septem-

ber 2016. The simulated patterns of SIC anomalies in

June 2016 (Fig. 7b) and in September 2016 (Fig. 7d) are

in excellent agreement with the observed anomalies in

June (Fig. 7a) and September (Fig. 7c) of 2016 (the

spatial correlation coefficients between SIC anomalies

in Figs. 7a and 7b and between SIC anomalies in Figs. 7c

and 7d are 0.43 and 0.87, respectively, with the confi-

dence level being greater than 99% by the Monte Carlo

method), despite the fact that the magnitudes of the

simulated SIC anomalies are smaller than the observed.

The smaller magnitudes of the simulated SIC anomalies

reflect some weaknesses in the model’s representations

of sea ice dynamic and thermodynamic processes and in

the atmospheric forcing data, which need to be further

investigated. Nonetheless, the model results have been

encouraging enough to merit further investigation on

what drive the large variability in total SIE and SIA.

Some positive and negative SIC anomalies have been

suggested to be controlled by the atmospheric thermal

effects (Turner et al. 2017), as warm (cold) air advection

can lead to reduced (increased) SIC. The thermal effects

TABLE 2. Extremely low average daily sea level pressure values over the circumpolar trough region (608–708S) in 2016.

NCEP2 31 Jan, 974.0 hPa 22 Mar, 972.9 hPa 15 Jun, 968.7 hPa 14 Sep, 965.9 hPa

ERA-I 31 Jan, 978.9 hPa 19 Feb, 976.6 hPa 12 Mar, 976.2 hPa 14 Jun, 970.5 hPa 13 Sep, 968.6 hPa
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are especially evident in the regions where sea ice vari-

ability is predominantly controlled by thermodynamic

rather than dynamic processes, such as the Belling-

shausen Sea, a region susceptible to advection of warm

air (Kimura and Wakatsuchi 2011).

However, the dynamic effects of atmospheric forcing

(i.e., the wind-driven sea ice drift effects) also caused

large SIC anomalies. In the Southern Hemisphere, sea

ice drift is deflected to the left of the surface wind di-

rection. Using satellite-derived daily sea ice motion

FIG. 6. (first column) Patterns of monthly mean SLP (hPa) from ERA-I in 2016 for (a) January; (e) February; (i) March; (m) June; and

(q) September. The red starsmark the locations of the lowestmonthlymean SLP to the south of 558S in Fig. 5. (second column)Anomalies

of monthly mean Ekman pumping vertical velocity (m s21) in 2016, calculated by using 10-m winds from ERA-I for (b) January;

(f) February; (j) March; (n) June; and (r) September, with the values above the 90th percentile of the corresponding monthly values from

1979 to 2016 being shaded. (third column) Anomalies of monthly mean SST (8C) simulated by MITgcm-ECCO2 in 2016 for (c) January;

(g) February; (k)March; (o) June; and (s) September. (fourth column)Anomalies of monthlymean SST (8C) (relative to their means over

1982–2015) derived fromOISSTV2 in 2016 for (d) January; (h) February; (l) March; (p) June; and (t) September. The gray lines mark the

simulated (in the third column) and observed (in the fourth column) sea ice edge where SIC is 15%. The Ekman pumping vertical velocity

is calculated by we 5 curlz(t/rf), where t is wind stress, r is sea surface water density, and f is the Coriolis parameter.
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FIG. 7. Observed SIC and wind anomalies and simulated SIC and sea ice drift anomalies in June and September

2016. The wind-driven sea ice drift effect leads to substantial SIC anomalies. (a) Observed monthly wind (vectors;

black arrows highlight the wind speeds above the 90th percentile of the corresponding monthly means from 1979 to

2016) and SIC anomalies in June 2016. (b) Simulated monthly sea ice velocity (vectors; black arrows highlight the

sea ice drift speeds above the 90th percentile of the corresponding monthly means from 1979 to 2016; no such

extreme SIC anomalies were found, even though themonthly total SIA anomaly in September 2016was record low)

and SIC anomalies in June 2016. (c)As in (a), but for September 2016. (d)As in (b), but for September 2016. (e) SIE

and SIA anomalies integrated in the meridional direction over all sea ice covered grids within every longitudinal

interval of 18 in September 2016 (black solid: observed SIE; black dashed: observed SIA; red solid: simulated SIE;

red dashed: simulated SIA). (f) Schematic of wind-driven sea ice drift effects on SIC, with black arrows indicating

wind anomalies, red ones indicating sea ice drift anomalies, ‘‘1’’ and ‘‘2’’ indicating positive and negative SIC

anomaly, respectively, induced only by sea ice drift anomalies, and ‘‘M’’ standing for ‘‘melting’’ at lower latitudes.
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data, Kimura (2004) obtained average turning angles

over 1992–2001 of 108–208 in most of the Atlantic and

Pacific sectors and of more than 308 in the coastal re-

gions of the Indian sector. When sea ice internal stress is

weak, the turning angle can be as large as 408 (Kottmeier

et al. 1992; Wang et al. 2014). These results indicate that

the turning angle is very variable. Here, our calculation

indicates that the anomalous turning angles (the angles

between anomalous wind directions and anomalous sea

ice drift directions) can be up to 458 (not shown), as il-
lustrated by the wind anomalies (Fig. 7c) and the

northward sea ice drift anomalies around 1508W in

September 2016 (Fig. 7d). In the other regions, the sea

ice drift anomalies also clearly have a northward com-

ponent (see Figs. 7b and 7d), although the anomalous

turning angles might be smaller. This dynamical re-

lationship results in anomalous sea ice drift being more

northward than the anomalous winds when the cold air

flows over sea ice from the southwest. The enhanced

northward sea ice drift thus transports more sea ice away

from the regions affected by cold advection and offsets

the atmospheric thermal effects, leading to either

smaller SIC increases (e.g., around 1408W in June 2016;

Fig. 7b) or even SIC decreases (e.g., around 1508W in

September 2016; Fig. 7d). As such, sea ice is being ad-

vected into a more northerly, warmer region.

Moreover, we note that the enhanced northward sea

ice drift could also contribute to making negative SIC

anomalies downstream (to the east of the regions with

the enhanced northward sea ice drifts where the sea ice

drift is largely eastward) by reduced eastward sea ice

transport, together with the effects of the anomalies in

previous months (Stammerjohn et al. 2008, 2012;

Holland et al. 2013; Holland 2014). For instance, the

negative SIC anomalies to the east of the prime merid-

ian in Fig. 7b and the negative anomalies around 1208W
in Figs. 7b and 7d lay to the east of the regions with

enhanced northward sea ice transports. Our sensitivity

experiment, in which the atmospheric forcing data in

August 2016 were repeated for one more month to re-

place the forcing data in September 2016 to force the

model, shows that the SIC anomalies in September 2016

(Fig. 7d) are largely created by the atmospheric forcing

in September 2016 (not shown). Therefore, the dynam-

ical effect of anomalous sea ice motion could also be

used to explain some large SIC anomalies that could not

be simply explained by the instantaneous thermal effects

of warm or cold advection.

The wind-driven sea ice drift effects may also be in-

voked to explain the feature that the magnitudes of SIA

anomalies are generally smaller than those of SIE

anomalies for both the observed and the simulated re-

sults (Fig. 7e), in addition to thermodynamic effects.

Owing to the faster response of sea ice to dynamic

forcing than to thermodynamic forcing, the dynamic

effect tends to cause a larger change in SIE than in SIA

by reducing interior SIC when sea ice is pushed north-

ward and by increasing interior SIC when sea ice is

pushed southward. We suggest that this dynamic effect

was also responsible for the earlier occurrence of record

low total SIA than that of record low total SIE (see

Figs. 2 and 3) and contributed significantly to the sub-

sequent large decline in total SIE in October 2016.

As a summary, the major dynamic effects of anoma-

lous sea ice drifts driven by anomalous winds, without

considering the thermodynamic effects here, are illus-

trated in Fig. 7f: anomalous winds from the southwest,

corresponding to cold advection, generate northward

sea ice drift anomalies, leading to the reduced SIC at

higher latitudes and to the east of these sea ice drift

anomalies, and increased SIC and melting at lower lat-

itudes; anomalous winds from the northwest, corre-

sponding to warm advection, generate eastward sea ice

drift anomalies, leading to the reduced SIC to the west

and the increased SIC to the east of these sea ice drift

anomalies. During the melting season, large anomalous

northward sea ice drifts could significantly contribute

to a rapid decrease in total SIE, as demonstrated below.

d. Dominant wind-driven sea ice drift effect on total
SIE

In this section, we show that the dynamic effect of

wind-driven sea ice drift on SIC (Fig. 7) is mainly re-

sponsible for the large decline in total Antarctic SIE

during 2014–16. This can be demonstrated by conduct-

ing three kinds of ensemble sensitivity experiments

aimed at separating the atmospheric and oceanic roles

from each other. In these ensemble experiments with 10

ensemble members for each year from 2006 to 2015, we

quantify the roles played by the oceanic thermal forcing

and atmospheric forcing in 2016, and also separate the

dynamic and thermal effects of atmospheric forcing in

2016, in determining the large decline in total Antarctic

SIE in spring 2016 (Table 3), similar to the approach

used in Guemas et al. (2013), Massonnet et al. (2015),

and Kusahara et al. (2018).

In experiment CTRL, which has only one member

and 1-yr output for 2016, the results were simply taken

from the output for 2016 from the control run defined in

section 2c. In experiment 2016SST, which has 10 en-

semble members corresponding to each year from 2006

to 2015, we replaced the daily SSTs in the sea ice module

in every year from 2006 to 2015 by the daily SSTs in 2016

derived from the control run (defined in section 2c) and

kept the atmospheric forcing from 2006 to 2015; in ex-

periment 2016ATMOS (10 ensemble members), we
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used the atmospheric forcing in 2016 and daily SSTs in

every year from2006 to 2015 from the control run to force

the sea ice component; and in experiment 2016WINDS

(10 ensemble members), we used the 10-m winds in 2016,

other atmospheric forcing variables (net downward

longwave and shortwave radiation, 2-m humidity, 2-m air

temperature, and precipitation) and daily SSTs in every

year from 2006–15 from the control run, to force the sea

ice component. In these sensitivity experiments, the same

initial conditions as in the control run were used (i.e., the

conditions at the very beginning of 2006 in the control

run) in order to compare the results from these sensitivity

experiments with those from the control run. The en-

semblemeans of monthly total SIE anomalies (relative to

the monthly means over 2006–15) and their standard

deviations from these sensitivity experiments are shown

in Fig. 8a, along with the monthly SIE differences be-

tween 2016 and the means over 2006–15.

Although this approach was employed in some earlier

studies (Guemas et al. 2013; Massonnet et al. 2015;

Kusahara et al. 2018), we note that in these sensitivity

experiments, atmospheric and oceanic states are not in

dynamic and thermodynamic balance. The major in-

consistency in such experiments is that the atmospheric

and oceanic thermal conditions are not consistent with

the wind directions. For instance, in a region affected by

cold advection induced by winds from the southwest, if

we just used the winds but no other thermal variables, it

would be possible that the winds drive sea ice northward

in a warmer condition. Consequently, less sea ice would

be transported northward owing to reduced sea ice in a

warmer condition. Similarly, in a region with winds from

the northwest and a cold condition, more sea ice could

be transported eastward. Reduced northward sea ice

transport would likely lead to underestimated sea ice

melt at lower latitudes and could hence affect the total

SIE to some extent. However, these effects are likely

small, as the sea ice response to atmospheric thermal

forcing is much slower than the response to dynamic

forcing, and the sea ice volume anomalies are generally

within 10%–20% of mean values (not shown). There-

fore, this is a useful approach for identifying major

drivers of large sea ice variability.

We also note that major oceanic changes near the

surface are also generated directly by atmospheric

forcing. By prescribing the daily SSTs in the above ex-

periments, we are able to isolate the effects of direct

atmospheric forcing on sea ice from those of oceanic

TABLE 3. Ensemble sensitivity experiments. Their ensemble annual mean total SIE anomalies relative to the annual mean over 2006–15

and standard deviations (105 km2) are also given. See text for the explanation of each experiment.

Experiment

Year of atmospheric

thermal forcing

Year of atmospheric

dynamic forcing

Year of SST

forcing SIE anomaly

CTRL 2016 2016 2016 28.6

2016ATMOS 2016 2016 2006–15 26.2 6 1.6

2016SST 2006–15 2006–15 2016 21.4 6 0.5

2016WINDS 2006–15 2016 2006–15 25.7 6 1.5

FIG. 8. Reductions in total Antarctic SIE generated by atmo-

spheric and oceanic drivers. The effects of the wind-driven sea ice

drift in 2016 explained the most differences in total sea ice extent

between 2016 and the monthly means over 2006–15. (a) Monthly

total sea ice extent differences between those ensemble means

from the three sensitivity experiments (2016SST, 2016ATMOS,

and 2016WINDS; see Table 3 and following text for how to design

these experiments) and the means over 2006–15. The two standard

deviations are given by the black vertical lines to show the SIE

variability within the ensemble members. (b) Relative contribu-

tions of sea surface temperature forcing, full atmospheric forcing,

and wind-only forcing in 2016 to the differences between monthly

total sea ice extents in 2016 and the means over 2006–15.
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forcing induced by direct atmospheric forcing and in-

duced by heat anomalies transported from other regions

that are ultimately wind-driven.

The relative contributions of different forcing factors

to the differences in monthly total SIEs between 2016

and the corresponding monthly means over 2006–15 are

calculated as

(SIE
ens

2SIE
mean

)/(SIE
2016

2 SIE
mean

)3 100,

where SIEens stands for monthly total SIEs averaged

over the 10 ensemble members or 10 years from 2006 to

2015 in an ensemble sensitivity experiment, SIEmean

stands for the means of monthly total SIEs over 2006–15

from the control run, and SIE2016 stands for monthly

total SIEs in 2016 from the control run.

The extremely low monthly SLP during the first three

months of 2016 caused unprecedented strong cyclonic

wind forcing. Under such strong and persistent forcing,

the average SST over the region to the south of 608S
reached the warmest states fromApril 2016 compared to

those of each year during 1979–2015 (Fig. 9). However,

the ensemble results from the sensitivity experiments

(Fig. 8) indicate that the warm SSTs in 2016 (experiment

2016SST) were only responsible for small portions of the

differences between 2016 and the means over 2006–15

(Fig. 8b) (the relative contribution ranges from 5.1% in

December to 42.4% in March, and the annual mean is

16.3%).The weak effect of the SSTs on total Antarctic

SIE is further confirmed by the weak correlations be-

tween the average SSTs in Fig. 9a and total Antarctic

SIEs in Fig. 2b for each month over 1979–2016 (see

Table 4).

In stark contrast, the full atmospheric forcing in 2016

(experiment 2016ATMOS) and wind forcing only in

2016 (experiment 2016WINDS) make very similar and

much larger contributions than the oceanic thermal

forcing (Fig. 8). The relative contribution of wind forc-

ing only (experiment 2016WINDS) ranges from 51.1%

in August to 91.6% in June, and the annual mean is

66.3% that is very close to the annual mean of 72.1% for

experiment 2016ATMOS. These results thus suggest

that the wind only forcing played a dominant role in

generating the large reductions in total Antarctic SIE

in 2016.

The declines of total SIA during April–September

2016 (Fig. 3) were apparently induced by the broad

surface warming in the Southern Ocean (Figs. 6 and 9;

Stuecker et al. 2017; Meehl et al. 2019) and the persis-

tently strong zonal wavenumber-3 pattern (Fig. 6;

Schlosser et al. 2018). Although the declines were small,

we suggest that they caused the early occurrence of the

FIG. 9. Average ocean temperatures over the circumpolar region to the south of 608S. Strong cyclonic wind

forcing in 2016 caused overall warmest ocean states at the surface and at 55 and 105-m depths. (a) Averagemonthly

SST. (b) Ocean temperature at the depth of 55m. (c) Ocean temperature at the depth of 105m. (d) The 2-m air

temperature. The black solid, black dashed, and red solid lines are for 2014, 2015, and 2016 respectively.
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maximum SIE in 2016, which occurred on 28 August as

reported in Turner et al. (2017). We suggest that the

much faster retreat in spring 2016 was also precondi-

tioned by the effects of atmospheric and oceanic forcing

before October 2016, in addition to the most negative

SAM in November 2016 since 1968 (Turner et al. 2017;

Schlosser et al. 2018).

4. Concluding remarks

As analyzed in this study, the rapid decline of total

Antarctic sea ice extent was predominantly a result of

record atmospheric low pressure systems over sectors of

the Southern Ocean in 2016. Turner et al. (2013) sug-

gested that the record high sea ice extent in 2012 was

related to the deep atmospheric lows in the circumpolar

trough region since late August 2012. However, the at-

mospheric forcing conditions in 2016 were extremely

unusual in several aspects, manifested by several record

low daily and monthly mean sea level pressure values at

southern high latitudes in January–March, June, and

September 2016 during 1979–2016. These extreme at-

mospheric conditions were particularly associated with

the deepening of Amundsen Sea low, along with the

strong and persistent zonal wavenumber-3 pattern dur-

ing May–August 2016 that was also documented in

Schlosser et al. (2018). The resulting strong meridional

flows led to enhanced warm and cold advection and

strong sea ice drifts. In addition, the resulting extremely

strong cyclonic wind forcing generated the warmest sea

surface conditions at southern high latitudes during

April–October 2016 in the model simulation. The per-

sistent warm sea surface conditions have also been re-

vealed by analyzing observational data (Stuecker et al.

2017; Meehl et al. 2019). Consequently, these atmo-

spheric and oceanic conditions exerted extremely strong

and very unusual thermodynamic and dynamic forcing

on Antarctic sea ice in 2016.

In 2016, Antarctic sea ice started to retreat in April, as

revealed by analyzing the evolution of monthly total sea

ice area anomaly, which reflects a more detailed sea ice

response to the atmospheric and oceanic forcing than

analyzing the total sea ice extent. The sea ice retreat

duringApril–August 2016 contributed to the occurrence

of an early maximum total sea ice extent on 28August in

2016 and preconditioned the occurrences of the record

low monthly total sea ice area in September 2016 and

record low monthly total sea ice extent in October 2016.

These sea ice responses to the atmospheric and

oceanic forcing were well captured by the employed

high-resolution global ocean–sea ice model, MITgcm-

ECCO2. Such a good fit enables us to quantify the rel-

ative roles played by the atmospheric and oceanic

forcing and hence identify the major driver for the rapid

decline of total Antarctic sea ice extent. Our model re-

sults show that both thermal and dynamic effects of the

wind anomalies generated large regional positive and

negative sea ice concentration anomalies. The wind-

driven sea ice drift anomalies were mainly responsible

for the rapid decrease in total Antarctic sea ice extent in

spring 2016, with the role of the ocean surface warming

being minor.

The good fit between the modeled and observed sea

ice anomaly patterns and total sea ice extent evolutions

substantiate the high qualities of the atmospheric re-

analysis data and the employed ocean–sea ice models.

These advancements facilitate identifying the major

driver of large variability in total Antarctic sea ice ex-

tent. Although the tropical forcing has been suggested to

contribute to the generation of the atmospheric condi-

tions in 2016 (Stuecker et al. 2017; Wang et al. 2019;

Meehl et al. 2019), the identified dominant effects of the

wind-driven sea ice drift on total Antarctic sea ice extent

urge a more complete understanding of past and future

changes in winds, particularly how such extreme atmo-

spheric conditions as in 2016 were established, for en-

hancing our ability to understand and predict the

Antarctic sea ice variability. The dominant wind-driven

sea ice drift effects tend to generate larger variability in

total sea ice extent in the Antarctic than in the Arctic, as

Antarctic sea ice movement is not bounded by conti-

nents at lower latitudes. The intensified sea ice drifts in

such extreme events also greatly change the freshwater

transport patterns, with strong implications for oceanic

conditions.

We note that the record-low sea ice extent continued

since the end of 2016 after the continuing record-high

sea ice extent over 2012–14. This feature raises in-

teresting questions that need to be addressed in the fu-

ture, such as which processes are responsible for the

TABLE 4. Correlations (those in bold are statistically significant with the confidence level being greater than 99% by the Monte

Carlo method) between monthly total SIEs in Fig. 2b and monthly SSTs averaged over the circumpolar region to the south of 608S
in Fig. 9a.

Month Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Simultaneous 20.39 20.37 20.09 0.23 0.03 20.15 20.05 20.11 20.14 20.25 20.13 20.05

SST leads by 1 month 20.54 20.32 0.21 0.44 0.42 0.30 0.35 20.04 20.27 20.30 20.46 20.27

SST lags by 1 month 20.37 20.19 20.07 0.13 0.03 0.01 0.10 20.15 0.05 0.1 20.30 0.04
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sustained record-high sea ice extent over 2012–14 and

then the sustained record-low sea ice extent over 2016–

18 and how to quantify the relative roles played by these

processes compared to that by the wind-driven sea ice

drift in large Antarctic sea ice variability. Addressing

these questions will offer a more complete understanding

of large Antarctic sea ice variability and will be useful for

us to predict the transition between the phase with sus-

tained high Antarctic sea ice extents and the phase with

sustained low Antarctic sea ice extents.
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