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Like other countries, the UKhas opted for deep geological disposal for the long-term, safemanagement of higher-
activity radioactive waste. However, a site and a geological environment have yet to be identified to host a geo-
logical disposal facility. In considering its long-term safety functionality, it is necessary to consider natural pro-
cesses, such as permafrost development, that have the potential to alter the geological environment over the
time-scale of glacial-interglacial cycles. We applied a numerical model to simulate the impact of long-term cli-
matic variability on groundwater flow and permafrost dynamics in two contrasting geological settings in Great
Britain: (i) higher strength rocks (HSR) overlain by higher permeability sandstones with a high topographic gra-
dient (GS1); (ii) amixed sedimentary sequence of high and lowpermeability rocks resting on igneousHSRwith a
very low topographic gradient (GS2).We evaluated the sensitivity of simulated permafrost thickness to a variety
of climatic and subsurface conditions. Uncertainty in the scaling of the surface temperature time-series, 10–25 °C
below present day temperature, has the largest impact on maximum permafrost thickness, PFmax, compared to
other variables. However, considering plausible parameter ranges for UK settings, PFmax is up to twice as sensitive
to changes in thermal conductivity and geothermal heat flux than to changes in porosity. Heat advection only af-
fects modelled PFmax for high hydraulic conductivity rocks and if permafrost is considered to be relatively perme-
able.Whilst local differences in permafrost thickness of tens ofmeters, caused by variations in heat advection, are
ofminor importance over glacial-interglacial cycles, heat advection can be important in the development of taliks
and the maintenance of a more active groundwater flow system. We conclude that it is likely to be important to
simulate the effect of heat advection on coupled permafrost and groundwaterflow systems in settings containing
higher permeability lithological sequences.
© 2019 British Geological Survey © UKRI 2018. Published by Elsevier B.V. This is an open access article under the
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1. Introduction

The disposal of radioactive waste represents a significant challenge
for countries with developed or past nuclear industries. Most countries,
including the UK, have opted for deep geological disposal for the long-
term, safe and secure management of higher activity radioactive waste
(DECC, 2014). The deep geological disposal of radioactive waste differs
from other sub-surface exploitation in that it requires significant assess-
ment, to understand the impact of potential fugitive radionuclides, for
up to 1million years into the future; such a timescale reflects the length
of time for the radioactivity of typical wastematerials to be significantly
reduced by natural decay (McEvoy et al., 2016).

Deep geological disposal involves the emplacement of wastes in an
engineered facility at depths of between 200 m and 1000 m below the
land surface, making use of the surrounding geological environment
as one of the many barriers to ensure that no harmful quantities of
radioactivity ever reach the surface environment (NDA, 2010). The geo-
logical environment provides two functions: to contain the radionu-
clides and to isolate the disposed waste from the surface environment.
The geological environment should be relatively stable to ensure the
waste is isolated from the biosphere for the long-term and its behaviour
adequately predictable to enable scientifically sound evaluations of the
long-term radiological safety of a disposal facility (IAEA, 2011).

In theUK, a site and a geological environment has yet to be identified
to host a disposal facility. In 2014, the UK embarked on a new pro-
gramme to identify a site (DECC, 2014) commencing with a national
campaign to collate national-scale geological information for a range
of geological attributes of relevance to assessing long-term safety
(RWM, 2016).

In considering the long-term safety functionality of a geological dis-
posal facility (GDF), it is necessary to take account of natural processes
that have the potential to alter the geological environment over the
time-scale of glacial-interglacial cycles. Predicting climate system evo-
lution over glacial-interglacial time-scales is a significant challenge
and highly uncertain (McEvoy et al., 2016), and relies on estimating
the extremes within which climate and climate-related processes may
vary with reasonable confidence (Nasir et al., 2013). Longer-term cli-
mate projections forecast that theNorthernHemispherewill experience
further cycling between glacial and interglacial periods over the next
100,000 to 1 million years (Näslund and Brandefelt, 2014). A disposal
facility in the UK is therefore likely to experience glaciation and/or per-
mafrost conditions several times over its lifetime and hence, predictions
of the duration, thickness and extent of future ice cover are important
for assessing the post-closure safety of a UK GDF (McEvoy et al.,
2016). Permafrost is defined as groundwith temperature below0 °C, re-
gardless whether its water is in liquid or frozen state (Woo, 2012). Per-
mafrost forms when the mean annual ground surface temperature is
below 0 °C (Williams and Smith, 1989), which is likely to occur during
glacial cycleswhen the location is not covered by an ice sheet. Therefore,
along with the consideration of other impacts, an environmental safety
case requires the assessment of the effect of permafrost on a potential
geological environment including the depth of permafrost (McEvoy
et al., 2016)

Possible effects of permafrost on a GDF can either be direct, when
permafrost reaches the depth of a GDF, or via associated impacts,
when the permafrost depth does not reach the GDF itself, but alters
the sub-permafrost environment. Direct effects include phase change
of available porewater to pore ice, which results in pressure changes in-
duced by the volume change from the phase change of water to ice. This
can result in mechanical effects of freezing and thawing on rock stabil-
ity, which can reduce the performance of the engineered components
of a GDF, such as clay (McEwen and de Marsily, 1991). Both within
and underneath the permafrost, changes in the chemical composition
of groundwater due to freeze-out of solutes can result in the formation
of cryopegs: supercooled unfrozen zones that are perennially below0 °C
and are perennially unfrozen due to their elevated solute concentration
(Woo, 2012). Alteration of groundwater chemistry, such as increased
salinity, has the potential to impact the performance of any bentonite
in the engineered barrier of a GDF or in sealed access shafts (McEwen
and de Marsily, 1991). Beneath permafrost, groundwater flow is af-
fected by a reduction of recharge and discharge, and the focussing of
groundwater flow through taliks, unfrozen zones within the perma-
frost. Taliks may occur under surface water bodies, and around any
high permeability fracture zones (Ruskeemiemi et al., 2002).

To estimate such potential impacts, a few studies have modelled
groundwater and permafrost dynamics over glacial time-scales. These
have principally been related to GDF assessments undertaken by rele-
vant institutions in Sweden (SKB), Finland (POSIVA), France (Andra),
Canada (NWMO), Belgium (SCK CEN) and Switzerland (NAGRA). Geo-
logical environments considered for coupled groundwater-permafrost
modelling with respect of GDFs have included: fractured crystalline
rock of the Fennoscandian Shield (Hartikainen et al., 2010; Vidstrand
et al., 2014; Sterckx et al., 2018); the Canadian Shield (Lemieux et al.,
2008a; Chan and Stanchell, 2009); sedimentary basins such as the
Michigan Basin (Normani and Sykes, 2012; Nasir et al., 2013); a generic
intercratonic basin at the southern limit of the Laurentide Ice Sheet
(Bense and Person, 2008); and the Paris Basin (Holmén et al., 2011;
Grenier et al., 2013).

The results of the studies in Sweden, France, and Canada cannot be
translated directly to a setting in Great Britain, since both geology and
climatic history are different. The geographical situation in Great Britain
on the north-westernmargin of Europe, combinedwith its complex tec-
tonic history giving rise to highly varied geology and topography, mean
that it has distinctive factors that are likely to influence the effects of fu-
ture climatic-driven processes on aGDFwhen compared to assessments
undertaken by other radioactive waste disposal programs in northern
latitudes such as Sweden and Finland (e.g. SKB, 2011; Posiva, 2012;
SKB, 2014). Themid-latitude position of Great Britain has proven partic-
ularly sensitive to past global-scale climatic changes with marked vari-
ations in prevailing climate over comparatively short periods of
geological time (tens of thousands of years; (e.g. Rose, 2009; Candy
and Lee, 2011) as a result of its position relative to southward moving
cold polar air masses (Polar Front), and low latitude warm ocean cur-
rents (North Atlantic Current) (McEvoy et al., 2016). Lower latitude,
geologically variable but stable intraplate locations such as in Great Brit-
ain pose different challenges and questions than that of tectonically ac-
tive and/or recently deglaciated regions of the Northern Hemisphere.

It is only relatively recently that variations in permafrost thickness
over glacial cycles have been modelled for settings within the UK.
Busby et al. (2015, 2016) investigated the potential depth of permafrost
using a 1D heat conduction model to simulate the 0 °C isotherm as a
proxy for permafrost depth. These studies considered both geological
variability, by applying the models to ten different locations across
Great Britain, and climate variability, by using different surface temper-
atures scenarios, which included the thermal effects of an ice sheet. The
thermalmodelling suggested the depth of the 0 °C isotherm to be highly
variable, depending on the geographical location and geological envi-
ronment. The geographical location defines the local temperature and
ice sheet history, and the geological environment defines the thermal
properties that determine how fast, and to which depth, a temperature
signal propagates into the subsurface.

Whilst Busby et al. (2015, 2016) investigated the influence of surface
temperature histories and thermo-hydrogeological properties on
modelled permafrost thickness by considering a number of different lo-
calities across Great Britain, they did not consider how groundwater
flow and heat advection, or the phase change of water to ice, and asso-
ciated latent heat of freezing and thawing, could affect predicted values.
A question remains as to which of the following factors controlling per-
mafrost thickness has the most influence on predicted values: surface
temperature estimates, thermal and hydraulic properties of the subsur-
face, or heat advection and latent heat of freezing and thawing? This is
of relevance to assessments both within the UK and elsewhere.
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To simulate the effect of heat advection on permafrost dynamics,
coupled models are required that incorporate the process of the varia-
tion in the hydraulic conductivity of the domain as permafrost forms
and thaws i.e. as the ice saturation in pore space changes. Several exper-
imental or theoretical relationships describing the change of hydraulic
conductivity as a function of ice saturation or temperature over the
freezing interval can be found in the literature for sand, silt, and clay
(e.g. Burt and Williams, 1976; Kleinberg and Griffin, 2005; Watanabe
and Flury, 2008; Azmatch et al., 2012). Furthermore, the decrease in rel-
ative hydraulic conductivity with ice saturation has been found to be
different for different lithologies, with relative hydraulic conductivity
decreasing by between three and eight orders of magnitude (Burt and
Williams, 1976; Kleinberg and Griffin, 2005). Consequently, the
parameterisation of this relationship in models is uncertain. With re-
gard to thermo-hydrogeological properties of the subsurface, the identi-
fication of a potential host rock for a GDF may target lithologies with
particular characteristics e.g. low hydraulic conductivity. However,
considering the geological complexity of the UK, it is possible that
the potential host rock could be located within a complex sequence
of lithologies (RWM, 2016), the thermal and hydraulic properties
of which span a broad range of values (Rollin, 1987; Busby et al.,
2011).

There is large uncertainty in making future projections of surface
temperature. Because of this, most previous studies that have simulated
permafrost thickness in relation to a GDF assessment have applied a
range of temperature scenarios derived by scaling past climate proxies
(Hartikainen et al., 2010; Holmén et al., 2011; Nasir et al., 2013; Busby
et al., 2016).

The objective of this work was to evaluate to which factors per-
mafrost thickness is most sensitive to over glacial time-scales in
the UK, including uncertainties in surface temperatures, thermo-
hydrogeological properties, or changes in hydraulic conductivity as
permafrost forms.

To investigate this, we developed coupled groundwater flow and
heat transport models, incorporating heat conduction, advection, and
water-ice phase change with associated latent heat effects for two con-
trasting geological settings within Great Britain over future glacial-
interglacial cycles. These models were forced with a range of possible
surface temperature boundary conditions andmodel parameterisations
to investigate the effect of climate, geological variability, and heat ad-
vection, on permafrost thickness. In relation to the influence of heat ad-
vection,we specifically investigated the effect of the parameterisation of
the ice content-hydraulic conductivity relationship on simulated maxi-
mum permafrost thickness. After considering when the application of
1D models, which do not represent groundwater flow and heat advec-
tion, is acceptable, we explored the sensitivity of permafrost thickness
to thermo-hydrogeological properties using a much larger ensemble
of 1D model simulations. The two geological setting we modelled
were not considered to have a particular position within the British
mainland, and therefore, were not directly associated with any history
of ice sheet coverage. Partly because of this, and partly because it was
beyond the scope of this study, we therefore, did not consider the influ-
ence of ice sheet coverage on the groundwater flow and permafrost dy-
namics. Rather we adopted the approach of assessing the sensitivity of
the modelled system to imposed surface temperature time-series. The
implications of not including the effect of ice sheets, is discussed in
Section 4.5.3.

The paper is structured as follows. In Section 2, Methods, we de-
scribe the rationale for the selection of the two geological settings, and
their structure, the derivation surface temperature scenarios over
1million years, and themodellingmethodology. In Section 3wepresent
the results of the modelling, detailing differences in permafrost
thickness due to different surface temperature scenarios, physical
thermo-hydrogeological properties and the influence of heat advection.
The results are discussed in Section 4 within the context of a GDF, and
conclusion drawn in Section 5.
2. Methods

2.1. Geological settings

The UK has a diverse geology, including many settings that may be
suitable hosts for a GDF. Potentially suitable rock types are grouped
into three broad categories: higher strength rocks (HSR); lower
strength sedimentary rocks (LSSR); and evaporitic rocks (RWM,
2016). Higher strength rocks may be igneous, metamorphic or older
sedimentary rocks, have a low matrix porosity and low permeability,
with the majority of any groundwater movement confined to fractures
within the rock mass. Lower strength sedimentary rocks are typically
fine-grained, with a high content of clay minerals that provides their
low permeability, and are mechanically weak so that open fractures
cannot be sustained. They are typically interlayered with other sedi-
mentary rock types.

In representing this variability of rock types when planning site
investigations, developing disposal concepts and designs, and de-
veloping safety cases ahead of identifying a possible site, six illus-
trative geological environments have been conceptualised. These
incorporate both higher strength rocks and lower strength sedi-
mentary rocks, that collectively cover many of the geological and
hydrogeological characteristics that are relevant to the majority of
England, Wales and Northern Ireland (RWM, 2016). The develop-
ment of these conceptual geological environments describes, at a
high level, some of the geological and hydrogeological characteris-
tics and data that need to be considered for planning and research
purposes. These conceptual geological environments are generic,
and not based on a specific location.

For this study, we selected two of these six geological environments
that have clearly contrasting dominant host rock types, contrasting to-
pography, proximity to the coast and structure. The two contrasting
geological settings represent two end-members of different geological
environments, a higher strength rock covered by higher strength sedi-
mentary cover with a high topographic gradient and a sequence of
higher and lower strength rock sedimentary rock overlying higher
strength granitic and igneous rock with a low topographic gradient.
These two geological settings enable us to understand the relative im-
portance of hydrogeological and thermal properties, and advective
heat flow on maximum permafrost depth. The two environments are
represented by two-dimensional cross-sections, or vertical ‘slices’,
both of which have been extended to include an upstreamwater divide.
Hereafter, we refer to the two selected environments as geological set-
ting 1 (GS1) and geological setting 2 (GS2).

GS1 (Fig. 1a) describes an environment comprising higher strength
rocks as the host-rock, extending to the surface in areas of high relief
and onlapped by a sequence of high permeability sandstones that
thicken towards the basin centre. There are no lower permeability sed-
imentary rockswithin the sedimentary sequence that could provide sig-
nificant barriers of groundwater flow. Where it outcrops, the higher
strength rocks are weathered to some degree. In this setting, recharge
can occur directly to the higher strength rocks at outcrop or to the over-
lying sandstones. GS2 (Fig. 1b) describes a synclinal basin structure
composed of a mixed sedimentary sequence of permeable (sandstones,
limestones and Chalk) and lower permeability rocks (mudstones, silt-
stones, shales, and clay) resting on higher strength rocks. In this setting,
both the higher strength rocks (units 8 and 9) and the lower permeabil-
ity rocks (units 5 and 6) have the potential to act as a host-rock. The en-
vironment has a very low topographic relief and is hundreds of
kilometers from the nearest areas of significant topography. Driving
head gradients are therefore low. The presence of a lower permeability
clay formation (unit 3) between the potential host rocks and the ground
surface has the potential to isolate the surface environment and the re-
charge that occurs there. However, outcropping higher permeability
formations (units 2 and 4, limestone; unit 7, sandstone) may carry sig-
nificant flow to depth.
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We select one location along the cross-section of each setting (L1
in GS1; L2 in GS2) which we use to present time-series of the simu-
lated permafrost thickness. L1 and L2 were chosen so that the depth
of the host rock lies within the GDF depth range of 200–1000 m, and
the geological sequence above would fit with the geological environ-
ments described. At L1, the potential host rock (higher strength
rocks) extends from 1000 to 330 m below surface, whilst at L2, two
potential host rocks exist: higher strength rocks between 1000 and
700 m and lower strength sedimentary rocks between 620 and
370 m below surface.
Fig. 2. a) Global δ18O time-series after Lisiecki and Raymo (2005) and b) scaled surface
temperature time-series using ΔT ranging from −10 to −25 °C.
2.2. Temperature setting

2.2.1. Surface temperature history
The climate has oscillated between glacial and interglacial condi-

tions in the past, as evidenced by paleo-climatic proxies such as deep
ocean sediment records, lake sediments, or ice cores (e.g. Lisiecki and
Raymo, 2005). Even with the consideration of anthropogenic climate
change, longer-term projections of the northern hemisphere climate
indicate a continuation of glacial-interglacial cycles (Fischer et al.,
2015).

Such proxies have been used to estimate past temperatures in the
UK. For example, mean annual temperatures during the Last Glacial
Maximum (LGM) were estimated near London, southern England
of −13 °C, or 24 °C below modern temperature, based on the occur-
rence of temperature-sensitive taxa in the fossil record (Atkinson
et al., 1987). Other estimates are less extreme, suggesting mean an-
nual temperatures of −9 °C at the margin of the ice sheet in central
Scotland (Glasser and Siegert, 2002), or− 7 °C in south-east England
during the late Pleistocene (Coope et al., 1971). Based on these stud-
ies,Westaway and Younger (2013) derived temperature histories for
the previous 150 ka, within which temperatures at the time of the
LGM were estimated to be 18 °C and 20 °C lower than those at pres-
ent for southern and northern Britain, respectively. A global recon-
struction of temperature changes at the LGM suggested mean
annual air temperature of −5 °C to −6 °C across the UK (Annan
and Hargreaves, 2013), however the uncertainty is large ranging
from 4 to 8 °C across southern England and 8–20 °C across northern
England and Scotland.

We applied a similar approach using a global proxy record to gener-
ate temperature projections. To take into account the large uncertainty
in past surface temperatures across Great Britain, we adopted amethod
based on the use of a set of four different scenarios of the temperature
history over the last 1 million years. In order to estimate the cyclicity
of the temperature time-series, a Pliocene-Pleistocene stack of 57 glob-
ally distributed benthic δ18O (Fig. 2a) recordswas used to serve as an es-
timate of the shape of the temperature time-series (Lisiecki and Raymo,
2005). The fluctuations of North hemisphere surface air temperature
and the benthic δ18O isotope record have been found to related closely
(Bintanja et al., 2005). Each of the temperature time-series is con-
structed by linearly scaling the global δ18O time-series, considering a
present day annual air temperature (T0) of 8.5 °C, and a temperature off-
set (ΔT) in the resulting four scenarios of−10,−14,−18, and− 25 °C
below the present temperature at the time of maximum δ18O. The tem-
perature Tt at time t is described in Eq. (1), where δ18O0 is the δ18O at

Image of Fig. 1
Image of Fig. 2
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present day, and δ18Ot the δ18O at time t. The resulting temperature sce-
narios are shown in Fig. 2b.

Tt ¼ δ18Ot � δ18O0

max δ18Ot � δ18O0

� �ΔTþ T0 ð1Þ

2.2.2. Geothermal heat flux
Geothermal heat flux data were originally collated, along with data

on subsurface temperature, thermal conductivity and geochemistry,
and catalogued as part of a project commissioned by theUKDepartment
of Energy and the European Commission between 1976 and 1988
(Burley and Edmunds, 1978). This catalogue has since been updated
in three revisions (Burley and Gale, 1982; Burley et al., 1984; Rollin,
1987). A UK heat flow map has been derived from 212 heat flow mea-
surements augmented by 504 heat flow estimates (Downing and
Gray, 1986; Rollin, 1995; Busby et al., 2011). This map shows a fairly
uniform background field with areas of increased heat flow associated
with radiogenic granites (Busby and Terrington, 2017), and has been
used to define heat flux boundary conditions at the base of the models
in this study. Recently a revised heat flow map has been published
(Busby and Terrington, 2017), applying paleoclimatic and topographic
correction of heat flow, resulting in a higher heat flux of approximately
16mWm−2 to regions north of the southern extent of theDevensian ice
at the Last Glacial Maximum and 20 mW m−2 south of the ice extent
(Busby and Terrington, 2017).

2.3. Soil freezing and relative hydraulic conductivity functions

To simulate heat advection in a groundwater system undergoing
freezing and thawing, two functional relationships must be defined:
(i) the ‘soil freezing’ function, describing the relationship between tem-
perature and ice saturation; and (ii) the relative hydraulic conductivity
function describing the relationship between relative hydraulic conduc-
tivity and ice saturation.

Experimental data for soil freezing and relative hydraulic conductiv-
ity functions are limited to sands, silts and clays (e.g. Burt andWilliams,
1976; Kleinberg and Griffin, 2005; Watanabe and Flury, 2008; Azmatch
et al., 2012). The soil freezing curve for different soil types can be funda-
mentally different. The choice of freezing function used in numerical
models should be smooth and easily differentiated, since the derivative
is used to calculate the apparent heat capacity (McKenzie et al., 2007).
Here, we use a smoothed Heaviside function (see Appendix A) with a
freezing interval from 0 °C to −1 °C, which Scheidegger et al. (2017)
show is similar to other previously used freezing curves.

Model descriptions of how the hydraulic conductivity decreases
over the freezing interval commonly assume an analogue to unsatu-
ratedfluidflow and the relationship betweenmoisture content and suc-
tion described by a soil water retention curve (McKenzie et al., 2007;
Kurylyk and Watanabe, 2013). Other coupled groundwater flow and
permafrostmodels use a linear decrease in relative hydraulic conductiv-
ity with temperatures between freezing and the temperature at which
the residual saturation is reached, or an impedance factor law for
which the minimum hydraulic conductivity is limited (McKenzie
et al., 2007). Aminimum value of relative hydraulic conductivity in per-
mafrost of 1e-6 has been suggested as an arbitrary small minimum
value (McKenzie et al., 2007).

For numerical modelling a relative hydraulic conductivity of perma-
frost of six orders of magnitudes lower has been applied by several
groups (McKenzie et al., 2007; Ge et al., 2011; Grenier et al., 2013) either
using an exponential decrease in relative hydraulic conductivity or a lin-
ear decrease. Other minimum relative hydraulic conductivities applied
to coupled numerical models are 1e-8 (Bense et al., 2009), or an abso-
lute hydraulic conductivity of 1e-33 [m s−1] for what is termed an im-
permeable permafrost case (McKenzie and Voss, 2013). For a higher
hydraulic conductivity permafrost case, a linear function decreasing
six orders of magnitudes has been previously used, which was sug-
gested is likely to exaggerate the ease of groundwater flow though fro-
zen media (McKenzie and Voss, 2013).

In this study we used the relative hydraulic conductivity, krw, func-
tion of Hansson et al. (2004):

krw ¼ 10−SiΩ ð2Þ

where Si is the ice saturation andΩ a scaling parameter. Because of the
limited availability of relative hydraulic conductivity functions mea-
sured for sand, silt and clays, and their absence for hard rocks, we varied
Ω between 6, 3 and 1, which results in a decrease in relative hydraulic
conductivity of six, three and one order of magnitude, respectively.

2.4. Modelling methodology

We applied a numerical model to simulate groundwater flow, heat
transport and permafrost dynamics across the two geological settings.
Whilst the model simulates a number of state variables of the system,
our objective was to investigate the development of permafrost. Specif-
ically, we aimed to simulate permafrost thickness (PF), whichwe define
as the distance between the land surface, from which permafrost de-
velops downwards, and the lowest point at which the ice saturation is
greater than zero; this point is equivalent to the 0 °C isotherm. Perma-
frost thickness varies laterally across the two settings, and in time. How-
ever, the principal focus of this study was to estimate the maximum
permafrost thickness, PFmax, over glacial cycles.

2.4.1. Numerical solution of coupled flow, heat transport and permafrost
dynamics

Weapplied the advection-diffusion equation including latent heat of
fusion to model permafrost and groundwater flow. Groundwater flow
andpermafrost development are coupled using a hydraulic conductivity
that is several orders of magnitude lower in frozen than under unfrozen
conditions, and through a source term that is related to volume changes
between ice and water. Heat flow is coupled to groundwater flow
through the advective heat flow term, which is proportional to Darcy
flow. A full description of the underlying model equations is given in
Appendix A, whichwere solvedwithin the COMSOLMultiphysicsmath-
ematical modelling environment (COMSOL, 2016) using the finite ele-
ment method and its multifrontal massively parallel sparse (MUMPS)
direct solver and a damped version of Newton's method to handle pa-
rameters. Grenier et al. (2018) showed that simulations made with
COMSOL Multiphysics for a number of groundwater flow and perma-
frost benchmark problems agreed closely to thosemadewith other sim-
ilar software codes.

We also applied 2D cross-sectional and vertical 1D models to simu-
late permafrost dynamics considering conduction but not advection of
heat (thus removing the second term on the left hand side of
Eq. (A.1)). These faster-running 1D models were used to perform
large-ensemble sensitivity analyses.

2.4.2. Model set-up
We constructed 2D slice (x-z) finite element models of the two

settings using COMSOL Multiphysics. The model domain for GS1 is
shown in Fig. 1a. The model is 20 km long and extends to a depth of
2 km below sea level, which is taken as the datum. The domain was
discretised using a structured quadrilateral finite-element mesh. In the
top 800 m the vertical mesh spacing is 5 m, and below this it is 25 m.
The horizontal mesh spacing is 100 m. The right-hand boundary is
closed to both heat and fluid flow, as this represents a topographic
high at 920 meters above sea level (m asl), and a groundwater divide.
A constant groundwater head boundary condition is defined at the
left-hand boundary representing sea level. Heat leaves the left-hand
boundary through advection. At the upper boundary, a Dirichlet



Table 1
Thermal and hydraulic properties for GS1: rock thermal conductivity (λr), rock mass heat capacity (C), porosity (ε), density (ρ), horizontal hydraulic conductivity (Kx), vertical hydraulic
conductivity (Kz) and aquifer specific storage (Ss).

Layer λr [W m−1 K−1] C [J kg−1 K−1] ρ [kg m−3] ε [−] Kx [ms−1] Kz [ms−1] Ss [m−1]

1. Weathered sandstone 3.1 850 2650 0.12 3.16e-6 Kx 1e-4
2. Upper sandstone 3.1 850 2650 0.15 1e-6 Kx/10 1e-4
3. Lower sandstone 3.1 850 2650 0.075 1e-7 Kx/10 1e-4
4. HSR (quartzite or meta-lava) 4 850 2650 0.001 1e-9 Kx 1e-6
5. Weathered HSR (quartzite or meta-lava) 3.1 850 2650 0.05 3.16e-6 Kx 1e-6
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boundary condition is specified and the hydraulic head is set to the ele-
vation of the land surface; this is an assumption that we recognise is un-
certain, but which has been commonly applied previously (e.g. Bense
et al., 2012; McKenzie and Voss, 2013) given the difficulties of alterna-
tively specifying recharge boundaries in permafrost environments.
The temperature is also specified at the upper boundary, the details of
which are discussed in the next subsection. The base of the model is
closed to fluid flow, but heat enters the model domain by conduction,
by applying a geothermal heat flux as a Neumann boundary condition.
Themodel consists offive lithological units representing: (1)weathered
sandstone at the surface, overlying (2) upper and (3) lower sandstones
above (4) HSR (quartzite or meta-lava), which is (5) weathered where
it outcrops. Within each unit physical properties and, therefore, model
parameters are homogeneous. Hydraulic properties for the five units
were taken from Towler et al. (2008), and thermal properties from
McKeown et al. (1999); these are listed in Table 1. Towler et al.
(2008) presented ranges of values for hydraulic conductivity and we
took the upper bound of these, thereby investigating the case where
flow and heat advection would be most significant.

The model domain for GS2 is shown in Fig. 1b. The model is 300 km
long and extends to a depth of 1.5 km below sea level. The land surface
rises to 170 m at the right-hand boundary, thus the topographic gradi-
ent is relatively low (~0.06%). The domain was discretised using a verti-
cal mesh spacing of 5 m to a depth of 500 m, and 25 m below this; the
horizontal mesh spacing was 1000 m. The lateral boundaries are closed
to both fluid and heat flow. At the base of the model there is no fluid
flow, but an upward heat flux was applied. Along the upper boundary,
the hydraulic head is set to the elevation of the land surface, where a
temperature time-series, described below, was applied. The model rep-
resents the synclinal basin structure described above, composed of a
sedimentary sequence overlying igneous HSR, categorised into nine
lithological units (Fig. 1b). Hydraulic properties for the different litho-
logical units are again taken from Towler et al. (2008) and represent
the suggested maximum hydraulic conductivities, and thermal proper-
ties from Rollin (1987); these are listed in Table 2. Parameters specify-
ing the thermo-hydrogeological properties within the model are listed
in Tables 1–3 and Appendix A.

The temperature series derived by scaling the global δ18O time-series
are applied uniformly over the upper, land surface boundaries of the 2D
models of the two geological settings. At the base of the two 2D models,
a geothermal heat flux (W m−2) is defined based on heat flow data for
Great Britain (Busby et al., 2011). The geothermal heat flux across the
Table 2
Thermal and hydraulic properties for GS2: rock thermal conductivity (λ), rock mass heat capac
conductivity (Kz) and aquifer specific storage (Ss).

Layer λr [W m−1 K−1] C [J kg−1 K−1] ρ

1. Chalk 1.67 880 2
2. Limestone 1.3 920 2
3. Clay 1.3 920 2
4. Limestone 2.23 840 2
5. Mudstones/shales 1.3 820 2
6. Mudstones/siltstones 2.07 920 2
7. Sandstones 3.1 840 2
8. HSR (granitic rock) 2.38 850 2
9. HSR (basic igneous rock) 3.3 859 2
UK is locally variable but principally determined by the vertical geological
sequence. The heat flux applied across the bottom boundaries of the
models is 70 mWm−2 for G1 and 55 mWm−2 for GS2.

2.4.3. Initial conditions
The initial conditions for temperature and hydraulic head were de-

rived in two steps: first a steady-state simulation was runwith temper-
ature at the land surface set to that at t = 123 ka, and hydraulic head
along the same boundary set to the topographic elevation. Second, a
transient simulation was run with the same hydraulic head boundary
condition but using the surface temperature time-series from 123 ka
to present. The resulting temperature and hydraulic head field were
then used as an initial condition for the model simulations.

2.4.4. Model simulations
Four series of simulations were performed to calculate the range of

maximum permafrost thickness values that could occur over glacial
time-scales. The individual model runs within each of these series are
described next and listed in Table 4.

2.4.5. Effect of surface temperatures
In this series of four simulations (ST_10, 14, 18, 25), the four surface

temperature time-series were applied to each of the 2D models of GS1
and GS1 (Fig. 1; Tables 1–4) to quantify the impact of progressively
colder surface temperatures on permafrost thickness. The Ω parameter
in Eq. (2) was set to 6 i.e. relative hydraulic conductivity reduces rapidly
as ice saturation increases.

2.4.6. Influence of heat advection
In this series of three simulations (HA_1, HA_3, HA_6) of the 2Dmodel

of GS1, the influence of heat advection on permafrost thickness was in-
vestigated by setting theΩparameter of the permafrost relative hydraulic
conductivity function (Eq. 2) to either 1, 3 or 6. A higher value ofΩ results
in a more rapid decrease in relative hydraulic conductivity as ice satura-
tion increases. Values of Ω of N6 were not used, as it was expected that
this would produce very little difference in model results, which proved
to be the case.

2.4.7. Comparison of 2D and 1D models
This series of four simulations was performed to quantify the differ-

ences between permafrost thickness at L1 (GS1) and L2 (GS2) when
simulated using (i) the 2D models including groundwater flow and
ity (C), porosity (ε), density (ρ), horizontal hydraulic conductivity (Kx), vertical hydraulic

[kg m−3] ε [−] Kx [ms−1] Kz [ms−1] Ss [m−1]

200 0.1 1e−10 Kx 1e-4
400 0.25 1e-9 Kx 1e-4
400 0.2 1e-9 Kx 1e-4
500 0.1 1e-5 Kx 1e-4
400 0.15 1e-12 Kx/10 1e-4
520 0.15 1e-10 Kx/10 1e-4
550 0.1 1e-6 Kx 1e-4
500 0.15 1e-8 Kx 1e-4
630 0.05 1e-9 Kx 1e-6



Table 3
Physical properties of water and ice: thermal conductivity (λ), heat capacity (C), density
(ρ) and latent heat of fusion (Lf).

Layer λ [W m−1 K−1] C [J kg−1 K−1] ρ [kg m−3] Lf [J kg−1]

Water 0.6 4182 1000 3.34e5
Ice 2.14 2060 920 3.34e5

Fig. 3. Maximum permafrost thickness, PFmax, for GS1 and GS2 using the ΔT-10, -14, -18
and -25 °C surface temperature time-series.
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heat advection; (ii) the 2D models using the same set-up and
parameterisation as (i) including heat conduction but not groundwater
flow and heat advection; and (iii) a 1Dmodel of the each of the vertical
geological profiles at L1 and L2 considering vertical heat conduction
only. All models simulate phase changes between water and ice. The
models were compared for the two surface temperature scenarios ΔT-
14 and ΔT-25. The 1D and 2D heat conduction-only models were also
constructed in COMSOLMultiphysics. The purpose of these simulations
was to investigate the role of heat advection in controlling PFmax.

2.4.8. Sensitivity to physical properties
In this series,multiple simulations of the 1Dmodel driven by theΔT-

14 surface temperature time-series were performed. In a first sequence
in the series, thermal and hydraulic propertieswere set to those for each
of the lithological units in GS1 and GS2. The thermal conductivity of fro-
zen ground, λe, and the geothermal heat flux, qheat, were then varied in-
dependently to assess the effect on simulated PFmax. The second
sequence of runsweremore generic, removing the link to the geological
settings, and in which the rock thermal conductivity, λr, porosity, ε, and
geothermal heat flux were varied independently. When varying one of
these three parameters the other twowere fixed to either low,medium,
or high values from the following ranges: λr from 1.3 to 4.6Wm−1 K−1;
ε from 0.01 to 0.4; and qheat from 36 to 136mWm−2. These rangeswere
selected to span plausible values for the different lithologies of the UK
based on collated data (Busby et al., 2011; Rollin, 1987). This provided
an estimate of the relative influence of thermal conductivity, geother-
mal heat flux and porosity on the maximum permafrost thickness, con-
sidering the uncertainty in the parameter values for GS1 and GS2. In a
final sequence in the series, the sensitivity of PFmax to the temperature
offset,ΔT, used to generate the surface temperature scenario,was inves-
tigated. The different surface temperature series were applied to each of
eight models with different λr, ε, and qheat values, based on the different
combinations of the lower and upper values of the ranges specified for
these parameters above.

To compare the effect of varying different parameters on permafrost
thickness, we calculated the relative sensitivity (RS) of PFmax to the sur-
face temperature scenario, and parameters describing hydrogeological
properties, thermal properties and heat flow, and the permafrost rela-
tive hydraulic conductivity function. This is defined as:

RS ¼ ΔPFmax=PFmax

Δy= ymax−yminð Þ
����

����

where Δy is the change in the parameter for which RS is calculated, ymin

and ymax define the full range over which y is varied, and ΔPFmax is the
change in PFmax over Δy.
Table 4
Model runs for the 2D coupled models: in the ST series, applied to both GS1 and GS2, the
scaled surface temperature time-series differs. In the HA series the frozen hydraulic con-
ductivity of the permafrost, affecting heat advection, is modified by adjusting Ω (Eq. 2).

Runs ΔT Ω GS

ST_10 −10 6 1,2
ST_14 −14 6
ST_18 −18 6
ST_25 −25 6
HA_1 −14 1 1
HA_3 −14 3
HA_6 −14 6
3. Results

3.1. Effect of surface temperatures

The maximum modelled permafrost thickness, PFmax, for GS1 and
GS2 is presented in Fig. 3. For GS1, PFmax generally follows the topogra-
phy, but the thickness is greater in theHSR than in the sandstones, since
the thermal conductivity is higher here (Table 1). The variation of PFmax

for different lithological units ismore pronounced for GS2, since there is
a larger contrast in thermal conductivity between the different units
(Table 2). Thickest permafrost is found in the HSR (239 m for ST_14)
and thinner permafrost in the sequence of mudstones and siltstones
(100 m for ST_14).

The time-series of simulated permafrost thickness at L1 (GS1) and
L2 (GS2) are presented in Fig. 4. Deeper permafrost is modelled at L1
than L2 considering the same temperature scenario. This is because
the lithological units in GS1 broadly have a higher thermal conductivity
than those in GS2, and the effect of higher thermal conductivity out-
weighs here the effects of a lower geothermal heat flux in GS2 (55 ver-
sus 70mWm−2). During one glacial cycle, permafrost forms slowly and
reaches a maximum depth towards the end of the glacial cycle, when
permafrost thaw occurs over a relatively short time-scale of a few
Fig. 4. Permafrost thickness at a) L1 (GS1) and b) L2 (GS2) using the four scaled surface
temperature series of Fig. 2b.

Image of Fig. 3
Image of Fig. 4


Table 5
Variation in PFmax (m) at L1 (GS1) and L2 (GS2)when permafrost is defined using different
ice saturations, Si.

Si L1 L2

ΔT-25 ΔT-18 ΔT-14 ΔT-10 ΔT-25 ΔT-18 ΔT-14 ΔT-10

N0 597 310 175 51 320 160 104 10
0.5 578 285 156 31 310 150 94 0
0.95 553 270 141 16 290 140 84 0
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thousand years. For example, for run ST_14 for L1, permafrost thawed
after the last glacial cycle over three thousand years, whereas it formed
over 19 thousand years. The maximum modelled permafrost thickness
at L1 ranges between 51m for ST_10 to 597m for ST_25. At L2 themax-
imumpermafrost thickness ranges between 10m for a ST_10 and320m
for ST_25 (Table 5). As a large proportion of the permafrost can be un-
frozen or consist of a low ice saturation, it is important to differentiate
between permafrost depth and the frozen depth. In the ST series of
runs, the frozen depth was simulated to be up to 44 m shallower than
the permafrost depth (Table 5, GS1, ST_25). The degree of ice saturation
in the model depends on the latent heat of freezing and thawing water
within the rock.

The number of simulated permafrost events occurring during the
past 1 million years at different depths varies for the different tempera-
ture time-series and for the different geological settings (Table 6). For
example, at L1, there are two permafrost events reaching a depth of
500 m for run ST_25, whereas at L2 the permafrost reaches a depth of
300 m once for ST_25. For ST_14, the maximum permafrost depth
does not reach 200 m, but reaches a depth of 100 m seven times at L1
and twice at L2.

3.2. Influence of heat advection

The influence of heat advection on the permafrost thickness is
modelled to be up to several tens of meters locally for GS1. Heat advec-
tion in GS1 is high, as the hydraulic conductivity of theweathered layers
and the sandstone is high and the hydraulic gradient is large (Fig. 5a and
b). During the time of maximum permafrost thickness (628 ka BP), the
permafrost thickness across the model domain is relatively uniform for
the scenario in which permafrost has a low hydraulic conductivity
(HA_6,Ω=6) (Fig. 5a). However, for the scenario in which permafrost
has a higher hydraulic conductivity (HA_1,Ω=1), permafrost is signif-
icantly thinner beneath discharge points. During a time of permafrost
thawing, at 14 ka BP, the difference between runs HA_6 and HA_1 is
more pronounced (Fig. 5b); the permafrost has a relatively uniform
thickness for HA_6, but ismore variable for HA_1 due to thawing of per-
mafrost by head advection at discharge points.

For HA_1, groundwater recharge is reduced at the time ofmaximum
permafrost thickness (Fig. 5c), but since the hydraulic conductivity of
the permafrost is lowered by only one order of magnitude, some re-
charge still takes place. This results in a hydraulic head field similar to
Table 6
Number of permafrost events at different depths, and maximum duration in ka of a per-
mafrost event (in brackets) at L1 (GS1) and L2 (GS2). No events for grey cells or ΔT-10
scenario.
that occurring when the domain is unfrozen; differences in hydraulic
heads occur around the discharge points, and beneath the high ground
where they decrease by approximately 50 m. The high hydraulic gradi-
ent results in some heat advection, resulting in a non-uniform perma-
frost thickness. During permafrost thaw (Fig. 5d), the effect of heat
advection is large enough to create a talik 7 km from the left-hand
boundary, into which groundwater discharges. Downwelling of cold
water from the interfluve in the higher hydraulic conductivity perma-
frost case (Fig. 5c and d) creates thicker permafrost compared to the
low hydraulic conductivity permafrost case (Fig. 5e and f).

For HA_6, the hydraulic conductivity of the permafrost reduces by
six orders of magnitudes and recharge reduces accordingly when per-
mafrost forms. As a result, hydraulic heads drop to near zero beneath
the permafrost at the time of maximum permafrost thickness, and
heat advection does not influence the permafrost distribution
(Fig. 5e). During permafrost thaw, and when permafrost does not ex-
tend to beneath theweathered layer, some recharge takes place and hy-
draulic heads rise over a relatively short time-scale of approximately
2 ka (Fig. 5f).

Fig. 6 compares the permafrost thickness time-series at L1 and L2
simulated using the 1D conduction-only, 2D conduction-only, and 2D
conduction-advection models (HA_6 and HA_1) driven by the ΔT-14
andΔT-25 surface temperature series. Generally, the time-series of per-
mafrost thickness simulated by the 1D model is smoother than that of
the 2D conduction-only model, since the mesh size for the 1D model
is 1 m and for the 2D model is 5 m in the vertical. Otherwise, the
time-series are similar.

At L1, with ΔT-14, PFmax is 35 m greater for HA_1 than the 2D
conduction-only model, a difference of approximately 25%, however
there are no differences in PFmax between the HA_6 and the 2D
conduction-only models (0 m). HA_1 results in thicker permafrost
than HA_6 and the conduction models when it is shallower. However,
when permafrost is deep, i.e. extending beneath the lower sandstone,
e.g. in T-25, permafrost thicknesses simulated by the 2D conduction-
only, HA_6 and HA_1 models are similar (differences are b10 m, or
b 2%).

At L2, the differences between the fourmodels are generally less. For
ΔT-14 and ΔT-25, PFmax is 1.5 and 7.5 m higher, respectively, in the 1D
than the 2D conduction-only model, a difference of approximately 1%
or 3%; it is 0 m and 5 m higher in the 2D conduction-only than the
HA_1model, a difference of approximately 0% or 2%. In GS2 the hydrau-
lic conductivity of the rock is low and heat advection has a negligible in-
fluence on the permafrost thickness.

Differences in PFmax at L1, simulated by the 1D and HA_6models, are
4 m and 8 m for the ΔT-14 and ΔT-25 scenarios, respectively. At L2 the
differences between these two models are 13 m and 2 m, again for the
ΔT-14 and ΔT-25 scenarios, respectively. These differences are contrib-
uted to by the fact that permafrost thickness is calculated using a
discretised mesh of solution points, the spacing of which is approxi-
mately 5 m. The difference in PFmax, between the 1D conduction-only
and HA_1 models with ΔT-25 is 14 m and 13 m (3% and 5% of PFmax),
for L1 and L2, respectively. These results indicate that, if that it is consid-
ered thatΩ=6 in Eq. (2), then it can be assumed that a 1D conduction-
only models will provide a good estimate of PFmax.

3.3. Sensitivity to physical properties

As described above, PFmax, was simulated using the 1Dmodel driven
by the ΔT-14 surface temperature time-series, in a series of runs based
on the properties of the lithological units that comprise GS1 and GS1
(Tables 1 and 2), but where either the thermal conductivity of the fro-
zen ground, λe, or the geothermal heat flux, qheat, was varied. The plots
of PFmax against λe and qheat are shown in Fig. 7. Lithologies with low
thermal conductivities (mudstones, siltstones, shales and chalk) gener-
ate the lowest permafrost thickness whilst HSR with high thermal con-
ductivities generate the thickest permafrost (Fig. 7a). The relationship

Unlabelled image


Fig. 5. Results from simulations of GS1 at time of maximum permafrost, 628 ka BP (left-hand column), and a time of thaw, 14 ka BP (right-hand column). Figures a & b compare
simulated permafrost thickness using Ω= 1, 3, and 6. Figures c & d show the permafrost distribution (blue) and hydraulic head contours (grey) using Ω= 1. Figures e & f show
the same but with Ω = 6. Note the head contour intervals vary and are 10 m and 100 m below and above the 100 m contour line, respectively.
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between the thermal conductivity of the frozen ground and the maxi-
mum permafrost thickness is approximately linear but complicated by
the fact that the units have different porosities, and thus different mag-
nitudes of latent heat dampening the temperature signal.

As expected, there is an inverse relationship between geothermal
heat flux and PFmax. However, the change in PFmax as a function of qheat
depends on the thermal properties. For the highest value of λe

(4 W m−1 K−1, unit 5, GS1: HSR), varying the heat flux from 55 to
100 mW m−2 produces a 148 m decrease in PFmax from 347 to 199 m.
However, for the lowest value of λe (1.3 Wm−1 K−1, unit 5, GS2: mud-
stones/shales), the same variation in heatflux results in a 45mdecrease
in PFmax from111 to 66m. Similarly, PFmax ismore sensitive to variations
in geological properties (thermal conductivity, heat capacity, porosity)
when the geothermal heat flux is low (Fig. 7b).

The sensitivity of PFmax to the rock matrix thermal conductivity, λr,
porosity, ε, and geothermal heat flux, qheat, was also investigated using
the 1D model, again driven by the ΔT-14 surface temperature time-
series. In each case, the two other parameters were set to low, medium,
and high values representative of values for lithological units in the UK.
Variations in PFmax are plotted in (Fig. 8a–c). These simulations are sim-
ilar to those performed to generate the results plotted in Fig. 7 but re-
move the influence of the variation in the porosity on the effective
thermal conductivity of frozen ground. The relative sensitivities for
each of the three parameters are presented in Fig. 8d–f.
It is evident that the deepest permafrost will occur where thermal
conductivity is high, and porosity and geothermal heat flux are low.
Under steady-state conditions permafrost thickness scales linearly
with surface temperature, thermal conductivity and geothermal heat
flux: PFmax = T × λ/qheat (Williams and Smith, 1989). However, since
no steady-state is reached using the ΔT-14 temperature time-series,
we do not expect this.

As for the results of the 1Dmodel with properties based on the lith-
ological units for GS1 and GS2, there is a positive relationship between
rock thermal conductivity, λr, and PFmax (Fig. 8a). However, removing
the effects of porosity results in a smoother relationship than that be-
tween λe and PFmax in Fig. 7. With the low values of porosity (0.01)
and geothermal heat flux (36 mW m−2), PFmax varies from 160 to
576 m for λr values of 1.5 and 4.5, respectively. With the high values
of porosity (0.4) and geothermal heat flux (136 mWm−2) PFmax varies
from52 to 108m, across the sameλr range. FromFig. 8a it is evident that
uncertainty in λr has the largest effect where qheat and porosity are low.

The relative sensitivity for λr (Fig. 8d) is larger for low thermal con-
ductivity and decreases nonlinearly as thermal conductivity increases,
under otherwise unchanged conditions. The spread in relative sensitiv-
ities is larger for lower thermal conductivity than for higher thermal
conductivity. This can be explained by the thermal conductivity of the
frozen ground, which has a larger spread for low porosity, sincewith in-
creasing porosity the thermal conductivity tends towards that of ice.

Image of Fig. 5


Fig. 6. Permafrost thickness at a) L1 (GS1) and b) L2 (GS2) simulated using the 1D
conduction-only, 2D conduction-only, and HA_6 and HA_1 models, driven by ΔT-14
(grey) and ΔT-25 (black) surface temperatures.
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Porosity is inversely related to permafrost thickness (Fig. 8b). There
is a negative relationship between porosity and permafrost thickness
when thermal conductivity is high and heat flow is low, with a range
of permafrost thickness of 489m, from 107 and 596m. Themain causes
for this non-linearity are the transient effects of freeze-thaw. Porosity
determines the amount the thermal properties change with freeze/
thaw and release/uptake of latent heat. When water freezes, the ther-
mal conductivity increases by a factor of approximately 3.5 and the
Fig. 7. PFmax as a function of a) thermal conductivity of frozen ground, λe, and
b) geothermal heat flux, qheat, for the ΔT-14 surface temperature scenario. The colours
correspond to the geological properties for the units 1–14 as listed in Table 1 and
Table 2. The shape of the symbol represents geothermal heat flux applied (triangle: 55;
square: 70; diamond: 100 mW m−2).
mass heat capacity decreases by half. In addition, the energy required
for water to freeze, or releasedwhen ice thaws, is equal to that required
raising the temperature of an equal volume of rock by approximately
150 °C.

The relative sensitivity for porosity (Fig. 8e) is larger for higher ther-
mal conductivity and lower geothermal heat flux values. Maximum RS
values are approximately half of those for rock thermal conductivity
and heat flux, and RS decreases to near zero with low λr.

The influence of the geothermal heat flux on PFmax also depends on
the thermal conductivity and porosity (Fig. 8c). For the high thermal
conductivity and low porosity values, the range of PFmax is 406 m:
from 576m for the low heat flux to 170m for the high heat flux. In con-
trast, for a low thermal conductivity and a high porosity, the range of
permafrost thickness is 91 m (52 to 143 m).

The spread of the relative sensitivity values for geothermal heat flux
(Fig. 8f) are similar to that for thermal conductivity, though they would
be of opposite sign if the absolute valuewas not considered. RS is largest
for lowporosity, since the relative importance of geothermal heat flux is
dampened with higher porosity and associated latent heat effects. With
increasing geothermal heat flux, the range between the maximum and
minimum relative sensitivity values decreases. With a sufficiently high
geothermal heat flux, the maximum permafrost thickness will tend to-
wards zero.

The relationship between PFmax and the ΔT value used to scale the
surface temperature series is shown in Fig. 9a, for eight models based
on combinations of low and high values of λr, ε, and qheat. This is near-
linearwhen the thermal conductivity is large, and porosity and geother-
mal heat flux are low. With higher porosity and geothermal heat flux
and lower thermal conductivity, the relationship is slightly curvilinear:
PFmax increases by less as surface temperatures decrease. The relative
sensitivity of PFmax to the ΔT scaling value (Fig. 9b) is largest for the
warmest surface temperature scenarios, when permafrost is thin and
when a small decreases in temperature results in a relatively large in-
crease in permafrost thickness. For example, changing ΔT from −10 to
−11 °C increases PFmax by 40–80%, whereas a change of ΔT from −24
to−25 °C increases it by 4–9%. However, the absolute change in perma-
frost thickness remains similar with change in ΔT of 1 °C.
4. Discussion

4.1. Sensitivity of physical properties and temperature forcing to maximum
permafrost thickness

The modelling has shown how the maximum permafrost thickness
depends on surface temperature forcing, thermal conductivity, geother-
mal heat flux, and porosity, and that the relative sensitivity of each var-
iable is affected by the magnitude of the other variables. The relative
sensitivity expresses the proportional change in PFmax for a proportional
change in a parameter with respect to the range over which it could po-
tentially vary. The range of calculated relative sensitivities of PFmax to
the adjusted variables are summarised as box-and-whisker plots in
Fig. 10. PFmax is most sensitive to the ΔT surface temperature scaling,
then to the geothermal heat flux, thermal conductivity, porosity, and
the parameter controlling the permafrost hydraulic conductivity. It is
therefore the uncertainty in the surface boundary condition that con-
tributes most significantly to the uncertainty in the simulated maxi-
mum permafrost thickness; PFmax ranges were 51 to 597 m for GS1 at
L1, and 10 to 320 m for GS2 at L2, for the ΔT scaling range of −10 to
−25 °C.

The full suite of 1Dmodels produced RS values forΔT of between 0.8
and 6.5. However for the two geological settings these ranges were 1.0
to 2.7 (GS1), and 1.0 to 3.4 (GS2). As illustrated in Fig. 9, the relative sen-
sitivity of PFmax to ΔT decreases as ΔT becomes more negative (i.e. as
surface temperatures cool). For example, shifting from the ΔT-14 to
the ΔT-18 scenario resulted in PFmax increasing by 77 and 55% in GS1

Image of Fig. 6
Image of Fig. 7


Fig. 8. PFmax (a–c), and relative sensitivity ofmaximumpermafrost thickness (d–f), as a function of thermal conductivity λr, porosity ε, and geothermal heat flux, qheat, for theΔT-14 surface
temperature scenario. The values of the two other parameters for each vertical pair of figures are given in the legend.
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and GS2, respectively, whereas shifting from ΔT-18 to the ΔT-25 re-
sulted in increases of 93 and 100%, respectively.

The thermo-hydrogeological properties of the two geological set-
tings are contrasting, with GS1 representing a broadly higher hy-
draulic and thermal conductivity system. It also has a 27% higher
geothermal heat flux. This results in significantly different simulated
values for PFmax. For example, PFmax is 41 m thicker at L1 (GS1) than
at L2 (GS2), for the ΔT-10 scenario, and 277 m thicker in the ΔT-25
scenario.

There is a positive relationship between thermal conductivity and
maximum permafrost thickness; larger permafrost thicknesses are ex-
pected in units with high thermal conductivity such as the HSR. For po-
rosity and geothermal heat flux there is a negative relationship with
PFmax. However, the effect of each parameter depends on themagnitude
of the other properties values. For example, the maximum impact of a
change in thermal conductivity on the permafrost thickness occurs
where porosity and geothermal heat flux are low, and the smallest
impact occurs where porosity and geothermal heat flux are large. Simi-
larly, a variation in geothermal heat flux has the largest effect on the
maximum permafrost thickness where thermal conductivity is large
and porosity is low.

Considering the ΔT-14 surface temperature scenario, the maximum
amount by which the simulated PFmax value could vary was found to
be 430 m (Fig. 8a–c) when the following properties were sampled
across their plausible ranges as follows: λr is varied between 1.3 and
4.6 W m−1 K−1, ε between 0.01 and 0.4; and qheat between 36 and
136 mW m−2. Varying one parameter at a time within these ranges,
the simulated PFmax was found to vary as follows:

• λr varied between 1.3 and 4.6 W m−1 K−1; PFmax variation of
56 m/566 m when ε set to its low/high value; qheat set to its low/high
value.

• ε varied between 0.01 and 0.4; PFmax variation of 3m/305mwhenλr set
to its low/high value; qheat set to its high/low value.

Image of Fig. 8


Fig. 9. PFmax as a function of the ΔT value used to scale the surface temperature series, and
relative sensitivity of PFmax to the ΔT simulated using the 1D model. λr, ε, and qheat set to
the lower and upper limits of plausible values.
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• qheat varied between 36 and 136 mW m−2; PFmax variation of
91 m/416 m when ε set to its high/low value; λr set to its low/high
value.
The spread of simulated relative sensitivity, RS for rock thermal con-
ductivity (0.4 to 2) and geothermal heat flux (0.7 to 2) are comparable,
with the relative sensitivity for thermal conductivity and geothermal
heat flux being highest for low porosities. The largest effect of a change
in porosity occurs where the thermal conductivity is large, and geother-
mal heat flux is low; for the ΔT-14 scenario, simulated PFmax was found
to vary by up to 330 m when sampling the porosity across its plausible
range of values. The relative sensitivity, RS, for porosity varied between
0 and 1 (Fig. 10). Where rock thermal conductivity is low, e.g. in clay,
Fig. 10. Relative sensitivity of the maximum permafrost thickness to changes in physical
properties and the ΔT-scaling of the surface temperature series. Box-whisker plots
represent results from 1D model. Results from the 2D models of GS1 and GS2 are
overlain on these for Ω and ΔT.
mudstone or shale lithologies, simulated PFmax does not change mark-
edly for a change in porosity.

4.2. Impact of heat advection on permafrost thickness

The inclusion of heat advection in the model was only found to have
an effect on the permafrost thickness and distribution where the geo-
logical setting has a high hydraulic conductivity and where permafrost
is considered to be highly permeable. For the higher hydraulic conduc-
tivity settingGS1, heat advectionwas found to have aminor effect, of up
to approximately 10 m, on PFmax, when considering permafrost that is
six orders less permeable than unfrozen ground (Ω = 6). In contrast,
where the hydraulic conductivity of the permafrost decreases by only
one order of magnitude (Ω = 1), the effect of heat advection is larger
and the influence of advective heat flow on PFmax was simulated to be
up to approximately 80 m. The effect of advective heat flow is largest
when permafrost is shallow, and decreases with increasing permafrost
thickness. In the model, where cold water flows vertically downwards
beneath hills, heat advection causes thicker permafrost to develop.
Where water upwells to topographic lows, heat advection thins perma-
frost. In contrast, for GS2, the influence of heat advection is simulated to
be negligible, since it is a low hydraulic conductivity environment with
a low topographic gradient. However, if in GS2 there were hills over the
outcropping aquifer similar to the one described in the lowlands of GS1,
local impacts of heat advection could be expected. However, this is un-
likely to largely impact permafrost thickness at L2.

4.3. Implications for a GDF safety case

Themodelling results inform a future assessment of permafrost phe-
nomena for a GDF safety case by providing ranges of maximum perma-
frost thicknesses, the number of permafrost events, and the maximum
duration at which permafrost occurs at a specified depth. Consider the
ST_14, and ST_18 simulations, permafrost is modelled as extending to
depths of 175 m and 310 m, respectively for GS1, and to 104 m and
160 m, respectively for GS2. In the extreme case (ST_25) this increases
to 597 m for GS1 and 320 m for GS2. Permafrost extending to these
depths would be accompanied by mechanical effects of freezing and
thawing induced by volume change of phase change of water/ice. Direct
evidence of permafrost depth in the geological rock record in the UK is
very limited/absent (Busby et al., 2016; Murton and Ballantyne,
2017); research to date (Pons-Branchu et al., 2010; Žák et al., 2012;
Vaks et al., 2013) focusses on U-series dating of speleothem deposition
periods in caves to reconstruct the timing of past periods of permafrost
degradation. Elsewhere in Europe, an isolated Cryogenic cave carbonate
find indicates that Weichselian permafrost penetrated to a depth of at
least 285 m in the High Tatra mountains, Slovakia (Žák et al., 2012).
Chemical fingerprinting of permafrost in rock formations, in particular
the pore fluids for example, is an area warranting research and would
enable an assessment of model performance.

The number of freezing cycles reaching a certain depth may be im-
portant in considering the potential changing mechanical properties of
a GDF. For example, only for ST_25 simulation of GS1 did permafrost
reach a thickness of 400 m (six times), and a thickness of 500 m (four
times) over the duration of 1 million years. Shallower depths freeze
more often: permafrost thickness exceeded 100 m 19 times at L1
(GS1) and 13 times at L2 (GS2) for ST_25; for ST_14 these event num-
bers reduce to six and two for L1 and L2, respectively.

The maximum duration of permafrost at a certain depth at a time
may be important for considering potential impacts of the freeze-out
of solutes and their effect in relation to the possible initiation of
convection-driven flow (Vidstrand et al., 2006). Themaximumduration
permafrost exceeded a thickness of 100m at L1 (GS1) was simulated to
be 70 ka for ST_25 and20 ka for ST_14. The duration reduces 32kawhen
considering a permafrost thickness of 400 m and ST-25 (Table 6).
Indirect effects of permafrost on a GDF include changes to the sub-

Image of Fig. 9
Image of Fig. 10
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permafrost hydrogeological system, which we have only discussed
briefly in this paper. The existence of permafrost results in a reduction
of groundwater recharge, which causes a decrease in sub-permafrost
hydraulic heads and a reduction of groundwater flow magnitudes at
depth. The freeze over of discharge locations, or the formation of taliks
can alter discharge locations and groundwater flow directions
(Vidstrand et al., 2014). However, the prediction of the timing of the oc-
currence and location of these discharge locations would require a land
surface evolution model, e.g. as applied in (Hartikainen et al., 2010). In
addition, the impacts of permafrost on groundwater flow paths and
magnitudeswill impact chemical and nuclide transport at depth, and in-
fluence their concentration and discharge locations.

4.4. Comparison of simulated permafrost thickness to other UK permafrost
estimates

The permafrost thicknesses modelled in this study can be compared
to previous modelled permafrost thicknesses at selected locations
within the UK. Previously-modelled permafrost thickness in the UK
ranges between 30 m and 180 m for the average estimate climate, and
between 180 m and 235 m for the cold estimate climate considering
the last glacial cycle (Busby et al., 2014). The large range in modelled
permafrost thickness is due to different geologies as well as different
surface temperature time-series used.

4.5. Modelling assumptions and limitations

To model permafrost thickness, several assumptions regarding the
boundary conditions, the stationarity of the system and the simulated
processes were made.

The modelling presented in this paper uses generic geological set-
tings and boundary conditions to assess the permafrost thickness. A sta-
tionary geological setting is assumed, in which the thermal and
hydraulic properties of the geological environment and the topography
do not change over time and no erosion or depositions take place. Since
we studied generic geological settings, we did not consider the effect of
glaciation on the permafrost thickness and the hydrogeology.

4.5.1. Surface temperature time series
The temperature scenarios are applied at the ground surface, and

therefore, thermal effects at the ground-atmosphere boundary are not
considered separately, but included within the temperature scenario.
Whereas there are some reconstructions in minimum temperatures
during the LGM in the UK (Coope et al., 1971; Atkinson et al., 1987;
Glasser and Siegert, 2002; Annan and Hargreaves, 2013), absolute
paleo temperatures further into the past are absent. For the LGM, the
range in reconstructed minimum temperatures is large, ranging from
−13 °C to−5 °C, or approximately between 24 and 11 °C belowpresent
day temperatures, assuming a present mean annual temperature be-
tween 6 and 11 °C (Jenkins et al., 2008). In addition to uncertainties as-
sociated with estimating the mean annual air temperature, heat
exchange occurring in the boundary layer of vegetation, surface organic
material and snow alters the ground surface temperature from the sur-
face air temperature by several degrees and varies spatially (Williams
and Smith, 1989). Combining the uncertainties in surface air tempera-
ture and surface temperature offsets, we scaled the surface temperature
time-series between 10 and 25 °C below present day temperatures; the
maximum permafrost thickness simulated using the scaled tempera-
ture time-series ranges from 51 to 597 m for GS1 and 10 to 320 m for
GS2. The ΔT-25 scenario, which generated the thickest permafrost po-
tentially overestimates the permafrost thickness, since only one proxy
record suggests temperatures as low as these (Atkinson et al., 1987).
Since other studies (Coope et al., 1971; Glasser and Siegert, 2002;
Annan andHargreaves, 2013;Westaway and Younger, 2013) suggested
mean annual temperatures during the Last Glacial Maximum of be-
tween −5 °C and − 9 °C, the ΔT-14 and ΔT-18 scenarios - which
generated simulated permafrost thicknesses of 171–280 m for GS1
and 104–160 m for GS2 - better represents these mean annual temper-
ature estimates. However this can vary locally depending on themagni-
tude of the surface temperature offset discussed above.

4.5.2. Hydrogeology
In the model, groundwater flow was assumed to be fully saturated

and topographically driven, and the effects of salinity on groundwater
flow or permafrost formation, as well as cryosuction, ice segregation,
or ice wedge formation were not considered. Therefore, the representa-
tion of groundwater flow is simplified, which will also affect the repre-
sentation of heat advection. In addition, to assess the impact of heat
advection, there is some uncertainty associated with the relative hy-
draulic conductivity and the freezing curve of different lithological
units. To assess the relative importance of heat advection for a specific
GDF location, both the shapes of the freezing curve and the relative hy-
draulic conductivity function for the respective units would need to be
understood. This is especially important for higher hydraulic conductiv-
ity units, where heat advection could be significant. Published relative
hydraulic conductivity values, derived from laboratory experiments,
suggest ranges of variation with ice saturation, or temperature below
0 °C, of six to eight orders of magnitudes lower for sand and three to
five orders of magnitudes lower for silt and mud (Burt and Williams,
1976; Kleinberg and Griffin, 2005; Watanabe and Flury, 2008;
Azmatch et al., 2012; Kurylyk and Watanabe, 2013). Based on this,
within sandstones, the simulations usingΩ=6 are the most likely sce-
nario. However, the relative hydraulic conductivity might decrease at
larger spatial scales, as intra-permafrost taliks along fractures or higher
permeable zones might persist and increase the overall hydraulic con-
ductivity of the permafrost. Where permafrost is assumed to be rela-
tively permeable (Ω = 1), the modelling here suggests that more
permafrost thaw occurs at topographic lows. However, when including
a seasonal temperature fluctuation, McKenzie and Voss (2013) suggest
that thaw is largest on hilltops where warm water recharges and that
thawing occurs more slowly at low-elevation discharge points where
water temperatures have cooled to near zero as a result of latent heat
loss during thaw.

4.5.3. Glaciation
In this study, we did not considered the effects of glaciation, as the

geological settings for this study are generic and not bound to specific
locations. We aimed to estimate the maximum impact of permafrost
on the geological settings.

Whether glaciation will likely impact a potential GDF location will
strongly depend on its geographical location. Some areas within the
UK experienced recurrent periglacial conditions with no glaciations
during the Quaternary, whereas other regions were glaciated during
the Anglian glaciation, or the Anglian and Devensian (Murton and
Ballantyne, 2017). Themaximum ice extent and the deglaciation history
of the last British Ice Sheet is relatively well constrained from glacial
geomorphological evidence (Clark et al., 2012; Hughes et al., 2016),
and numerical modelling (Boulton and Hagdorn, 2006; Hubbard et al.,
2009; Patton et al., 2017), however, the timing of ice coverage during
theQuaternary ismore uncertain. Evidence for pre-WeichselianQuater-
nary glaciation in the UK varies geographically; for the NWmargin, the
North Sea and the southern UK, evidence has been found for themarine
isotope stages (MIS) 2, 6, 12. In addition to this, ice coverage potentially
occurred duringMIS 8 at theNWmargin, duringMIS 10 at the NWmar-
gin and the southern UK, during MIS 18 and 22 in the North Sea and
southern UK and potentially MIS 16 and 20 in the Southern UK (Lee
et al., 2012). Therefore, there are potential gaps in glaciation during sev-
eral cold periods, during which extensive permafrost could have
formed.

The timing, duration and the temperature of a glacier influences the
ground surface temperature. Warm-based, or temperate, ice insulates
the ground from the subzero air temperatures, whereas cold-based ice
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can potentially be colder than temperatures without ice coverage.
Therefore, the impact of glaciation will directly affect the permafrost
thickness by altering the ground surface temperature. The temperature
difference between surface air temperature and ground surface temper-
ature depends on the geographic location, as this will determine the du-
ration forwhich a location experiences sub-zero temperatures before an
ice sheet will reach there. For example, locations in the Highlands have
previously been suggested to be covered by cold based ice during the
Devensian (Boulton and Hagdorn, 2006), and would thus have experi-
enced permafrost underneath the ice sheet, but shallower than if it
was unglaciated (Busby et al., 2016). In contrast, regions underneath
fast-flowing, temperate ice, would only develop permafrost before ice
advance or after ice retreat. There, permafrost was estimated to reach
20 m over the past 123 ka (Busby et al., 2016). In contrast, outside the
Devensian ice limit, for example in Dartmoor or East Anglia, permafrost
would have formed without disturbance from an ice sheet during the
Devensian (Busby et al., 2016).

Impacts of glaciation on the hydrogeology at a depth of a GDF are
complex and include changes in recharge rates, fracture permeabilities,
overburden pressures, and pressures at depth. Recharge into confined
aquifers can be much greater than for present day conditions, as con-
firmed by geochemical data (Grasby and Chen, 2005; Person et al.,
2012a; Provost et al., 2012). Glacial meltwater can recharge an aquifer
when the glacier bed is wet-based, and can an either originate from
in-situ basal melting or from surface melting during the melt season
(Zwally et al., 2002; Piotrowski, 2006; Person et al., 2012a). Hydraulic
heads underneathwarm-based glacier or ice sheet can be nearflotation,
which is ~90% of the local ice sheet thickness (Piotrowski, 2006; Provost
et al., 2012). Glacial erosion and deposition alter the overburden pres-
sure and may affect fluid pressures (Person et al., 2012b). In addition,
the weight of an ice sheet results in the deformation of the Earth's sur-
face; direct loading depresses the surface below the ice sheet, resulting
in compressive stresses (Lemieux et al., 2008b; Neuzil, 2012). Mechan-
ical loading differs from hydrological driven changes as changes in
boundary stress propagate almost instantaneously through the subsur-
face, the stress changes alter fluid pressures primarily in the least per-
meable units, and mechanical loading can alter how permeability is
structured (Neuzil, 2012). In addition, bending of the lithosphere
under the ice weight, results in horizontal tensile stresses, or flexural
loading (Lemieux et al., 2008b; Neuzil, 2012). Flexural loading may re-
sult in stress-mediated changes in fracture permeability (Neuzil,
2012). Laboratory experiments have shown that permeability de-
creased by two orders of magnitude applying direct loading equivalent
of a 2 km thick ice sheet. In contrast, altering the stress ratio to represent
conditions of a retreating 2 km thick ice sheet before flexural stresses
have relaxed, an increase in horizontal permeability of nearly an order
of magnitude and a decrease in vertical permeability of a factor of four
were observed (Min et al., 2004; Neuzil, 2012). The existence of brines
in deeper parts of the aquifer and flushing of cold and fresh, glacially
recharged groundwater results in large density differences in the wa-
ters, and therefore, fluid flow is also driven by buoyancy forces caused
by variations in solute concentration, temperature and pressure
(Lemieux et al., 2008b; Provost et al., 2012). If perennially frozen ground
underlies the glacial forefield, glacially recharged groundwater is forced
under the permafrost (Person et al., 2012b). Groundwater then dis-
charges either near the ice sheet margin by hydrofracturing the sedi-
ments (Boulton et al., 1993), into taliks under surface water bodies
(Scheidegger and Bense, 2014) or at the sea (Boulton et al., 1993).
These zonesmight be of special importance for a GDF safety assessment.

For any hydrogeological and permafrost assessment over glacial-
interglacial time-scales at a specific location which is likely to be glaci-
ated, a glacial model is required that provides ice sheet thickness, ex-
tent, subglacial temperature and water fluxes, and isostatic response.
These can be used as boundary conditions for hydrogeological and per-
mafrost models to assess the impact of glaciation on permafrost thick-
ness and the hydrogeological system. In addition, if the geological
environment is saline, or salinity increases with depth, effects of salinity
on freeze-thaw, as well as any indirect effects of changes in salinity due
to freeze out of solutes or recharge of fresh glacial meltwater, will need
to be considered. Since coupling a permafrost, groundwater and glacial
model is numerically challenging, both permafrost and glacial processes
could be provided as boundary conditions into a groundwatermodel, as
for example was done for the Canadian Shield (Lemieux et al., 2008c).

5. Conclusions

In this study, we used numerical modelling of coupled heat and fluid
flow to evaluate the sensitivity of simulated maximum permafrost
thickness and dynamics to a variety of climatic scenarios, and
subsurface thermo-hydrogeological properties, and how permafrost
permeability-influenced heat advection affects permafrost develop-
ment for two geological settings: sandstones overlying HSR (GS1) and
a mixed sedimentary sequence overlying HSR (GS2). In addition, we
conducted a sensitivity analysis, estimating the sensitivity of maximum
permafrost thickness to model parameter values, considering plausible
ranges of physical properties for potential GDF host rocks in the UK.

The modelling has shown that maximum permafrost thickness is
most sensitive to the surface temperature boundary condition applied,
and that the uncertainty associated with this must be considered care-
fully if a site-specific assessment is to be made as part of a GDF safety
case. Maximum permafrost thicknesses simulated using scaled surface
temperatures of 10, 14, 18 and 25 °C below present day, were: 51 m,
175 m, 310 m, and 597 m for L1 (GS1), respectively; and 10 m, 104 m,
160 m, and 320 m for L2 (GS2), respectively.

The study of the sensitivity of maximum permafrost thickness to
thermo-hydrogeological property parameters, based on available data
for UK lithological units, has shown that PFmax depends on thermal con-
ductivity, latent heat and geothermal heatflow. The relative importance
of each of these factors, however, depends on the magnitude of the
other factors. Greater permafrost thickness is to be expected where
there is a low geothermal heat flux, a high thermal conductivity and a
low porosity. The relative sensitivity of PFmax to geothermal heat flux
and thermal conductivity are comparable and approximately double
that of porosity. PFmax is most sensitive to: a change in thermal conduc-
tivity where porosity and geothermal heat flux are low; to a change in
geothermal heat flux, where thermal conductivity is high and porosity
is low; and to a change in porosity where thermal conductivity is high
and geothermal heat flux is low.

When considering the maximum permafrost thickness at potential
GDF location, we suggest fully exploring the uncertainty of the surface
temperature time-series, to derive bounds of potential permafrost
thicknesses. The maximum permafrost thickness can vary considerably
depending on thermo-hydrogeological properties, as shown for the two
settings presented here with the relative importance of the different
thermal properties being non-linear and dependent on the magnitude
of the other properties. Local differences in permafrost thickness
caused by heat advection are of minor importance over the time-
frame of glacial cycles, however heat advection can be important in
the development of taliks and the associated maintenance of a
more active groundwater flow system, and therefore it is important
to represent these processes when considering effects of permafrost
on the groundwater flow system within more permeable lithological
sequences.
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Appendix AA.1. Heat transport

The subsurface temperature distributions (T [K]) are calculated
using the advection-diffusion equation, including the transient effects
of latent heat of fusion (Lf [J m−3]) to simulate freezing and thawing
as follows:

∇ � λe∇T½ �−Cw q!� ∇T ¼ Cp
∂T
∂t

þ L f
∂Θw

∂t
ðA:1Þ

where λe [W m−1 K−1] is the effective thermal conductivity the rock/
water/ice mixture, Cw [J m−3 K−1] is the heat capacity of water,
Cp [J m−3 K−1] is the effective heat capacity of the rock/water/
ice composite, q! [m s−1] is the Darcy flux and is coupled with
the fluid flow equation.

For a fully saturated media, all free pore space is filled with water/
ice: θr + θw + θi = 1, where θw = εSw and θi = ε − θw. The porosity
is ε [−], and the volume fractions of solid, water and ice are θr, θw, θi re-
spectively. It is assumed that porosity remains constant over time, and
hence no soil consolidation, frost heave or thaw settlement is consid-
ered (Bear and Bachmat, 2012). The water saturation curve Sw is de-
scribed with a smoothed Heaviside function, which is a built in step-
function in COMSOL Multiphysics (COMSOL, 2016). The function is de-
pendent on T [°C], the freezing interval d [°C], and the residual satura-
tion, Swres:

Swres; if T ≤−d
1; if T ≥0

0:5þ Swres

2
þ 1−Swresð Þð0:9375 T þ d

d

� �
−0:625

T þ d
d

� �3

þ0:1875
T þ d
d

� �5Þ; if 0bT NSwres

ðA:2Þ

The Heaviside function compares closely to the error function as de-
scribed in Bense et al. (2009) which has previously been used as a soil
freezing function (Bense et al., 2009; Bense et al., 2012; Scheidegger
and Bense, 2014).

The thermal conductivity of ice is more than four times higher than
that of water, and thus frozen ground has a higher thermal conductivity
than unfrozen ground (Williams and Smith, 1989; Woo, 2012). The ef-
fective thermal conductivity of rock λe [W m−1 K−1] is calculated as a
weighted geometric mean from the thermal conductivities of rock
(λr), water (λw) and ice (λi): λe = λrΘsλwΘwλiΘi. In this paper, thermal con-
ductivity is assumed to be isotropic.

Thermal equilibrium between the solid, liquid and ice phase is as-
sumed and for a composite material, a weighted average for the mass
heat capacities [J kg−1 K−1] of rock matrix (Cr), water (Cw) and ice (Ci)
multiplied by their density (ρ [kg m−3]) is used: Ce = CrΘr ρr + CwΘw

ρw + CiΘi ρi. The volumetric heat capacity Ce [J m−3 K−1] is the amount
of heat required to change the temperature of 1 m3 by 1 °C.

A.2. Fluid transport

Fluid flow is simulated using fully saturated fluid flow described by
Darcy's Law, and using the assumption that the solidmatrix is immobile.
The transient hydraulic head (h [m]) field is calculated as follows:

−∇ � krwK∇h½ � ¼ SwSs
∂h
∂t

þ ε
ρi−ρwð Þ
ρw

∂Sw
∂t

ðB:1Þ

where K [m s−1] is the hydraulic conductivity, krw [−], is the relative hy-
draulic conductivity as a function of water saturation, Sw [−] is the
water saturation, ρw [kg m−3] and ρi [kg m−3] the density of water
and ice, Ss [m−1] the aquifer specific storage, and ε the porosity. For
fully saturated media, Sw = 1 − Si. Subscripts of w and i refer to liquid

water and ice. The term ε ðρi�ρwÞ
ρw

∂Sw
∂t describes a source/sink term that is
related to the volume change between water and ice. When ice forms,
the volume of the water fraction expands and the hydraulic head in-
creases. When ice melts, the volume of water drops and generates a
drop in hydraulic head. It is assumed in the model that the density
and viscosity of water are constant.

A.2.1. Relative hydraulic conductivity
In perennially frozen ground, ice clogs the open pore space and re-

stricts water flow (McKenzie et al., 2007). However, over the freezing
process, porewater freezes progressively from larger pores through to
smaller pores and there will be a steep decrease in hydraulic conductiv-
ity (Ireson et al., 2013). How groundwater flow decreases over the
freezing interval has a profound control on howpermafrost and changes
in permafrost distribution impacts groundwater flow. The decrease in
hydraulic conductivity over the freezing interval can be represented
with a relative hydraulic conductivity curve (krw) (McKenzie et al.,
2007). Here, a similar approach to Hansson et al. (2004) is taken:

krw ¼ 10− 1−Swð ÞΩ ðB:2Þ

where Ω = 6. This means that the relative hydraulic conductivity de-
creases six orders of magnitude.
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