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Abstract Rogue waves are ocean surface waves larger than the surrounding sea that can pose a danger to
ships and offshore structures. They are often deemed unpredictable without complex measurement of the
wavefield and computationally intensive calculation, which is infeasible in most applications; consequently,
there a need for fast predictors. Here we collate, quality control, and analyze the largest data set of
single-point field measurements from surface following wave buoys to search for predictors of rogue wave
occurrence. We find that analysis of the sea state parameters in bulk yields no predictors, as the subset of seas
containing rogue waves sits within the set of seas without. However, spectral bandwidth parameters of
rogue seas display different probability distributions to normal seas, but these parameters are rarely provided
in wave forecasts. When location is accounted for, trends can be identified in the occurrence of rogue waves
as a function of the average sea state characteristics at that location. These trends follow a power law
relationship with the characteristic sea state parameters: mean significant wave height and mean zero
upcrossing wave period. We find that frequency of occurrence of rogue waves and their generating
mechanism is not spatially uniform, and each location is likely to have its own unique sensitivities, which
increase in the coastal seas. We conclude that forecastable predictors of rogue wave occurrence will need to
be location specific and reflective of their generation mechanism. Therefore, given location and a sufficiently
long historical record of sea state characteristics, the likelihood of occurrence can be obtained for
mariners and offshore operators.

Plain Language Summary Rogue waves are waves much larger than expected for the surrounding
sea state and their size and unexpected nature can pose a danger to ships and offshore structures. They are
often thought to be unpredictable without complex computational calculation. Here we try to find the
relationship between rogue wave occurrence and the characteristics of the sea state they occur in to
circumnavigate this and allow prediction. Here we find that when all the data is analysed in bulk only weak
relationships can be seen; however, when the data is analysed spatially relationships can be found between
wave height and wave period and rogue wave occurrence. We find that the number of rogue waves and their
cause differs spatially and note that each location is likely to have its own unique sensitivities which increase
in the coastal seas. We conclude that forecastable predictors of rogue wave occurrence will need to be
location specific, reflecting their cause. Therefore, given location and a sufficiently long historical record of
sea state characteristics, the likelihood of occurrence can be obtained for mariners and offshore operators.

1. Introduction

Rogue waves are transient surface gravity waves of height much greater than expected for the surrounding
sea and can severely damage ships and offshore structures (Dysthe et al., 2008). The most common method
of categorizing a rogue wave from a normal sea is to use a wave or crest height that exceeds a threshold in
relation to the significant wave height (Haver, 2000):

Hmax

Hs
> 2 (1)

and=or
Cmax

Hs
> 1:25 (2)

where Hmax is the zero-crossing wave height, Cmax is the crest height, and Hs is the significant wave height,
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here estimated as four times the standard deviation of the sea surface elevation from a 20-min observation
period. Therefore, rogue waves are not always extreme waves, just larger than statistically expected.

There are several competing theories for the physical mechanism explaining the formation of oceanic rogue
waves (Forristall, 2005): first, wave energy concentration through spatio-temporal wave focusing due to the
dispersive nature of water waves in intermediate and deep water (Draper, 1966; Kharif et al., 2009; Slunyaev
et al., 2005), which is further enhanced by nonlinearities (Longuet-Higgins, 1963; Tayfun, 1980, 2008), and sec-
ond, modulational instability or Benjamin-Feir instability, the generation of spectral sidebands and eventual
breakup of the waveform into pulses through nonlinearity (Benjamin & Feir, 1967). Taking inspiration from
rogue waves in aforementioned nonoceanic media, these nonlinear interactions have been suggested as a
cause of oceanic rogue waves (Kharif & Pelinovsky, 2003). Breather solitons (Akhmediev et al., 1987) and
the Peregrine soliton (Peregrine, 1983), which “appears from nowhere and disappears without a trace”
(Akhmediev et al., 2009), have also been suggested as causes (Kibler et al., 2010) and have been demon-
strated experimentally in a one-dimensional water channel (Chabchoub et al., 2012) and in very shallow
water wind waves (Costa et al., 2014). The real ocean is rarely unidirectional, and the importance of the
instability is questioned with recent studies explaining rogue wave formation without the aid of modulational
instability (Birkholz et al., 2016; Fedele et al., 2016). Other theories suggest the importance of local physical
forcing, such as the presence of ocean currents or the bottom topography in shallow waters focusing energy
(T. T. Janssen & Herbers, 2009).

Wave prediction using a deterministic approach typically uses radar images of the sea surface at given loca-
tions in space and time, combined with the physical laws, to predict the future sea surface elevation
(Dannenberg et al., 2010). The process is heavily dependent on signal processing theory and is computation-
ally expensive (Blondel-Couprie & Naaijen, 2012); it is therefore generally only used operationally to predict
that the wave heights will remain below a threshold (Belmont et al., 2014).

Precursor analysis is the identification of characteristic behaviors prior to extreme events (Hallerberg et al.,
2008). For rogue waves, the detection of instabilities in their infancy before they develop can act as a predic-
tor of rogue wave occurrence, thus alleviates the need to solve the governing equations. This was demon-
strated in a computational approach, unproven in the real ocean, by Cousins and Sapsis (2016), who
analyzed the interplay between nonlinear wave mechanisms that define which wave groups will focus due
to modulation instabilities and the power spectrum which defines wave group formation due to random
phase difference between harmonics. They defined a critical length scale over which the locally concentrated
energy acts as a trigger of nonlinear focusing, thus deriving short-term precursors of rare events. This method
still requires accurate sensing of the wavefield, whereas attributing rogue wave occurrence to sea state para-
meters that form part of a traditional wave forecasts could yield a computationally cheap method of predict-
ing rogue wave likelihood, that is most useful to mariners and offshore operators.

Large data sets of oceanic rogue waves, as compiled here, can be used to assess these theories of formation
and facilitate the investigation of predictability. A Baylor wave staff mounted on the Meetpost Noordwijk
platform in 18-m average water depth recorded 5,000 waves in the southern North Sea in January 1998
(Tayfun, 2008). The largest waves were attributed to the constructive focusing of spectral components
enhanced by second-order bound modes. Supporting this, Christou and Ewans (2014) analyzed 122 million
wave profiles collected from fixed offshore platforms at 22 locations in North Sea, 5 in Gulf of Mexico, 5 in
South China Sea, and 1 on the North-West shelf of Australia. The data set contained 3,649 rogue waves,
the occurrence of which was found to be not governed by sea state parameters, but rare events of the normal
population caused by dispersive focusing.

Offshore of California and Oregon, wave profiles from 16 Datawell Directional Waverider buoys form a data
set with approximately 1 million waves (Baschek & Imai, 2011). Of these, 2,843 exceeded H > 2.0 Hs and
258 exceeded H > 2.2 Hs. The buoy locations were categorized, into deep water, representative of the open
ocean; shallow water; and coastal ocean, of variable depth sheltered by islands. There are spatial differences
across the region, showing that rogue wave occurrence per annum is less frequent in the shallow and the
sheltered locations than in the open ocean. To estimate the likelihood of encounter on a global scale, the
probability of encountering a freak wave at the five open ocean buoys was applied to global wave heights,
empirically derived from 25-km resolution QuikSCAT wind speed data, yielding a world map of the extrapo-
lated likelihood of encountering rogue waves in the open ocean within a 24-hr period (Baschek & Imai, 2011).
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We include and extend the data from these buoys in our study to compile the largest data set to date for the
study of rogue waves.

Analysis of vertical displacement time series data from surface following wave buoys allows the study of
waves away from the influences of offshore structures. The data set used in this study is an order of magni-
tude larger than previous studies, which is important when analyzing rare events. The data set offers a unique
spatial insight into the cause of formation of rogue waves in a range of wave environments covering multiple
ocean basins. Analysis of the time series data allows for the assessment of sea state characteristics as a
predictor of rogue waves and to study the shape of rogue waves.

This paper is organized as follows. First, we detail the measurement and the quality control of the data set of
observed rogue waves. Second, the potential causal links between rogue waves and sea state parameters are
investigated. Third, we examine the average shape of rogue waves for a range of size criteria. Fourth, the
spatial distribution of rogue waves is mapped. We conclude by discussing the implications of our analysis
in the context of previous rogue wave studies.

2. Data Set

The data analyzed here consists of vertical displacement recorded by 80 Datawell waverider buoys around
the coast of North America and Pacific Ocean islands and covers diverse wave environments, from fetch-
limited coastal bays to the deep ocean away from coastal processes (Figure 1). The earliest record began
in August 1993, and the most recent data from active buoys cut off at February 2017, with buoy record
lengths varying. In contrast to many previous wave buoy studies, the buoys are continuously measuring,
not just switched on during storms.

The wave buoys are managed by, and the data freely available from, the Coastal Data Information Program
(CDIP), operated by Scripps Institution of Oceanography. Datawell waverider buoys use accelerometers to
measure waves with periods of 1.6–30 s and wave heights up to 40 m with a vertical resolution of 0.01 m.
The vertical displacement of the buoy is sampled at a rate of 3.84 Hz; however, data are transmitted and
logged on-board with a sampling frequency of 1.28 Hz. Here we use data from the buoy’s memory card data
to avoid transmission losses.

Wave buoys can underestimate the wave peaks by avoiding the 3-D peak of the wave (Allender et al., 1989) or
by being dragged through the crest, avoiding short-crested extreme waves (Seymour & Castel, 1998). In addi-
tion, the fluid structure interactions of a wave buoy can linearize the wave time series (James, 1986;
Magnusson et al., 1999). Wave buoys are also subject to biofouling (Thomson et al., 2015), vandalism
(Beets et al., 2015), and affected by tidal currents. These drawbacks in sampling using wave buoys are
mitigated by the unparalleled spatial distribution, length of record, and consistency of continuous surface
elevation measurement by the Datawell Waverider buoys (Casas-Prat & Holthuijsen, 2010).

3. Quality Control and Initial Processing of the Data Set

Field measurements of waves are subject to errors that must be removed to obtain a high quality and reliable
data set. Therefore, a strict quality control (QC) procedure is required. Furthermore, since this study is looking
at extreme individual wave events, not just sea state statistics where the occasional spike would be smoothed
in the large sample, a stringent QC procedure for data failing flags was applied.

Each displacement time series was split into nonoverlapping 20-min seas, the typical observational period.
The buoy automatically flags questionable, bad, or missing data points in the same time domain as the
vertical displacement, and CDIP also runs a shore-side QC process. Any 20-min sea with an error flag was
removed, as sufficient quantity of data allowed this rather than attempting to fix observations by removing
single erroneous data points (Makri et al., 2016). For each sea, the vertical displacement time series was
linearly interpolated to increase the time resolution by a factor of 10, and the zero upcrossing wave period,
wave height, and crest height were calculated.

Screening of erroneous values not identified by the buoy or CDIP’s QC took place using a series of filters. The
entire 20-min sea was removed if it had values in excess of the buoy’s displacement limits or failed any of the
following flags based on the QC process undertaken by Christou and Ewans (2014):
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Flag a Individual waves with a zero-crossing wave period >25 s.
Flag b The rate of change of surface elevation, Sy, exceeded by a factor of 2:

Sy ¼ 2πσ
Tz

� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 lnNzð Þ

p
(3)

where σ is the is the standard deviation of the surface elevation η, NZ is the number of zero upcrossing
periods (Tz).

Flag c Flag b, running from time maxima to minima.
Flag d Ten consecutive data points of the same value.
Flag e Absolute crest or trough elevation is greater than 5 times the standard deviation of the 20-min water

surface elevation.
Flag f A single zero-crossing containing >1,499 data points.

Seas were then categorized as normal or rogue using equations (1) and (2). Seas not containing rogue waves
are hereafter referred to as normal seas. Rogue waves were then subject to a visual QC as performed by
Christou and Ewans (2014) and Makri et al. (2016) to ensure an erroneous wave was not included in the
analysis. Although subjective, experience gained reviewing rogue waves and previous literature allowed
sound identification of instrument error.

Figure 1. Map showing the location and name of the 80 Datawell waverider buoys used in the study. The point color indicates the water depth at the buoys location.
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4. Results

From an initial data set size equivalent to 13.2 million 20-min seas, 11.4
million seas (86%) passed QC. These seas contain 1.1 billion individual
wave profiles; of these, 74,262 were rogue waves with abnormality index
(h/Hs; AI) of 2 < AI < 3, 120 with 3 < AI < 4, 30 with 4 < AI < 5, and 19
with AI > 5 (Figure 2a). About 21,682 had a Cmax/Hs ratio exceeding 1.25,
324 exceeding 1.75, 137 exceeding 2.25, and 67 exceeding 2.75
(Figure 2b). The data set covers extensive range of significant wave
heights up to 14 m, peak wave heights exceeding 20 m, and crest
elevations up to 14 m.

4.1. Sea State Parameters:

Assessing the occurrence of rogue waves as a function of the statistics of
the sea state in which they occur could indicate the method of their gen-
eration. Furthermore, a link between forecastable wave parameters and
rogue wave occurrence could facilitate a low computational-cost predictor
of rogue wave events.

Wave steepness has been cited as an explanation for rogue wave forma-
tion because, under certain conditions, nonlinear interactions beyond sec-
ond order can provide significant increases in wave elevation and
steepness (Gibson & Swan, 2007). Plotting the common wave parameters
significant wave height (Hs) and peak wave period (Tp; Figure 3), with each
point representing a 20-min sea that passed the QC procedure, gives an
indication of steepness. The seas containing rogue waves primarily lie
within the distribution of normal seas, and normal seas are as steep as or
steeper than rogue seas; therefore, steepness cannot be the exclusive cau-
sal factor in rogue event formation. The marginal probability density func-
tion (PDF) of Hs indicates that the majority of rogue waves occur in seas
with low significant wave height and that there is no discernible link
between Hs and rogue wave occurrence when bulk analyzing the data
set as a many independent seas. The marginal PDF of Tp shows a bimodal
distribution for both rogue sea and normal seas, with peaks at 8 and 14 s.
Rogue seas display increased probability, relative to normal seas, in seas
with Tp < 6 s. We discuss the distribution of period further below.

Another assessment of the role of steepness is the analysis of maximum
crest height in the 20-min sea as a function of the mean sea state steep-
ness S1 (Figure 4b):

S1 ¼ 2π
g

Hs

T21
(4)

where g is gravitational acceleration, and mean wave period T1 = m0/m1

calculated from the first two moments of the wave spectrum:

mn ¼ ∫∞0 f
n S fð Þ ∂f (5)

where S(f) is the nondirectional energy density spectrum, withHs ¼ 4
ffiffiffiffiffiffi
m0

p
.

As previously seen, the rogue seas mostly sit within the normal seas, and
there are normal seas with greater steepness than rogue seas, and the
marginal PDF of S1 shows little deviation between the rogue and normal
seas (Figure 4e). Furthermore, the distributions of maximum values for
rogue seas and normal seas do not form separate distributions (Figure 2).

Figure 3. (a) Probability density function of significant wave height for seas
containing a rogue wave (black dashed line) and normal seas (grey fill).
(b) Significant wave height with peak period, indicating wave steepness, for
20-min samples of rogue seas (black points) and normal seas (grey points).
(c) Probability density function of peak period height for rogue seas (black
dashed line) and normal seas (grey fill).

Figure 2. The grey points represent normal seas and the black rogue seas
and display (a) the maximum wave height of each 20-min sea that passed
QC as a function of the significant wave height, with the degrees of
abnormality index (h/Hs) marked and (b) the maximum crest elevation in
each 30-min sea as a function of significant wave height, with degrees of
abnormality (Cmax/Hs) displayed.
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The relative importance of nonlinearities can be measured by looking at the maximum crest height as a func-
tion of wave skewness λ3 (Figure 4c) and the excess kurtosis λ40 (Figure 4d):

λ3 ¼ η3

σ3
(6)

λ40 ¼ η4

σ4
� 3 (7)

where overbars denote statistical averages, and σ is the standard deviation of the surface elevation η (n.b.
σ2 = m0). For a Gaussian sea λ3 = 0, λ40 = 0. The skewness describes the effects of nonlinearities on the
geometry and statistics of the sea surface, with increased skewness implying more pointed crests and shal-
lower, more rounded, troughs (Fedele & Tayfun, 2009; Tayfun, 1980; Tayfun & Fedele, 2007). The rogue seas
sit within the bounds of the normal seas (Figure 4c), and the marginal PDF of skewness shows that rogue seas
are not particularly skewed (Figure 4f). Therefore, skewness cannot distinguish rogue-containing seas from
normal seas.

Rogue seas have increased excess kurtosis compared to normal seas (Figures 4d and 4g); however, by
definition a sea with a rogue wave will have a wave much larger than the surrounding sea, hence an
increased kurtosis, and removing the rogue wave from the 20-min sea reduces the kurtosis
(Stansell, 2004).

Spectral bandwidth can be an indicator of the strength of nonlinear focusing (P. Janssen, 2003). The spectral
width parameters ε and ν are calculated by

ε ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� m2

2

m0m4

s
(8)

ν ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
m2m0

m1m1

r
� 1 (9)

where m0, m1, m2, and m4 are the zeroth-, first-, second-, and fourth-order spectral moments, respectively,
calculated from equation (5). For narrow bandwidths ε and ν approach zero, and the wave energy is concen-
trated near the peak frequency, as individual waves have similar frequency with differing amplitudes

Figure 4. (a) The probability density function of the maximum crest height of the 20-min sea for rogue seas (black dashed line) and normal seas (grey fill). Maximum
crest height as a function of (b) sea state steepness S1, (c) skewness, and (d) excess kurtosis. Probability density functions of (e) sea state steepness S1, (f) skewness,
and (g) excess kurtosis for rogue seas (black dashed line) and normal seas (grey fill).
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modulated by the wave envelope. Values of ε and ν approaching 1 are due
to a wide spectrum, with wave energy distributed over widespread
frequencies.

Typical values for wave conditions during a storm are ν≈ 0.3–0.5 (Massel,
2013), and normal seas form a distribution about this with a peak at
0.45. The distribution of ν indicates that although the most likely spectral
bandwidth is similar for rogue and normal seas (Figure 5a), the probability
of getting rogues increases in seas with a higher bandwidth. The distribu-
tion of ε (Figure 5b) supports this by indicating that rogue waves with an
AI > 2 are more likely to occur at higher spectral widths, and this would
suggest that these rogues are unlikely to be generated by modulational
instability. The distribution for the crest height criterion differs from this,
however, showing higher probability in seas with narrow
spectral bandwidth.

The spectral width parameter ν is preferred to ε because ε depends on the
fourth-order moment of the spectrum (equation (8)) and tends to infinity
logarithmically with the high-frequency cutoff (Tucker & Pitt, 2001).
Although ν also depends on a high-frequency cutoff, fc, the variation is less

than 10% for fc × Tp > 5 (Rye, 1977). The wave buoys apply a low-pass filter of 1.5 Hz due to geometric
attenuation, when the wave wavelength becomes comparable to the buoy dimensions, and the buoy can
no longer follow them. Therefore, for Tp > 3.33 s the variation in ν is less than 10%.

4.2. Average Waveshape

Mariners describe the shape of rogue waves as “walls of water” or “holes in the ocean” (Gibbs & Taylor,
2005), fitting the crest height (equations (2)) and wave height criteria (equations (1)), respectively. A rogue
crest would appear as a “wall of water” above the mean surface level, and for a height criteria rogue, the
ship would fall into a deep preceding trough, far below the mean surface level, appearing as a “hole in the
ocean.” The buoys store surface elevation continuously, allowing an analysis of the shape of rogue
waves (Figure 6).

When averaged, the waves that exceed the crest elevation criterion (equation (2)) have an average crest ele-
vation of 1.48, exceeding the 1.25 threshold. This average rogue waveshape has a larger crest and shallower
preceding trough than the average shape of the largest 1% of normal waves, as described by Walker et al.
(2004). This differs from the shape seen by Christou and Ewans (2014), which had deeper troughs and a peak
of equal height.

However, waves that exceed the wave height criterion (equation (1)) do
not exceed their individual threshold when averaged. This thought to be
a consequence of the normalizing and averaging, which smooths out
the troughs, making them shallower.

We examine this more closely in Figure 7 and try to improve the normal-
ization by normalizing by Twave rather than Tp where:

Twave ¼ T following trough � Tpreceding trough (10)

Furthermore, we now average the waves by using the median, a more
stable average than the mean, as it is less sensitive to outliers, allowing
an improved representation of the average shape. With an input AI of
>2 (Figure 7a), the AI of the average wave is 1.9. This is due to troughs
not perfectly aligning and becoming smoothed in the
median averaging.

The trough preceding the peak is deeper than that following. To get an
average AI of 2, then AI ≥ 2.136. Increasing the input to AI ≥ 3, the average
AI exceeds the input, with AI = 3.336. In this case, the trough following the

Figure 6. The average height and period normalized waveshape of rogue
waves with a crest height greater than 1.25 Hs (red), rogue waves with a
wave height greater than 2 Hs (blue), and the highest 1% of normal waves
(green).

Figure 5. Probability density functions of spectral bandwidth parameters (a)
ν and (b) ε for normal seas (grey fill), rogue seas-crest criteria (black dot), and
rogue seas height criteria (black dash).
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peak is deeper than that preceding. This trend continues with input AI ≥ 4
and AI ≥ 5, with the following trough getting deeper, relative to the
preceding trough, and displays increased noise, likely due to the reduction
in the number of samples with high AI. A deeper trough following a high
crest could result in an experience like falling into a “hole” in the ocean
that mariners report.

As expected, the crests are peaky and the troughs more rounded, this
evidencing the nonlinearity despite the wave buoys linearizing the sea
(Longuet-Higgins, 1963; Tayfun, 1980). The average rogue wave by
(crest height criterion only) shape from the Christou and Ewans
(2014) database revealed equal minimum elevation of troughs
preceding and following the peak, and the shape of six rogue waves,
including the Draupner wave, revealed no relationship (Benetazzo
et al., 2017).

4.3. Spatial variations:

The frequency of occurrence of rogue waves is not the same everywhere
(Baschek & Imai, 2011). The spatially diverse data set compiled here allows
for the novel analysis of rogue wave occurrence as a function of averaged
sea state parameters (Figure 8).

Rare hazardous events occur at a range of intensities, with the occurrence
rate being a decreasing function of their intensity, and often follow a
power law rate-intensity relationship With increasing rogue wave preva-
lence, the height of freak waves (Figure 8a), the significant wave height
(Figure 8b), and the zero-crossing period (Figure 8c) of the seas in which
they occur decrease. Zero crossing wave period bifurcates (Figure 8c), with
buoys in the Atlantic showing a stronger dependence on wave period
compared to those in the Pacific, with Pacific wave period greater than
Atlantic locations. This is likely the explanation of the bimodal distribution
in the marginal PDF of Tp (Figure 3).

In the Pacific Ocean, rogue wave occurrence shows a relationship with
spectral bandwidth parameters and could be indicative of the genera-
tion mechanism at specific sites (Figure 9). The distribution of percen-
tage rogue wave occurrence shows that rogue waves are more
prevalent in the Southern Californian Bight (SCB; Figure 9). The wave
climate in the region is complex (Adams et al., 2008; O’Reilly et al.,
2016). Aleutian low sourced waves, approach the SCB from the north-
west during La Niña, and more from the west during El Niño (Adams
et al., 2008; Graham & Diaz, 2001). There is Northwest swell generated
along the California coast, tropical storms formed off Mexico (Inman
et al., 1996; Inman & Jenkins, 1997), Southern Hemisphere swell during

summer months with small wave height and long period, sea-breeze waves, and Santa Ana wind waves
(Adams et al., 2008; Guzman-Morales et al., 2016). The complexity is further compounded by wave refrac-
tion, diffraction, and sheltering by Point Conception, at the northern end of the SCB, which blocks waves
from >315°, the complex bathymetry of the California Borderlands, and the Channel Islands (Adams et al.,
2008; Pawka, 1983; Pawka et al., 1984). It is therefore logical to have high average ν in the region
(Figure 9), confirming that the role of instability in forming the rogues in the SCB is likely minimal.
Additionally, Kaumalapau, Lanai, Hawaii (CDIP buoy 146), shows high rogue wave occurrence and a large ν.

In contrast, there is high rogue wave occurrence in the Cook Inlet, Alaska (CDIP buoys 175 and 204) but low
average ν. The Cook Inlet has a tidal range of 8–9 m, forcing currents about 1–2 m/s during full tidal flow, and
currents are also generated by wind and baroclinic forcing (Singhal et al., 2013). Wave height and steepness
could increase due to a strong opposing current (Kharif & Pelinovsky, 2003; Onorato et al., 2011; Toffoli et al.,

Figure 7. The average shape of the peak aligned and normalized (with Hs
and Twave) sea surface elevation for a range of input AI: (a) 2, (b) 2.136,
displaying an average AI of 2, (c) 3, (d) 4, and (e) 5. One standard deviation
about the median is shown in grey shade.
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2003). Currents can also alter the dispersion relation and spatially focus
wave energy, forming rogue waves (Heller et al., 2008; Lavrenov, 1998;
Peregrine, 1976).

In the Southern Gulf of Alaska, Ocean Station Papa (50°N, 145°W) is
situated on the southern edge of the cyclonic northeast Pacific subpolar
gyre (Pelland et al., 2016). The currents are weak in the low-energy Gulf
of Alaska (Freeland, 2007), and hence, the site is representative of the open
Pacific Ocean. The site has low average spectral bandwidth and low freak
wave prevalence, further indicating that coastal processes enhance rogue
wave occurrence likelihood.

The buoys on the Eastern seaboard of North America are located on the
continental shelf and have prevailing offshore winds, explaining a lower
average significant wave height compared to the West coast. The preva-
lence of rogue waves here is greater but their cause of formation is difficult
to define with the available data. Spectral bandwidth is average in the
southern sites and narrows with increasing latitude (Figure 9).

5. Discussion

Wave forecasts provide the characteristic sea state parameters (Hs, Tp, Tz,
etc.), and a relationship between them and rogue wave occurrence would
provide mariners a computationally cheap tool to assess the likelihood of
rogue waves; however, when analyzed as a data set of 1.1 million indivi-
dual 20-min seas, no clear link can be found, supporting Christou and
Ewans (2014) finding that “rogue waves are not governed by sea state
parameters”. When the data are examined as 80 spatially differing time
series, the rogue wave occurrence likelihood at the location can be exam-
ined as a function of the average sea state characteristics. This yields
power law relationships between occurrence and mean Hs and mean Tz
(Figure 8). This would allow the likelihood of rogue wave occurrence to
be predicted at a location given the long-term average sea state character-
istics. Furthermore, the application of machine learning tools on the data
set may find novel links based on these parameters by building predictive
models that extract patterns from large data sets. To the author’s knowl-
edge, this has not been undertaken on an ocean wave data set and will
be performed in a follow-up study.

The spectral width parameter ν could provide a novel indicator of rogue wave occurrence: seas with a high
spectral bandwidth may have increased rogue wave likelihood. This finding is in contrast to that of
Christou and Ewans (2014), who showed that freak waves were more narrowbanded. Wave groups in seas
with narrow spectral bandwidth stay coherent for a longer period than a broadband spectrum; thus, non-
linear instabilities, such as the Benjamin-Feir instability or modulational instability, are more effective.
Rogue waves occurring in seas with a broad spectral bandwidth indicates that Benjamin-Feir instability
may not be the cause of rogue wave occurrence.

Spatial analysis is complex as wave characteristics at a local scale cannot fully be understood by solely looking
at the local conditions as both the locally generated waves, the wind sea, and swell waves from distant storms
need to be understood, but this is beyond the scope of our present analysis. In addition, the buoys provide
some directionality information through their north and west displacement, which has not been incorpo-
rated into this study due to computational constraints. This information could allow the investigation of
crossing seas and spreading angle as a rogue wave generation mechanismwith the statistical power that this
large data set provides. Again, this is left to a future study.

The cause of formation of rogue waves differs with location: In the SCB, rogues occur with high spectral band-
width, and therefore, mariners may be able to use this as a statistical predictor. In the Cook Inlet however, this

Figure 8. Logged statistical average (denoted by overbar) of (a) freak wave
height, (b) significant wave height, and (c) zero upcrossing wave period,
as a function of logged percentage rogue seas for each of the 80 wave buoys.
Water depth at the buoy location is denoted with point color and ocean by
shape: squares for Pacific Ocean and circles for Atlantic Ocean. Linear
regressions and associated parameters are displayed.
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would not yield a suitable warning, as entirely different processes may generate the rogue waves. Therefore,
it is unlikely that a predictor can be based on one parameter, and any predictors will need to be
region specific.

Rogue wave occurrence is low at Ocean Station Papa, themost open-ocean like buoy in the data set. This sug-
gests that coastal processes amplify the number of rogue waves. However, deep open ocean areas are under-
sampled, and hence under-represented in this, and all previous studies, due to the complications of offshore
mooring systems for buoys in deep waters and the cost of maintenance.

Wave buoys provide a single-point time series and therefore only capture rogue waves occurring at that
point, but whether or not a wave is breaking cannot be determined from the time series. It is possible that
rogue waves could occur nearby but not directly at the buoy’s locations, and hence, the likelihood of rogue
waves is under represented by buoys (Benetazzo et al., 2015; Fedele et al., 2013). This can be investigated
numerically with simulations of high-order spectral calculations of the Euler equations for water waves
(Dommermuth & Yue, 1987; Fedele et al., 2016), and experimentally using stereo imagery to form spatio-
temporal records of 3-D wavefield s (Benetazzo et al., 2012; Gallego et al., 2011). A recent study by
Benetazzo et al. (2017) used this method to show that the probability of encountering rogue waves in space
and time is at least an order of magnitude larger than when restricting the analysis to a point time series.
Additionally, the spatial element is important when considering the rogue wave encounter likelihood for
ships and offshore structures, which have a spatial footprint rather than simply being at a point (Benetazzo
et al., 2017).

The scientific definition of a rogue wave (equations (1) and (2)) form somewhat arbitrary thresholds that do
not account for the sudden and severe characteristics of a real rogue wave as reported by mariners. Further
work is required to formulate an improved definition that better encompasses the severity and unexpected
nature of rogue waves as reported by mariners. It would then be valuable to assess the likelihood of exceed-
ing this improved definition using extreme value analysis.

Figure 9. Map of the percentage rogue seas (marker size) and the average spectral bandwidth parameter ν (marker color).
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6. Summary and Conclusions

We collated and quality controlled the largest data set of individual wave profiles for the investigation of
rogue waves. The large size still did not yield a discernible link between rogue wave occurrence and the
statistics of the 20-min seas in which they occurred. When the data were assessed as 80 separate locations
with a long record of seas, power law relationships of rogue wave occurrence and the average rogue wave
height, max wave height, significant wave height, and zero crossing wave period were found. With increasing
rogue wave prevalence, the height of freak, and highest waves, and the significant wave height and zero-
crossing period of the seas in which they occur decrease.

Looking spatially at percentage rogue wave occurrence and the average statistics for each buoy showed that
the generation mechanisms for rogue waves is not the same everywhere, and rarely seem to be due to
modulational instabilities. The high rogue wave occurrence in the southern California Bight are likely gener-
ated by a complex crossing wavefields, whereas in the semienclosed seas in Alaska, tidal currents are likely
the main mechanism. Therefore, predictors of rogue wave occurrence will need to be region specific.

Future work will use machine learning algorithms to search for novel links between sea state characteristics
that have not been sought using the traditional analysis of this paper. Furthermore, the directionality data
from the buoys will also be analyzed to better understand the influence of crossing seas.
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