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Dissolved organic matter (DOM) is an important constituent of freshwater. It participates in a number of key ecological and biogeochemical processes, and can be problematic during water treatment. Thus, the demand for rapid and reliable monitoring is growing and spectroscopic methods are potentially useful. A model with 3 components, 2 absorbing in the ultraviolet (UV) range and present at variable concentrations, and a third that does not absorb light and is present at a low constant concentration, was previously found to give good predictions of dissolved organic carbon concentration; [DOC]. However, the model underestimated [DOC] in shallow, eutrophic lakes in the Yangtze Basin, China, raising the possibility that DOM derived from algae might be poorly estimated. This is supported by new data reported here for eutrophic British lakes. We estimated the extinction coefficients, in the UV range, of algae-derived DOM, from published data on algal cultures, and from new data from outdoor mesocosm experiments in which high concentrations of DOC were generated under conditions comparable to those in eutrophic freshwaters. The results demonstrate the weak UV absorbance of DOM from algae compared to DOM from terrestrial sources. A modified model, in which the third component represents algae-derived DOM present at variable concentrations, allowed contributions of such DOM to be estimated by combining the spectroscopic data with [DOC] measured by laboratory combustion. Estimated concentrations of algae-derived DOC in 77 surface freshwater samples ranged from zero to 8.6 mg L\(^{-1}\), and the fraction of algae-derived DOM ranged from zero to 100%.
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Introduction

Dissolved organic matter (DOM) is ubiquitous in surface, soil and ground waters, and chiefly comprises partially decomposed plant and animal material (Thurman 1985). It provides a source of energy for microbes, controls absorption of light and photochemical activity, participates in nutrient cycling, buffers pH, sorbs metals and other organic pollutants, and interacts with nanoparticles (Tipping 2002, Aiken et al. 2011, Tipping et al. 2016). Reactions of DOM with chlorine during drinking water treatment produce by-products including trihalomethanes and haloacetic acids, which are a risk to human health (Nguyen et al. 2005). The need to monitor the quality and quantity of DOM has increased considerably in recent years, partly because of the widespread observed increases in concentrations and fluxes of dissolved organic carbon (DOC) in surface waters (Monteith et al. 2007), which have implications for ecology and the costs of water treatment. The DOM produced by algae is important in lake carbon cycling and storage (Heathcote et al. 2012) and is especially problematic in water treatment (Nguyen et al. 2005, Henderson et al. 2008, Ly et al. 2017).

Dissolved organic matter is routinely quantified by the dissolved organic carbon concentration [DOC], for example by infra-red detection of carbon dioxide (CO$_2$) after combustion. Significant correlations between optical absorbance and [DOC] mean that approximate quantification can be achieved from UV-visible absorption spectroscopy at a single wavelength (e.g., Grieve 1984, Moore 1987). However, the spectroscopic properties of DOM vary temporally and spatially, a fact that is exploited for example in the well-known use of specific ultra-violet absorbance (SUVA) as an indicator of DOM quality (Chin et al. 1994, Weishaar et al. 2003). Such variability means that the single wavelength approach cannot generally provide an accurate measure of [DOC].
Therefore, Tipping et al. (2009) developed a 2-component model employing UV absorbance data at 2 wavelengths, and showed that it could provide precise estimates of [DOC] in a variety of surface water samples.

The 2-component model adopted the linear sum of the concentrations of component A (DOC_A) and component B (DOC_B) representing strongly and weakly UV-absorbing material, respectively. Further development of this modelling approach by Carter et al. (2012) introduced a third component, ‘component C’, which represents non UV-absorbing DOC, assumed to be present at the same concentration in all samples. The total [DOC] is then the linear sum of [DOC_A], [DOC_B] and [DOC_C]. Testing this 3-component model with data for 1700 river and lake samples (but few eutrophic waters) resulted in good, unbiased predictions of [DOC] ($r^2 = 0.98$) with fixed spectroscopic characteristics of the end members A and B, combined with a small constant concentration of component C at 0.8 mg L$^{-1}$. Because [DOC_C] was fixed, the model still only required absorbance data at 2 wavelengths. The dual wavelength approach was therefore suggested as a means to estimate [DOC] accurately, rapidly, and inexpensively, without the need for lengthier laboratory processing and measurement and for in situ field monitoring.

However, for eutrophic shallow lakes of the Yangtze basin (Zhang et al. 2005), the model underestimated [DOC] by an average factor of 2.1 (Carter et al. 2012). The average extinction coefficient (absorbance/[DOC]) of 6.5 L g$^{-1}$ cm$^{-1}$ at 280 nm in these samples suggested the presence of material that absorbs UV light more weakly than either component A or B. Further, Zhang et al. (2005) found a positive relationship between DOM fluorescence and the extent of eutrophication of the different Yangtze basin lakes, which indicated possible influences from algal production. Therefore, it appears that the 3-component, dual wavelength model may be effective only when the DOM under consideration is predominantly terrestrial in origin. Consequently, further investigation of the optical
properties of algae-derived DOM, and how they affect the performance of the model, is necessary.

UV spectroscopic data for DOM derived from different algal species grown in laboratory cultures have been reported by Nguyen et al. (2005) who worked with axenic (sterilised) cultures, and by Henderson et al. (2007) who worked with non-axenic cultures. Nguyen et al. (2005) reported that the DOM produced comprised labile carbohydrates and proteins with low SUVA values compared to those of terrestrially-sourced DOM. Henderson et al. (2007) also found the DOM to absorb UV light weakly. De Haan and De Boer (1987) concluded, from field observations of [DOC] and UV absorbance of the humic lake Tjeukemeer, that water entering from the neighbouring eutrophic lake Ijsselmeer brought weakly UV-absorbing DOM. Osburn et al. (2011) studied saline waters of the prairie lakes region of the USA, which were rich in DOM of autochthonous (i.e., algal) origin, created by bacterial processing of primary production, and reported optical absorption at 350 nm. Their values were appreciably lower than those commonly observed for waters with comparable [DOC] but with terrestrial sources of DOM (Carter et al. 2012). The results of these different studies are consistent in suggesting that algae-derived DOM absorbs UV light weakly compared to DOM from terrestrial sources.

Although these laboratory and field observations suggest that DOM derived from algae has different absorption characteristics from terrestrially sourced material, they do not permit a general quantitative assignment of spectroscopic parameters. We added to the data from algal cultures reported by Nguyen et al. (2005) and Henderson et al. (2007) by making new measurements on DOM generated by algae growing in outdoor mesocosms, under conditions arguably more realistic than those in the cultures. Then we evaluated these combined data to quantify UV absorption at different wavelengths, by deriving representative extinction coefficients, for algae-derived DOM.
The new absorption parameters were then used to analyse the data for a new freshwater sample set, biased towards eutrophic water bodies, to estimate concentrations of algae-derived DOM and the fraction of total [DOC] that they account for. By this means, we aimed to quantify the contribution of algae-derived DOM to freshwater [DOC], and to UV absorbance, in order to (1) evaluate how the presence of such DOM in water samples would affect estimation of [DOC] by UV spectroscopy, and (2) provide a means to quantify DOM from different sources (the terrestrial system and algae) in rivers and lakes.
Study Site

Surface water samples representative of different states of eutrophication (defined by [Chl-\textit{a}]) and DOM source were collected from catchments in the North of England during the summer and autumn of 2014 and 2015 (Table 1, Tables S1a and S1b). The Shropshire – Cheshire meres are situated in the North-West Midland outwash plains and drain predominantly small agricultural, urban, and parkland catchments (Reynolds 1979, Moss et al. 2005). Fisher et al. (2009) reported a range of 2–68 µg L\textsuperscript{-1} for average chlorophyll \textit{a} concentration, [Chl-\textit{a}], across the Shropshire – Cheshire meres region (Table S1a). Ten of the samples were from small lakes in the Lake District National Park and 4 were from reservoirs in West Yorkshire, all of which drain upland moorland. Ten further sites included small farm ponds in the Fylde area of Lancashire and rivers and small streams draining lowland arable farmland and urban areas in Yorkshire.

Methods

\textit{Application of the 3 component model of Carter et al. (2012)}

The measure of optical properties used here is the extinction coefficient of the sample ($E$), also known as specific absorbance, which is the ratio of the absorbance at a given wavelength to [DOC] with units L g\textsuperscript{-1} cm\textsuperscript{-1} (Tipping et al. 2009). The basis of the model of Carter et al. (2012) is that the DOM that absorbs UV light can be represented as a mixture of 2 components, A and B, each with a defined UV spectrum. The fraction of component A ($f_A$) is given by

$$f_A = \frac{E_{B,\lambda_1} - R E_{B,\lambda_2}}{R (E_{A,\lambda_2} - E_{B,\lambda_2}) + (E_{B,\lambda_1} - E_{A,\lambda_1})}$$

(1)
where $E_A$ and $E_B$ are the extinction coefficients of components A and B at 2 given wavelengths ($\lambda_1$ and $\lambda_2$) and $R$ is the measured ratio of absorbance at the same 2 wavelengths. The value of $f_A$ can then be substituted into the following equation to obtain the extinction coefficient for the sample being measured

$$E_{AB,\lambda} = f_A E_{A,\lambda} + f_B E_{B,\lambda} = f_A E_{A,\lambda} + (1 - f_A) E_{B,\lambda}$$

(2)

where $E_{AB,\lambda}$ is the extinction coefficient of the sample at either of the 2 chosen wavelengths and $f_A$ and $f_B$ are the fractions of components A and B ($f_A + f_B = 1$).

To calculate the total UV-absorbing [DOC], the measured absorbance at either of the wavelengths is divided by $E_{AB,\lambda}$ from equation (2), and the total (absorbing + non-absorbing) [DOC] is obtained by adding a constant [DOC$_C$] representing a small amount of non-absorbing DOM present at the same concentration (0.8 mg L$^{-1}$) in all water samples

$$[DOC] = \frac{A_{\lambda}}{E_{AB,\lambda}} + [DOC_C]$$

(3)

Where the choice of wavelengths for the calculation is flexible, as long as they differ sufficiently (by about 50 nm or more). Carter et al. (2012) reported extinction coefficients for a number of wavelengths in the range 254 – 355 nm, and used various combinations to analyse published data. The model is best-applied to filtered samples (as used in the present work) and is assumed to apply to all freshwaters irrespective of pH or ionic composition. Henceforth, we refer to the 3 component model with fixed [DOC$_C$] as the Carter model.

**Mesocosm experiments**

The mesocosms are part of the CEH aquatic mesocosm facility (CAMF); http://www.ceh.ac.uk/our-science/research-facility/aquatic-mesocosm-facility, accessed January 2017. The facility contains 32 mesocosms, each of 2 metre diameter and 1 metre depth, simulating shallow lakes. Of the 32 mesocosms used for a multiple stressor experiment, 4 were selected (mesocosms 4, 7, 15 and 20) to obtain a range of Chl-a
concentrations. In the stressor experiment, the mesocosms were subjected to different treatments, including heating (4°C above ambient) and the addition of nutrients free from nitrogen or phosphorus. Mesocosms 4 and 20 were both unheated, with an average ambient water temperature of 14.6°C over the sampling period, and with intermittent nutrient addition. Mesocosm 7 was heated with intermittent nutrient addition, and mesocosm 15 was heated without intermittent nutrient addition. Sampling took place on 7 occasions between February and August 2015. The dominant algal classes for each of the four mesocosms were Chlorophyceae and Cyanophyceae, with a bloom of *Euglena* in mesocosm 7 in the early summer. For our analyses, a 500 mL sample was collected from the four mesocosms in pre-rinsed vessels.

We assumed that the DOM produced in the mesocosms during the observation period resulted from the fixation of atmospheric CO$_2$ by algae and its subsequent release in DOM. Although some allochthonous sources could influence the mesocosm DOM, these can be disregarded for the following reasons: (1) The simulation experiments commenced in 2013, when sediment from a natural lake was added to the mesocosms, and therefore there has been enough time for DOM in the water column to come to equilibrium with the sediment, (2) An increase in pH could provide a mechanism for releasing DOM from sediment (Tipping 2002), but during our observation period there were no systematic changes in pH, and thus it is reasonable to assume that net DOM release did not occur, and (3) Addition of allochthonous DOM to the mesocosms may have occurred through rainfall, but rainwater [DOC] is typically low, around 0.6 mg L$^{-1}$ for parts of the UK (Wilkinson et al. 1997) and < 2 mg L$^{-1}$ globally (Willey et al. 2000); quite insufficient to generate the large observed increases in [DOC].

*Laboratory analyses*
All samples were processed within 3 days of collection. Owing to the fact that the mesocosms were primarily used for a separate study, there were minor methodological differences between the analyses of the field and mesocosm samples. The determination of algal [Chl-a] in field samples followed the method of Maberly et al. (2002). A known volume of the sample was filtered through a Whatman GF/F (0.7 µm) filter paper, which was then immediately submerged in 10 mL of industrial methylated spirit (IMS, 96% ethanol, 4% methanol) and left overnight, in the dark at 4°C. The mesocosm samples were analysed similarly for [Chl-a], but using a Whatman GF/C (1.2 µm) filter paper, which was submerged in 96 % ethanol. The 2 different extraction solvents (IMS and 96% ethanol) are known to be equally efficient (Jespersen and Christoffersen 1987). Following centrifugation at 4500 rpm, optical absorbance readings at 665 and 750 nm were used to calculate [Chl-a], following Marker et al. (1980). The mesocosm samples collected on 12 August 2015, were analysed for [Chl-a] in situ using an AlgaeTorch (bbe Moldaenke, Germany), which had been calibrated against [Chl-a] data obtained by ethanol extraction for all 32 mesocosms over the preceding 8-month period, yielding a regression with $R^2=0.67$ (n=442, $p<0.0001$). Field samples were analysed for pH and conductivity using a glass electrode with a Radiometer instrument and a Jenway 4510 probe respectively, each instrument being calibrated for each set of samples. For the mesocosm experiment, pH and conductivity were measured in situ, using a Hydrolab DS5X multiparameter data sonde (OTT Hydromet), except that for samples collected on 12 August 2015 and 26 September 2015, pH and conductivity were measured using an EXO2 multiparameter data sonde (Exowater). Both multiparameter sondes were calibrated in the laboratory before sampling the mesocosms.

All samples for absorbance spectroscopy and the determination of [DOC] were analysed by the same procedure. A 125 mL sub-sample was filtered using a Whatman GF/F (0.7 µm) filter. A 3 mL filtered sample was measured for absorbance in the UV-Vis range
(200 nm – 900 nm) using an Agilent 8453 diode array spectrophotometer with a 1 cm path length quartz cuvette. Prior to each sample batch, measurements were made on a blank using Milli-Q water, and used to correct the spectra of the samples. A 10 mg L\(^{-1}\) solution of naphthoic acid was used as a quality control. Absorbance values at 270 nm, 350 nm and 700 nm were selected for [DOC] calculation with the model of Carter et al. (2012). Values of \(A_{270}\) and \(A_{350}\) for the calculations were obtained by subtracting \(A_{700}\) (near zero) from the raw values to correct for instrument drift; it also corrects for suspended matter in unfiltered samples, although these were not used in the present work. The remaining sample was acidified with 3 M hydrochloric acid and purged with zero grade air for 4 minutes to remove any inorganic carbon. The sample was then combusted at 905°C with cobalt chromium and cerium oxide catalysts, which converts all the remaining carbon to CO\(_2\). The CO\(_2\) was measured for [DOC] through infra-red detection using a Skalar Formacs CA16 analyser.

**Mathematical apportionment of DOM forms**

The procedure to apportion 3 DOM forms (A, B and C, or A, B and C\(_2\)) from measured values of UV absorbance and [DOC] was as follows. Note that here we assume that component C (no absorbance) or C\(_2\) (absorbance characteristics from Table 2) is present at a variable concentration, and so the description differs from the Carter model which has fixed [DOC\(_C\)]. For simplicity, the following description is only in terms of A, B and C. The total absorbance at a given wavelength is given by the linear sum of the absorbances of the 3 components

\[
A_\lambda = A_{\lambda A} + A_{\lambda B} + A_{\lambda C},
\]

and can be expressed in terms of the total DOC concentration, the fraction of each component in the mixture \((f_A, f_B, f_C)\), and their extinction coefficients \((E_{\lambda A}, E_{\lambda B}, E_{\lambda C})\)

\[
A_\lambda = [DOC] \{f_A E_{\lambda A} + f_B E_{\lambda B} + f_C E_{\lambda C}\}.
\]
If $A_{\lambda}$ and $[DOC]$ are known from measurement, then since $f_A, f_B$ and $f_{C2}$ must total unity, equation (5) has 2 unknowns (e.g., $f_A$ and $f_B$), and to calculate them it is necessary to have measured values of $A_{\lambda}$ for 2 different, sufficiently separated, wavelengths ($\lambda_1$ and $\lambda_2$). Since the measurements cannot be error-free, the values of $f_A$ and $f_B$ cannot be calculated by solution of simultaneous equations, and instead were estimated by minimisation of squared residuals in observed and calculated $A_{\lambda_1}$ and $A_{\lambda_2}$. Calculated values ($A_{\lambda_1,\text{calc}}$ and $A_{\lambda_2,\text{calc}}$) were obtained from equation (5) for trial values of $f_A$ and $f_B$, and $f_C$ by difference ($1 - f_A - f_B$). The residuals are

$$r_1 = A_{\lambda_1,\text{calc}} - A_{\lambda_1,\text{meas}}, \quad (6)$$

$$r_2 = A_{\lambda_2,\text{calc}} - A_{\lambda_2,\text{meas}}, \quad (7)$$

where $A_{\lambda_1,\text{meas}}$ and $A_{\lambda_2,\text{meas}}$ are the measured absorbances at the 2 wavelengths. The sum of the squared residuals ($r_1^2 + r_2^2$) was minimised by iterative improvement of the trial values of $f_A$ and $f_B$, to give the best fit of the data. Values of $[DOC_A]$, $[DOC_B]$ and $[DOC_C]$ were obtained from the products of $[DOC]$ with the derived $f_A$, $f_B$ and $f_C$ respectively.

**Statistics and minimisation**

Calculations of standard deviations, t-tests, and regression analyses were carried out using Microsoft Excel. The Solver function in Microsoft Excel was used to perform minimisations in the apportionment calculations.
Results

Estimating extinction coefficients for DOM derived from freshwater algae

The 4 selected mesocosms represent enclosed systems where allochthonous inputs are negligible. They therefore simulate conditions where the dominant DOM component is derived from algae, but may be modified by subsequent microbial processing. Measured and modelled [DOC], absorbance data, and [DOC] estimated with the Carter model, are shown in Fig. 1 (see also Table S1c). Absorbance at 270 nm and 350 nm increased slightly through time. The modelled [DOC] also increased slightly, but at a considerably lower rate than the measured [DOC], which rose from 8.2 mg L$^{-1}$ to 63.4 mg L$^{-1}$ in mesocosm 4. The same pattern was also seen in the mesocosms with lower [DOC] such as mesocosm 15, where [DOC] increased from 4.5 mg L$^{-1}$ to 14.1 mg L$^{-1}$. Extinction coefficients derived from the absorbance and [DOC] results of Fig. 1 decline with [DOC] for both wavelengths (Fig. 2).

There was a significant positive relationship ($p < 0.001$) between measured [DOC] and [Chl-a] for the mesocosm samples (Table S2). The average pH for the mesocosms was 9.7 and there was no significant relationship observed between measured [DOC] and pH.

The extinction coefficients of the additional DOM produced were estimated by considering the changes in [DOC] and optical absorbance in the mesocosms during the sampling period. First, the increase in [DOC] was calculated for each of the mesocosms by finding the differences between the first data point and each of the last 4. Then, the same was done for the absorbance values at 270 nm and 350 nm, and also for 254 nm, 280 nm and 355 nm to permit comparison with results from other studies. Extinction coefficients were calculated as the averages of the ratios of the absorbance and [DOC] increases during algal growth. Similar results were obtained for the different mesocosms, yielding reasonably well-defined extinction coefficients, which are considerably lower than those estimated by Carter et al. (2012) for terrestrially-derived freshwater DOM (Table 2). We also calculated
extinction coefficients at 254 nm of DOM produced in laboratory cultures from the results of
Nguyen et al. (2005) and Henderson et al. (2008). The results of these 2 studies showed only
minor differences in the $E_{254}$ values of DOM from different algal species.

The average $E_{254}$ for DOM produced in the mesocosms does not differ significantly
(t-test, $p > 0.05$) from the value for DOM in the non-axenic cultures (Henderson et al. 2008).
Although it is significantly (t-test, $p < 0.05$) greater than the value for DOM in the axenic
cultures (Nguyen et al 2005), the difference is modest.

Therefore, the results suggest that the UV absorption properties of DOM derived from
freshwater algae can reasonably be represented by a single set of extinction coefficients; there
is no evidence that different algal species, or collections of species, produce greatly different
types of DOM, at least with respect to their UV spectra. For further modelling analysis (see
below), we used the average extinction coefficients derived from the mesocosm data.

Natural water samples

Samples collected from the field sites had a wide range of [DOC], from 1.7 mg L$^{-1}$ in a soft
water lake to 63.5 mg L$^{-1}$ in a peat dominated lake. Overall, the Carter model predicted
[DOC] reasonably well (Fig. 3), with an average modelled:measured ratio of 0.96. However,
model predictions for seven sites were too low (average modelled:measured ratio = 0.70) and
these were all situated in the Shropshire-Cheshire meres region, which features eutrophic
lakes. In our judgement, the results from these 7 sites cannot be satisfactorily explained by
the Carter model. Combining the data from all of the Shropshire-Cheshire meres sites with
the Yangtze Basin samples (Zhang et al. 2005) shows that the Carter model fails with
eutrophic lakes, especially for samples with relatively low [DOC] (Fig. 4).

Spectroscopic modelling with 3 variable components
The underestimation of [DOC] in samples from eutrophic lakes suggests the presence of DOM that absorbs weakly in comparison to the terrestrially-derived components A and B, and is present at concentrations greater than the fixed value of 0.8 mg L\(^{-1}\) for component C assumed in the Carter model. Clearly, DOM derived from algae is a likely explanation for this DOM, and so we analysed the data for the natural water samples by assuming the DOM to comprise variable amounts of components A, B and algae-derived DOM, which we refer to as component C2 and which has the extinction coefficients (Table 2) derived as described above. In this application, the model was not used to estimate [DOC]; instead, we combined the measured [DOC] value with spectroscopic data to estimate the fractions of components A, B and C2 in each sample (see Methods). For the new data reported here, we used wavelengths of 270 nm and 350 nm, while for the Yangtze basin samples (Zhang et al. 2005) the wavelengths were 280 nm and 355 nm (Table 2). Errors in the modelled values of \(f_A\), \(f_B\) and \(f_{C2}\) were estimated (Table S3) using representative errors in the input values (measured UV absorbance and [DOC]) and errors in the extinction coefficients for algae-derived DOM (Table 2). The errors in \(f_A\), \(f_B\) and \(f_{C2}\) were modest, the largest (average 0.03) being due to uncertainty in [DOC], the next largest (average 0.009) to extinction coefficient errors, and the smallest (average 0.003) to errors in measured absorbance.

The results indicate that algae-derived DOM is most prevalent in the eutrophic Yangtze basin (YB) lakes with a mean \([DOC_{C2}]\) of 4.9 mg L\(^{-1}\), and all \(f_{C2}\) values greater than 0.66 (mean = 0.87; Table 3, Fig. 5, Table S4). Of the UK sites, the Shropshire-Cheshire meres (SCM) have the highest amounts of algae-derived DOM; the mean concentration of 3.6 mg L\(^{-1}\) for \([DOC_{C2}]\) was appreciably greater than the Carter model fixed \([DOC_C]\) value of 0.8 mg L\(^{-1}\), and this explains why the Carter model predicts [DOC] poorly in some of the samples. However, it remains the case that in only 4 of the 21 SCM samples did \(f_{C2}\) exceed 0.5, indicating that the majority of the DOM was from algae. Therefore in most instances the
catchment was the main supplier of DOM to the SCM lakes. For the remaining UK site
categories of Table 1 (LD, PR, YR) the mean values of [DOC$_{C2}$] were in the range 0 to 1.0
mg L$^{-1}$, with an overall mean of 0.7 mg L$^{-1}$. This is very similar to the fixed value of [DOC$_C$]
of 0.8 mg L$^{-1}$ (equation 4), which implies that if these samples contain algae-derived DOM
then it is present at sufficiently low concentrations to be accounted for by the fixed
component C of the Carter model.

The possible dependence of the derived [DOC$_{C2}$] values on measured [Chl-$a$] was
examined by regression analysis for the samples collected and analysed in the present study
(Table S5). There was no relationship when all data were analysed together. However, if data
for the 5 site categories of Table 1 were analysed separately, there was a positive relationship
in each case, although only for LD (n = 10, $r^2 = 0.46$) and FP (n = 5, $r^2 = 0.73$) were the
relationships significant ($p<0.05$). Zhang et al. (2005) did not report [Chl-$a$], and so we
compared our estimated [DOC$_{C2}$] values for the YR sites with total phosphorus
concentrations; again there was a positive but not significant ($p>0.05$) relationship.

For comparison, we also performed the apportionment calculations with the non-
absorbing component C as the third variable, that is, we found $f_A$, $f_B$ and $f_C$, together with
[DOC$_A$], [DOC$_B$] and [DOC$_C$]. Note that this is different from the Carter model, where
[DOC$_C$] is a constant. The results did not differ greatly from those obtained with C2 (Table
S4) and in linear regression there was a strong correlation between the estimates of [DOC$_C$]
and [DOC$_{C2}$] ($R^2 = 0.99, p < 0.001, n = 77$); on average, the calculated values of [DOC$_C$]
were 80% of those of [DOC$_{C2}$].

For completeness, we examined whether the assumption of a fixed concentration of
DOC$_{C2}$, instead of DOC$_C$, affected application of the Carter model to data from 426 UK
surface water samples previously used by Carter et al. (2012) to derive model parameters.
This was done by re-optimisation of the parameters, assuming the weakly UV absorbing
component C2, rather than the non-absorbing C, to be present at a fixed concentration; in other words we attributed all DOM not accounted for by components A and B to algae-derived DOM. The derived parameters using component C2 were almost the same as the original values; the new fitted extinction coefficients for components A and B differed by less than 0.5% from the original ones, and the fixed concentration of C2 was greater by only 0.06 mg L$^{-1}$ than the original fixed concentration of component C.


Discussion

The mesocosm experiments provided a valuable simulation of a eutrophic shallow lake system, and as explained in Methods it could reasonably be assumed that the DOM produced during the observation period resulted from the fixation of atmospheric CO₂ by algae and its subsequent release in DOM. The assumption is further supported by the highly significant relationship (P<0.001) between [DOC] and [Chl-α] obtained for the mesocosms (Table S2).

In the mesocosms, the relationship is likely strengthened by both the high [Chl-α] and the lack of flushing, so that the production of DOM (Fig. 1) follows the change in algal biomass fairly closely. This is less likely in the field sites, where the relationship may be confounded by the time gap between the formation of Chl-α by primary production and the subsequent conversion of algal biomass to DOM, together with variations in flushing rates within and between the natural waters. Therefore, although we found that modelled [DOC₉₂] showed positive relationships with [Chl-α] or total [P] (Table S5), the relationships were not strong, and only significant (P<0.05) in 2 cases with rather few numbers of samples. Nonetheless, the results overall show that modelled [DOC] generally deviates from the measured value in field waters classified as eutrophic, as judged by their generally relatively high [Chl-α] values. This supports the assumption that [DOC] not explained by the Carter model is associated with algae.

The extinction coefficient at 254 nm for DOM derived from algae in the mesocosm experiments (Table 2) is similar in magnitude to the averages of the values for a range of algal species that can be calculated from data reported by Nguyen et al. (2005) and Henderson et al. (2008). We therefore can assume that the UV absorption properties of the mesocosm material are generally representative of algae-derived DOM. The similarity holds for both axenic (Nguyen et al. 2005) and non-axenic (Henderson et al. 2008; our mesocosms) conditions, implying that although bacterial processing of the DOM may affect its
composition (Rochelle-Newall et al. 2004) this does not significantly alter its UV spectrum. The UV absorption characteristics of DOM derived from freshwater algae can be compared to those of open ocean DOM, which is largely algal-derived (Biddanda and Benner 1997, Jiao et al. 2010). We estimated UV extinction coefficients for marine DOM from the Mid-Atlantic Bight region by combining absorbance data (Helms et al. 2008) with a measured [DOC] of 0.9 mg L\(^{-1}\) (Guo et al. 1995). We obtained values at 270 nm and 350 nm of 6.4 L g cm\(^{-1}\) and 1.0 L g cm\(^{-1}\) respectively, which are similar to the freshwater values of Table 2. The much lower extinction coefficients of DOM derived from algae, compared to those for terrestrially-sourced DOM (components A and B; Table 2) must reflect the paucity of conjugated or aromatic moieties in algal biomass; in particular algae lack the lignin phenols that account for the spectra of terrestrial DOM (Del Vecchio and Blough 2004).

We focused here on eutrophic waters in which algae-derived DOM was expected to be present. In this context it was justified to replace component C in the Carter model by component C2, which has the UV absorption characteristics of algae-derived material; this is equivalent to assuming that all the DOM not attributable to components A and B was algal in origin. Then the contributions of algae-derived DOM in the different waters could be estimated by optimising the values of \(f_A\), \(f_B\) and \(f_{C2}\) (Table 3, Fig. 5). This approach provides the best estimates of [DOC\(_A\)], [DOC\(_B\)] and [DOC\(_{C2}\)] for the present samples, and demonstrates that C2 can be the dominant component, particularly in the Yangtze basin lakes (Zhang et al. 2005), total [DOC] values of which were poorly predicted by the Carter model. More extreme examples of freshwaters in which autochthonous sources dominate the DOM are the 27 saline, generally eutrophic, prairie lakes of the U.S.A. Great Plains, studied by Osburn et al. (2011). These had [DOC] in the range 13 to 330 mg L\(^{-1}\) (median 28 mg L\(^{-1}\)), and the mean whole-sample extinction coefficient at 350 nm was 1.5 (SD 1.1) L gDOC\(^{-1}\) cm\(^{-1}\), in fair agreement with our value for algae-derived DOM (Table 2).
Another circumstance in which significant amounts of weakly-absorbing DOM occur was reported by Pereira et al. (2014), who found that headwater streams of tropical rainforests in Guyana contained between 4.1% and 89% optically “invisible” DOM following rainfall events, the likely sources of the material being fresh leaf litter and/or topsoil. The “invisible” DOM was taken to be the difference between DOM measured by combustion and that estimated with the Carter model. It may be that the material identified by Pereira et al. (2014) was not truly invisible, that is, completely lacking in chromophores; rather it may have been weakly-absorbing, as for algae-derived DOM. It is unlikely that the DOM from these terrestrial sources is the same as the algae-derived DOM of Table 2, and so it would have different extinction coefficients. However, because the algae-derived and tropical headwater DOM both have low UV extinction coefficients, then should they occur together there would be little prospect of distinguishing them, especially against a “background” of A and B. For the same reason, when we assumed algae-derived DOM to be the same as component C (i.e., non-UV-absorbing), the estimates of \([\text{DOC}_C]\) were quite similar to (on average 80% of) the estimates of \([\text{DOC}_{C2}]\) (Table S4).

**Implications for UV spectroscopic analysis**

**Apportionment of DOM forms using measured [DOC]:** The approach used in the present work allowed the contribution of algae-derived DOM to the total to be estimated, using combustion-measured [DOC] as an input to the calculation, and with the extinction coefficients estimated from the mesocosm results. This type of analysis could be useful in biogeochemical and ecosystem studies of eutrophic freshwaters. It could also benefit the characterisation of DOM in water undergoing treatment for supply, bearing in mind the difficulty of treating algae-derived DOM (see Introduction). If the absorption characteristics of the non-A, non-B material could be determined or assumed, the analysis method could be
used in other circumstances. For example, it might be applied to the tropical headwaters studied by Pereira et al. (2014); as noted above, Pereira et al. (2014) assumed it to be non-absorbing.

**Continued use of Carter model:** The samples used by Carter et al. (2012) to obtain [DOC] and absorbance data to construct their model were representative only of temperate freshwaters with mainly allochthonous DOM, formed in terrestrial ecosystems and leached into water courses. It remains the case that for such waters the Carter model is likely to be an accurate and rapid means of both estimating total [DOC] and obtaining information about the division of the DOM between components A and B. For such waters, the assumption of a small amount of component C works satisfactorily, and we showed here that even if a fixed concentration of component C2 were substituted for component C the results would hardly differ. Periodic checking against [DOC] measured by combustion would of course be necessary. The Carter model has considerable potential for use in continuous monitoring, although it would not reveal unexpected excursions from ambient conditions.

**Derivation of a “universal” model:** The outstanding question is whether the present findings can be exploited to make a “universal” model that would permit [DOC] to be estimated in most or many freshwaters. The logical extension of the Carter model would be to replace the fixed invisible component C by a variable component with a defined UV absorbance spectrum, representative of different contributors, including algae-derived DOM and the DOM in tropical headwaters. As discussed above, incorporation of more than one weakly-absorbing component is unlikely to be feasible. To extract concentrations of 3 components would require data for 3 wavelengths at least. As well as fitting the data to 3 components in a mixing model, information might also be obtained from the spectral slope, following Fichot and Benner (2011); these workers showed, for estuarine water samples, a monotonic relationship between specific absorption (equivalent to extinction coefficient) and
the spectral slope in the range 275 to 295 nm. The use of derivative spectra may also prove helpful (Causse et al. 2017). To explore the feasibility of a truly generally-applicable model, absorption and [DOC] data from as wide as possible a range of contrasting waters need to be gathered and analysed. Experience with the Carter model suggests that a model of this type would probably be most effective for water samples with moderate proportions of weakly-absorbing DOM; if weakly-absorbing DOM dominates, calculated total [DOC] would likely prove sensitive to spectral variations among its different types.

Conclusions

We have defined, for the first time to our knowledge, generally-applicable average extinction coefficients for algae-derived DOM. The values are based on data from outdoor mesocosm experiments in which high concentrations of algae-derived DOM were generated, supported by literature data from axenic and non-axenic culture experiments with freshwater algae. Combining the extinction coefficients of algae-derived DOM with extinction coefficients for terrestrially-sourced material, and with measured [DOC], permits the apportionment of DOM among the three components. The results show that the algae-derived DOM can account for nearly all the DOM in some eutrophic lakes. The presence of algal DOM and of other forms of weakly-absorbing DOM in tropical headwaters, mean that a previously developed dual wavelength spectroscopic model, assuming 2 variable UV-absorbing components and a fixed concentration of non-UV-absorbing DOM, cannot be applied to all waters. However, that model remains applicable to temperate waters in which terrestrial sources account for most or all of the DOM. A more widely-applicable spectroscopic model for freshwater DOM will require the use of absorbance data for at least 3 wavelengths.
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Table 1. Mean values of dissolved organic carbon concentration [DOC], pH, conductivity (cond) and chlorophyll concentration [Chl-α] for the field sites. Numbers of samples are denoted by $n$. Modelled refers to application of the Carter model.

<table>
<thead>
<tr>
<th>Code</th>
<th>Site category</th>
<th>$n$</th>
<th>[DOC] mg L$^{-1}$</th>
<th>pH</th>
<th>cond µs cm$^{-1}$</th>
<th>[Chl-α] µg L$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCM</td>
<td>Shropshire-Cheshire meres</td>
<td>21</td>
<td>14.1</td>
<td>11.7</td>
<td>8.2</td>
<td>358</td>
</tr>
<tr>
<td>LD</td>
<td>Lake District lakes</td>
<td>10</td>
<td>2.9</td>
<td>2.9</td>
<td>7.6</td>
<td>86</td>
</tr>
<tr>
<td>PR</td>
<td>Pennine reservoirs</td>
<td>4</td>
<td>8.9</td>
<td>10.4</td>
<td>7.2</td>
<td>96</td>
</tr>
<tr>
<td>FP</td>
<td>Fylde farmyard ponds</td>
<td>5</td>
<td>21.7</td>
<td>22.6</td>
<td>8.0</td>
<td>311</td>
</tr>
<tr>
<td>YR</td>
<td>Lowland Yorkshire rivers</td>
<td>15</td>
<td>3.9</td>
<td>4.0</td>
<td>7.9</td>
<td>627</td>
</tr>
</tbody>
</table>
Table 2. Extinction coefficients \((E_\lambda \text{ L g DOC}^{-1} \text{ cm}^{-1})\) for dissolved organic matter (DOM) derived from algae, and parameters from the Carter model (components A and B). Mesocosm values were derived from data in Fig. 3, with 16 measurements at each wavelength. The value for axenic cultures is averaged from 12 values of Nguyen et al. (2005), and that for non-axenic cultures is from 4 values of Henderson et al. (2008). Error terms are 95% confidence margins. All \(E_\lambda\) values are significantly greater than zero (\(P<0.001\) for \(E_{254}\), \(E_{270}\), \(E_{280}\); \(P<0.01\) for \(E_{350}\), \(E_{355}\)).

<table>
<thead>
<tr>
<th>Source</th>
<th>(E_{254}) (\pm)</th>
<th>(E_{270}) (\pm)</th>
<th>(E_{280}) (\pm)</th>
<th>(E_{350}) (\pm)</th>
<th>(E_{355}) (\pm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mesocosms</td>
<td>5.7 ((\pm 1.7))</td>
<td>4.9 ((\pm 1.4))</td>
<td>4.4 ((\pm 1.3))</td>
<td>1.1 ((\pm 0.5))</td>
<td>1.0 ((\pm 0.5))</td>
</tr>
<tr>
<td>Axenic cultures(^1)</td>
<td>3.7 ((\pm 0.7))</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Non-axenic cultures(^2)</td>
<td>5.4 ((\pm 0.4))</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Model component A</td>
<td>77.1 (\pm)</td>
<td>69.3 (\pm)</td>
<td>63.9 (\pm)</td>
<td>30.0 (\pm)</td>
<td>27.9 (\pm)</td>
</tr>
<tr>
<td>Model component B</td>
<td>21.3 (\pm)</td>
<td>15.4 (\pm)</td>
<td>12.0 (\pm)</td>
<td>0.0 (\pm)</td>
<td>0.0 (\pm)</td>
</tr>
</tbody>
</table>

\(^1\) Average of results for *Scenedesmus quadricauda*, *Chaetoceros mulleri*, *Oscillatoria Prolifera* (Nguyen et al. 2005).

\(^2\) Average of results for *Chlorella vulgaris*, *Microcystis aeruginosa*, *Asterionella formosa*, *Melosira* sp., at stationary phase growth (Henderson et al. 2008).
Table 3. Measured dissolved organic carbon concentration [DOC], calculated fractions of A, B and C2, and calculated [DOC_A], [DOC_B] and [DOC_C2], ordered by [DOC_C2]. See Table 1 for key to the UK sites; sample details are given in Supplemental material 1. YB = Yangtze basin SCM = Shropshire Cheshire meres, LD = Lake District lakes PR = Pennine reservoirs, FP = Fylde farm ponds, YR = lowland Yorkshire rivers.

<table>
<thead>
<tr>
<th>Sample ID</th>
<th>[DOC]_meas mg L⁻¹</th>
<th>f_A</th>
<th>f_B</th>
<th>f_C2</th>
<th>[DOC_A] mg L⁻¹</th>
<th>[DOC_B] mg L⁻¹</th>
<th>[DOC_C2] mg L⁻¹</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>YB8</td>
<td>SCM8</td>
<td>SCM14</td>
<td>SCM3</td>
<td>SCM16a</td>
<td>YR1b</td>
<td>SCM5</td>
</tr>
<tr>
<td>-----</td>
<td>------</td>
<td>------</td>
<td>-------</td>
<td>------</td>
<td>--------</td>
<td>------</td>
<td>------</td>
</tr>
<tr>
<td></td>
<td>2.7</td>
<td>20.1</td>
<td>7.5</td>
<td>7.7</td>
<td>11.3</td>
<td>7.3</td>
<td>10.7</td>
</tr>
<tr>
<td></td>
<td>0.03</td>
<td>0.22</td>
<td>0.18</td>
<td>0.13</td>
<td>0.11</td>
<td>0.19</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>0.15</td>
<td>0.64</td>
<td>0.45</td>
<td>0.50</td>
<td>0.64</td>
<td>0.41</td>
<td>0.58</td>
</tr>
<tr>
<td></td>
<td>0.82</td>
<td>0.14</td>
<td>0.37</td>
<td>0.37</td>
<td>0.25</td>
<td>0.40</td>
<td>0.31</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>4.4</td>
<td>1.3</td>
<td>1.0</td>
<td>1.2</td>
<td>1.4</td>
<td>1.3</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>13.0</td>
<td>3.4</td>
<td>3.8</td>
<td>7.2</td>
<td>3.0</td>
<td>6.2</td>
</tr>
<tr>
<td></td>
<td>2.2</td>
<td>2.8</td>
<td>2.8</td>
<td>2.8</td>
<td>2.9</td>
<td>2.9</td>
<td>3.3</td>
</tr>
</tbody>
</table>
**Figure captions**

**Fig. 1** Monthly time-dependence of DOC concentration [DOC] and absorbance for experimental mesocosms; see Methods for experimental treatments. Measured and modelled [DOC] are shown on the primary (left) axis, represented by hollow and filled squares, respectively. Absorbance values at 270 nm and 350 nm are on the secondary (right) axis, represented by filled and hollow triangles, respectively. Mesocosm 4 = panel A, mesocosm 7 = panel B, mesocosm 15 = panel C and mesocosm 20 = panel D.

**Fig. 2** Extinction coefficients (E) at 270 nm (A) and 350 nm (B) plotted against measured [DOC] for the mesocosms. Samples were collected between February and August 2015.

**Fig. 3** Comparison of DOC concentration [DOC] estimated using the Carter model with measured [DOC] for all samples collected in this study. Hollow circles represent the mesocosm samples and triangles the field sites. Filled triangles show 7 Shropshire – Cheshire meres sites that were not satisfactorily explained by the Carter model. The 1:1 line is shown.

**Fig. 4** Comparison of DOC concentration [DOC] estimated using the Carter model with measured [DOC] for the Shropshire – Cheshire mere water samples (triangles) and Chinese lakes (Zhang et al. 2005; hollow squares). The filled triangles show the 7 mere sites that were unsatisfactorily predicted by the Carter model. The 1:1 line is shown.

**Fig. 5** The fraction of the variable component C2 ($f_{C2}$) vs the [DOC$_{C2}$] for UK field sites (Table 1) and the Yangtze basin (YB) samples. Category PR (Pennine Reservoirs) values are not plotted because all $f_{C2}$ values were close to zero (Table 3).
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