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Abstract Regional flood frequency analysis is one of the most commonly applied methods for estimating
extreme flood events at ungauged sites or locations with short measurement records. It is based on: (i) the
definition of a homogeneous group (pooling-group) of catchments, and on (ii) the use of the pooling-group
data to estimate flood quantiles. Although many methods to define a pooling-group (pooling schemes, PS)
are based on catchment physiographic similarity measures, in the last decade methods based on flood sea-
sonality similarity have been contemplated. In this paper, two seasonality-based PS are proposed and tested
both in terms of the homogeneity of the pooling-groups they generate and in terms of the accuracy in esti-
mating extreme flood events. The method has been applied in 420 catchments in Great Britain (considered
as both gauged and ungauged) and compared against the current Flood Estimation Handbook (FEH) PS.
Results for gauged sites show that, compared to the current PS, the seasonality-based PS performs better
both in terms of homogeneity of the pooling-group and in terms of the accuracy of flood quantile estimates.
For ungauged locations, a national-scale hydrological model has been used for the first time to quantify
flood seasonality. Results show that in 75% of the tested locations the seasonality-based PS provides an
improvement in the accuracy of the flood quantile estimates. The remaining 25% were located in highly
urbanized, groundwater-dependent catchments. The promising results support the aspiration that large-
scale hydrological models complement traditional methods for estimating design floods.

1. Introduction

Estimation of flood quantiles for a prescribed recurrence interval (i.e., the T-year return period flood) is a key
issue in flood risk management. It is required not only in designing hydraulic infrastructure such as bridges,
reservoirs, and culverts but also in planning and assessing flood defenses.

Regional flood frequency analysis (RFFA, Hosking & Wallis, 1997) is a widely used framework for estimating
the T-year return period flood in locations where measured data records are short or at ungauged sites.
RFFA is usually based on the index flood method (Chebana & Ouarda, 2009; Dalrymple, 1960) which
assumes that for all the catchments inside a ‘‘hydrologically homogeneous region’’ (HHR), the T-year return
period flood QT is equal to the product of the index flood IFx ðm3 � s21Þ and the growth factor gT . IFx can be
thought of as a typical flood for the location of interest x. If x is a gauged catchment, it is estimated as the
mean (Dalrymple, 1960) or median (Robson & Reed, 1999) of the measured instantaneous flood annual max-
ima (AMAX); otherwise it is estimated by indirect methods (see Bocchiola et al., 2003 for a detailed descrip-
tion). Growth factor gT is a nondimensional multiplicative factor which is assumed to be constant over the
HHR. The delineation of HHRs and estimation of their homogeneity are important tasks for the application
of the index flood method. An early common approach was to define HHRs according to geographical or
administrative boundaries. Later, more robust methods were developed combining the use of (i) catchment
descriptors and (ii) algorithms for the group formation. (i) Involves the use of catchment properties such as
area, mean slope, mean annual rainfall (e.g., Acreman & Sinclair, 1986; Ali et al., 2012), or flood statistics cal-
culated from the AMAX (e.g., the L-moment ratios, see Hosking & Wallis, 1997 for a definition of L-moments
or Appendix A). (ii) Involves the use of objective techniques to group similar sites such as cluster analysis,
principal components, canonical correlation, and multivariate statistical analysis (e.g., Brath et al., 2001;
Burn, 1989; Ilorme & Griffis, 2013; Rao & Srinivas, 2006).

Various statistical measures and homogeneity tests have been proposed to evaluate the heterogeneity of
delineated HHRs or the groups of catchments. Many studies present a complete review of them such as
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Viglione et al. (2007) and Castellarin et al. (2008). Recently, Requena et al. (2017) tested the performance of
different heterogeneity measures in the context of a simulation-based general framework, concluding that
the assumption-free Gini index (Ceriani & Verme, 2012; Gini, 1912) applied to the at-site L-variation coeffi-
cient (L-CV) over a region provided the best results.

The idea that geographical proximity does not assure hydrological similarity is the basis of the region of
influence method (Burn, 1990; Zrinji & Burn, 1996) where a set of catchments (a pooling-group) is specifi-
cally designed for the site of interest. This is the approach adopted in the Flood Estimation Handbook (FEH;
Institute of Hydrology (IH), 1999). As specified in Reed et al. (1999), a new vocabulary for flood frequency
analysis became necessary to underline the translation from regionalization to pooling scheme, from region
to pooling-group, and from regional growth factor to pooled growth factor.

Although most of the current pooling schemes select catchments on the basis of physiographic similari-
ties, others based on the similarities in flood seasonality have been increasing in popularity, especially
among researchers (Castellarin et al., 2001; Cunderlik & Burn, 2002; Ouarda et al., 2006). The rationale
behind this idea is that flood seasonality summarizes the hydrological behavior of the catchment in a con-
cise way allowing a separation of floods generated by different mechanisms (e.g., snowmelt or floods gen-
erated by intense rainfall). Moreover, because flood seasonality is based on day of year (DOY) information,
it is a robust descriptor. This is because DOY, being cyclical, is bounded (i.e., it varies between 1 and 365/
366) and is mostly known without error. Flood seasonality has been investigated using directional or circu-
lar statistics (Fisher, 1995) for a wide range of applications such as flood frequency analysis, water resource
management, and climate change (e.g., Bayliss & Jones, 1993; Parajka et al., 2010; Villarini, 2016). An
important limitation of the use of flood seasonality in a pooling scheme is that it can only be applied at
gauged sites. Although a few attempts have been made to account in the pooling scheme for the rainfall
seasonality regime as a proxy for the flow seasonality regime, this limitation was never addressed by pre-
vious studies.

Castellarin et al. (2001) tested two pooling schemes based on rainfall and flood seasonality descriptors,
respectively. The application for 36 natural catchments in Italy showed that methods based on seasonality
measures were more effective than methods based on frequency of rainfall extremes and catchments’ per-
meability in terms of extreme flow quantile estimations. Cunderlik and Burn (2002) found a strong relation-
ship between rainfall and flow regimes in 193 catchments in Wales, Northern England, and Scotland. For
these catchments, two pooling schemes based on the rainfall regime were tested and compared to the FEH
method, (IH, 1999). Results considered only the 50 year return period flood and showed improvements in
the pooling-group homogeneity and in the quantile estimates with respect to the FEH method. Ouarda
et al. (2006) performed a data-based comparison of three flood seasonality regionalization methods. The
first is based on the directional statistic, the second on a graphical approach that uses peak-over-threshold
data, and the third on relative frequencies of flood occurrence. The application was performed in 63 catch-
ments in the province of Quebec (Canada) and the method based on peak-over-threshold data provided
the best results. Sarhadi and Modarres (2011) applied a similar modelling framework in arid and semi-arid
regions confirming that a seasonality scheme based on peak-over-threshold data had the best performance.
In all the applications the flood seasonality has been estimated based on measured data, i.e., at gauged
sites.

In this paper, we assess the potential of two new seasonality-based pooling schemes on a countrywide
scale. Each of them has been used to select pooling-groups and to compute floods with a given return
period (i.e., 5, 10, 20, 30, 50, and 100 years). Unlike previous studies, we have systematically evaluated the
pooling schemes’ capabilities both in terms of heterogeneity and in terms of accuracy in extreme flow
quantile estimation. Moreover, by exploiting a large-scale physically based hydrological model we were
able, for the first time, to extend the flood seasonality-based pooling schemes to ungauged catchments.
Finally, because the study area was the whole of Great Britain, results were compared to the current pooling
scheme adopted in the UK FEH (IH, 1999).

Section 2 presents the methodology of the paper: the pooling schemes, pooling-group heterogeneity mea-
sures, and the approach followed to compare the results with the current UK FEH method. Section 3 intro-
duces the study area. Sections 4 presents and discusses the results. Finally, section 5 presents the
conclusions.
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2. Methodology

The methodology section is organized as follows: (i) subsection 2.1 presents the pooling schemes that will
be tested; (ii) subsection 2.2 describes the heterogeneity metrics used for evaluating the pooling schemes;
and (iii) subsection 2.3 describes the comparison between the new pooling schemes and the FEH pooling
scheme in terms of accuracy for flood quantile estimates.

2.1. Tested Pooling Schemes
Given an ungauged or a short-record gauged site i, the pooling scheme aims to select the gauged sites
most similar to i according to a similarity distance measure S which is a function of k catchment descriptors
(such as catchment area, mean annual rainfall, streamflow statistic, etc.):

S5
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where xk
i and xk

j are kth catchment descriptor at the site of i and at the jth gauged catchment, respectively;
rk is the between-site standard deviation of the catchment descriptor xk which is used as a standardization
factor because catchment descriptors may have different units and scales; wk is a weighting factor of the
importance of xk . The UK FEH specifies the following similarity distance measure for the pooling scheme
(Kjeldsen et al., 2008):
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where AREA (km2) is the catchment area; SAAR (mm) is the mean annual catchment rainfall; FARL (IH, 1999)
is the flood attenuation by reservoirs and lakes index (values close to 1.0 indicate the absence of attenua-
tion and values below 0.9 indicate a substantial influence of lakes and reservoirs on flood response); FPEXT
(Kjeldsen et al., 2008) is the fraction of the catchment that is estimated to be inundated by a 100 year return
period flood (Kjeldsen et al., 2008), taking values between 0 and 1. Kjeldsen et al. (2008) updated and
improved the statistical procedures used for flood frequency estimation in the FEH (IH, 1999). The report
introduced advances both in terms of statistical methods and in term of data used. In terms of methods, it
provided: (i) a new equation for the estimation of the index flood in ungauged basins and the use of a new
donor scheme (Kjeldsen & Jones, 2007); (ii) a new similarity distance measure (equation (2)) for the pooling-
group selection and a new weighting schema for their statistical moments. It also introduced an additional
10 years of peak flow measures generated by the HiFlows-UK project and three new flood plain catchment
descriptors with respect to the FEH (IH, 1999).

In this paper, new similarity distance measures are tested based on flood seasonality, i.e., the timing of flood
events within a year. It is well known that the DOY of floods can be represented on a circle of unit radius by
converting the Julian day (DOY) on which the annual maxima occurred into an angular value h ð�Þ accord-
ing to equation (3) (also used in FEH Volume 3 (Robson & Reed,1999):

h5 DOYAMAXi 20:5ð Þ � 2p
LENYR

(3)

where LENYR is the number of days in the year (365 or 366 in leap years) and the correction 0.5 adjusts h to
the middle of the day.

If the annual maximum DOYs for a given station are placed on a unit radius circle with the angle h repre-
senting the DOY, the centroid of these points summarizes the seasonal behavior of the station providing:
(a) the mean DOY on which the annual maxima occur denoted by �h and (b) the concentration of the
seasonal distribution denoted by �r (Cunderlik et al., 2004; Fisher, 1995). The closer �r is to 1, the more
consistently floods occur around the same DOY. The centroid can be represented both in polar coordinates
(�h and �r ) or by Cartesian coordinates X and Y given by:
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where n is the number of years for which AMAX are available for the station. Although FEH Volume 3 (Rob-
son & Reed, 1999) provided a map of arrays with orientation equal to �h and length equal to �r for the entire
UK, it did not use flood-magnitude weighted seasonality measures as tools to provide insights on the for-
mation of the pooling-group.

The DOY of flood can also be weighted by the flood magnitude. Although the concept of calculating a flow-
magnitude weighted seasonality measure is not new, for example it has been used by Chen et al. (2013) to
objectively identify the flood seasonality of two reservoir basins in China, we test it for the first time in the
context of pooling-group formation and flood frequency analysis. In the latter case, X and Y are given by:
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where Ri5AMAXi=max AMAXið Þ is the relative weight assigned to each AMAX value and varies between 0
and 1. The superscript IDS stands for improved directional statistic and it has been used to be consistent
with the name given in Chen et al. (2013) to underline the flow-magnitude weighted seasonality measure.

The seasonality-based similarity distance measures we consider in this paper are:

SSEAS5
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where XIDS and YIDS are computed using equation (5); BFIHOST (IH, 1999) is a base flow index based on the
Hydrology of Soil Types classification presented in Boorman et al. (1995), which reflects the soil and geology
of the site and has typical values that range from below 0.2 (highly impermeable) to above 0.8 (highly per-
meable); rBFIHOST , rXIDS

, and rYIDS
are intersite standard deviation of BFIHOST, XIDS, and YIDS, respectively.

Although we have tested other catchments descriptors such as catchment area and mean annual rainfall in
combination with the weighted flood seasonality measures, BFIHOST was the most effective. Area and rain-
fall are indirectly already integrated in the weighted flood seasonality measure (through Ri , equation (5)),
but BFIHOST provides explicit additional information on catchment geology. This was specifically important
for the South-East UK where high values of BFIHOST easily identify chalk streams and their high groundwa-
ter component in the river discharge. The two denominators in equation (6) do not follow the same general
formulation in equation (2) because XIDS and Y IDS are treated together (vector coordinates) as a single vari-
able of the form XIDS; YIDS

� �
and not as separate variables.

SSEAS and SSEAS B incorporate information about the flood DOY and, using the weighting factor R, they give
more relative importance to the higher floods. SSEAS B differs from SSEAS because it includes BFIHOST which
provides an added value to the similarity distance measure if the site of interest is a permeable or
groundwater-dominated catchment.

The final step of a pooling procedure is to determine the number of catchments to be included in the pooling-
group. Kjeldsen et al. (2008) recommended a pooling-group size of 500 instantaneous annual maxima for all
return periods. They found that the accuracy of the PS in simulating the at-site growth factor rapidly increased
by increasing the PS size up to 300 AMAX, it remained constant up to 500 AMAX, and slowly decreased while
the PS size increased. Moreover they did not find that this behavior changed as function of the return period.

2.2. Heterogeneity Measures for Pooling-Groups
This paper uses two different measures of heterogeneity of pooling-groups (Appendix A): (i) the H2 statistic
(Hosking & Wallis, 1997) and (ii) the Gini index (G) applied to the at-site L-CV. H2 (Hosking & Wallis, 1997) is
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a statistic that compares the variability of L-CV and L-skewness (L-SKEW) of the pooling-group with the
expected variability of a homogeneous pooling-group. The latter is created by a simulation approach that
uses a four parameter Kappa distribution with parameters estimated by the pooled L-moments. Each simu-
lation generates a new set of L-moment ratios for the sites in the pooling-group and it represents the
expected values as if it was homogeneous. The heterogeneity H2 is assessed by comparing the variability of
observed and simulated L-moment ratios. The entire procedure is presented in Appendix A. A pooling-
group is considered heterogeneous if 2<H2< 4 and strongly heterogeneous if H2> 4. Although Hosking
and Wallis (1997) founded that the H2 statistic is a weaker test than H1 (see Appendix A for their definition),
it is used in the FEH because L-CV and L-SKEW are required for fitting pooled growth curves with a General-
ized Logistic Distribution.

In this paper, we have also used the Gini Index (G, Gini, 1912) applied to the at-site L-CV to measure the
pooling-group heterogeneity:

G5

XN

i51

2 � i2N21ð Þ � tðiÞ

N � N21ð Þ � tðRÞ
(8)

where N is the number of sites in the pooling-group, t(i) is the sample L-CV of the ith station and t(R) is the
pooling-group average L-CV (Appendix A, equation (A1)). G ranges from 0 to 1: the former is obtained when
all t(i)’s are equal and the latter when all but one value are equal to zero. Requena et al. (2017) demonstrated
that, in the context of a simulation framework, the G performed as the best heterogeneity measure among
the evaluated measures.

2.3. Comparing Alternative Pooling Scheme Accuracy in Flood Quantile Estimation
The pooling scheme which provided the best results in terms of homogeneity is compared against the FEH
pooling scheme in terms of accuracy in growth factor and flood quantile estimation. In order to compare
the performance of alternative pooling schemes, we use the pooled uncertainty measure (PUM) that was
defined in the FEH and used in Kjeldsen et al. (2008) and the normalized root mean square error (NRMSE):

PUMT 5
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where gTi
and gp

Ti
are the at-site and the pooled growth factors for the T-return period for the ith catchment,

M is the number of catchments used in the evaluation procedure, and wi is a weight assigned to the
ith catchment. It depends on the record length available at each catchment and is formulated in order to
give more importance to the average-long record stations (Kjeldsen et al., 2008). QT and Qp

T are the T-year
return period flood for the ith catchment estimated by at-site and pooling-group analysis, respectively. The
PUM quantifies the accuracy of the pooling scheme in estimating the at-site growth factor, and the NRMSE
quantifies the accuracy in estimating the at-site T-year return period flood. The latter is equal to the growth
factor times the index flood, and therefore it also includes the uncertainty related to the index flood
estimation.

The computation of the at-site and pooled growth factor for the different pooling schemes is presented in
Appendix B. The equations are based on the methodology suggested by the FEH (IH, 1999) and revised by
Kjeldsen et al. (2008) which involves the use of the Generalized Logistic Distribution and the L-moment
ratios for parameter estimation.

The at-site growth factor gTi
is computed on the basis of the measured AMAX using equations (B1) and (B2)

(Appendix B). The pooled growth factor gp
Ti

based on the FEH pooling scheme (SG
FEH) is computed using

Water Resources Research 10.1002/2017WR021623

FORMETTA ET AL. 1131



equations (B1) and (B3) (Appendix B) and the catchment descriptors AREA, SAAR, FARL, and FPEXT that feed
into equation (2).

The pooled growth factor gp
Ti

for the flood seasonality-based pooling scheme (equations (6) and (7)) uses
equations (B1) and (B3) (Appendix B). They require XIDS and YIDS for the site of interest. In the first approach,
XIDS and YIDS are estimated using the measured AMAX available at the site of interest. This approach aims to
quantify the effect of considering flood seasonality on the pooling-group schemes when the site is gauged.
Moreover this corresponds to the typical case in which the site of interest has a shorter record length of
AMAX compared to the return period of the flood we want to estimate. QT and Qp

T are computed by multi-
plying the corresponding growth factor by the index flood IFG

x ðm3 � s21Þ which in this case is the median of
the measured AMAX available at the site of interest (Kjeldsen et al., 2008).

In the second approach, the site of interest is assumed to be ungauged, and XIDS and Y IDS are estimated
using the physically based distributed hydrological model Grid-to-Grid (G2G, Bell et al., 2007a, 2007b, 2009).
The aim is to introduce and verify a new method for evaluating flood seasonality in ungauged locations or
in data scarce regions. The area-wide physically based hydrological model G2G typically operates at a 1 km2

resolution across Great Britain and has been configured to represent spatial variability in catchment
response. The model uses landscape information provided by gridded spatial data sets of elevation, soil,
and geology in preference to the identification of model parameters through catchment calibration, and for
the application discussed here, a single model configuration and set of parameters is applied across Great
Britain (i.e., with no catchment specific parameter calibration). G2G model configuration and inputs are pre-
sented in Appendix C. Model output consisting of river flow time series at each 1 km2 river grid-cell are
used to construct maps of AMAX across Britain during the simulation period 1960–2014. The modeled
AMAX are then used to estimate the flood seasonality indices XIDS and YIDS. Qp

T is computed by multiplying
the corresponding growth factor by the index flood which, in the case of an ungauged catchment
(IFU

x ðm3 � s21Þ), is currently estimated by the regression model given in Kjeldsen et al. (2008):

IFU58:3062 � AREA0:8510 � 0:1536
1000
SAAR � FARL3:4451 � 0:0460BFIHOST 2

(11)

3. Study Area

The study region includes 420 catchments from Great Britain (England, Scotland, and Wales). Figure 1
presents a map of the study area, showing the digital elevation model in meters and the location of the
gauges selected for the analysis (black points). The peak flow data used in this analysis are part of the
United Kingdom national peak flow data set (version 4.1) obtained from the National River Flow Archive
(Dixon et al., 2013; National River Flow Archive, 2008). We used the instantaneous peak flow (AMAX) which
is freely available at http://nrfa.ceh.ac.uk/. A set of geomorphological catchment descriptors have been pre-
sented in section 2 and used in equations (2) and (7). In addition, for the interpretation of the results (sub-
section 4.2) we also considered: (i) PROPWET, a catchment wetness index indicating the proportion of time
the soil is wet ranging from 20% for driest catchments to 80% for the wettest; (ii) URBEXT2000, the extent
of urban and suburban land cover expressed as a fraction; and (iii) DPSBAR (m/km), the mean Drainage
Path Slope indicating the mean of all internodal slopes for the catchment, with values ranging from >300
in mountainous terrain to <25 in the flattest areas.

Of the 810 catchments for which peak flow data are available in Great Britain, 390 have been excluded for vari-
ous reasons including catchment size, the reliability of the rating curve, the length of the measured time series,
and the percentage of urbanized area. Specifically, catchments that did not met the following criteria have been
removed: (i) area is less than 30 km2, (ii) annual maximum time series length is shorter than 30 years; and (iii)
catchment is partly urbanized (i.e., URBEXT2000> 0.03). Table 1 summarizes the catchment descriptor statistics
(median, minimum, maximum) and the AMAX time series length for the selected catchments.

4. Results and Discussion

4.1. Heterogeneity Measures for Pooling-Groups
For the ith catchment of the study area we have computed the pooling-group using in turn the three pool-
ing schemes presented in equations (2), (6), and (7) namely: Si

FEH, Si
SEAS, and Si

SEAS B. The heterogeneity of
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each pooling-group is quantified using the H2 statistic and the G index
applied to the at-site L-CV providing H2-Si

FEH, H2-Si
SEAS, and H2-Si

SEAS B

and G-Si
FEH, G-Si

SEAS, and G -Si
SEAS B; where the superscript i stands for the

analyzed catchment. The procedure is then repeated for each catchment
providing three arrays (one for each pooling scheme) of heterogeneity
indices for H2 (H2-SFEH, H2-SSEAS, and H2-SSEAS_B) and G (G-SFEH,
G-SSEAS, and G-SSEAS_B). Each array contains 420 values, one for each
analyzed catchment. Figure 2 shows the boxplot of the arrays both for
the H2 statistic (on the left) and for the G index (on the right). Table 2
presents the summary statistics (minimum, median, and maximum
value) for the different pooling schemes, for both H2 and for G indices.
Moreover, for H2 it also shows the percentage of the pooling-groups
with H2< 2 and with H2> 4, representing the ‘‘homogeneous’’ and the
‘‘strongly heterogeneous’’ portions of the pooling-groups, respectively

Figure 1. Map of Great Britain showing elevation (m) and study catchments (black dots).

Table 1
Summary Statistics (Minimum, Median, Maximum) for the Catchment
Descriptors of the Study Area and Annual Maxima Time Series Length

Minimum Median Maximum

AREA (km2) 30 182 4,587
SAAR (mm) 558 1,010 2,848
BFIHOST 0.24 0.51 0.96
PROPWET 0.23 0.46 0.83
URBEXT2000 0.0 0.005 0.03
DPSBAR (m/km) 11.5 98.0 384
FARL 0.64 0.98 1.0
FPEXT 0.005 0.053 0.25
AMAX time series length (years) 31 48 128
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(Hosking & Wallis, 1997 and used in IH, 1999). Results clearly show that considering the flood seasonality in
the pooling schemes provides an improvement in terms of homogeneity of the pooling-groups compared
to the approach suggested by the FEH scheme (Table 2 and Figure 2). The findings are supported by both
of the independent indices we have used to quantify the heterogeneity. The median value of the H2 index
computed for the flood seasonality-based pooling scheme was reduced by more than 50% compared to
the FEH pooling method. A similar consideration can be made for the percentage of the ‘‘homogeneous’’
groups: the H2 values for the flood seasonality were almost double compared to the FEH method. The G
index confirms the decrease in the heterogeneity of the pooling-groups under weighted flood seasonality,
although this is less dramatic. Recent studies (Wright et al., 2014, 2015) demonstrated that one should not
use the same threshold values for H1 and H2 to define homogeneous regions. They found there was
approximately a 4:1 relationship between the values of H1 and H2. Measuring pooling-group homogeneity
is an open research question and beyond the scope of this paper. Our objective was to quantify the impact
of the pooling scheme on the pooling-group homogeneity. For this reason, we used the ‘‘traditional’’ limits
for the H2 index and verified the improvement in homogeneity due to a different pooling scheme using an
independent index, i.e., Gini index.

4.2. Comparing Pooling Schemes Performances
We have selected the pooling scheme SSEAS_B because it provided the highest percentage of homogenous
pooling-groups according to the H2 statistic and now we compare this method against the FEH pooling
scheme in terms of PUM and NRMSE value (see section 2.3). However, for completeness, the reader can find

the results including the SSEAS pooling scheme in Appendix D.
PUM and NRMSE are computed for the 5, 10, 20, 30, 50, and
100 year return period floods. Up to the 30 year return period,
the growth factor and flood quantile estimates are relatively
robust because we used gauged stations with at least 30 years
of measured data whereas for higher return period the esti-
mates are extrapolated. The SSEAS_B scheme presented in equa-
tion (7) is applied in two ways: (i) SG

SEAS B where the site of
interest is considered gauged (subscript G) and the flood sea-
sonality measures (XIDS and Y IDS in equation (7)) are based on
the at-site measured AMAX, and (ii) SU

SEAS B where the site of
interest is considered ungauged (subscript U) and the flood
seasonality measures are based on the AMAX estimated by the
G2G model. The first case simulates the so-called enhanced
single site analysis, i.e., a gauged site with a short record length

Figure 2. Boxplots of the (left) H2-test and (right) Gini-index for the three pooling schemes: SFEH currently used in the
updated FEH, SSEAS based on flood seasonality, and SSEAS_B based on flood seasonality and BFIHOST. The dashed grey
lines represent the median values for the FEH pooling scheme. The solid grey lines represent thresholds H2 5 2 and
H2 5 4, used to identify the heterogeneous (2<H2< 4) and strongly heterogeneous (H2> 4) pooling-groups.

Table 2
Summary Statistics (Minimum, Median, Maximum) of the Heterogeneity Indices H2
and G for the Current FEH (SFEH), Seasonality-Based (SSEAS), Seasonality, and BIFHOST-
Based (SSEAS_B) Pooling Schemes

SFEH SSEAS SSEAS_B

Minimum H2 21.85 21.68 22.07
Median H2 2.53 0.99 0.98
Maximum H2 8.9 7.8 9.2
Proportion of groups with H2< 2 0.38 0.71 0.73
Proportion of groups with H2> 4 0.24 0.09 0.08
Minimum G 0.04 0.04 0.03
Median G 0.15 0.11 0.11
Maximum G 0.29 0.21 0.22
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requiring a pooled analysis and making use of the at-site data. In this case, the analyzed stations have been
included in both the FEH and the seasonality-based pooling scheme because considered as ‘‘gauged.’’
Results for the first case in terms of PUM and NRMSE are presented in Figure 3 (and Figure 1 in Appendix D)

Figure 3. Pooled uncertainty measure (PUM) and normalized root mean square error (NRMSE) for different pooling
schemes: SG

FEH currently used in the updated FEH and SG
SEAS B based on the flood seasonality computed from measured

AMAX and BFIHOST. Results are presented for different return periods (5, 10, 20, 30, 50, and 100 years).

Figure 4. Pooled uncertainty measure (PUM) for different pooling schemes: SU
FEH currently used in the updated FEH and

SU
SEAS B based on the weighted flood seasonality computed from G2G modeled AMAX and BFIHOST. Results are presented

for different return periods (5, 10, 20, 30, 50, and 100 years) and for four equally sized classes of flood seasonality model
simulation error (see equation (12)).
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for each pooling scheme and for different return periods. Comparing the results of the seasonality-based
pooling scheme SG

SEAS B against the FEH pooling scheme SG
FEH or gauged sites we see an improvement of

the PUMs and NRMSE for the wide range of analyzed return periods. Moreover the amount of improvement
increases as the return period increases, i.e., the seasonality-based pooling scheme provides a more accu-
rate estimate of the highest return period growth factor and, consequently, higher return-period floods. On
the other hand, it is well known that the uncertainty in a flood estimate for a given return period increases
as the return period increases. This is particularly true when at site estimates are performed, as required by
the PUM.

The second case simulates an ungauged site and for this reason the analyzed stations have been excluded
from both the FEH (SU

FEH) and the seasonality-based pooling scheme (SU
SEAS B). Certainly in this case the

results depend on how well (or badly) the G2G model simulates flood seasonality. For this reason, we pre-
sent the results of the PUM measures in terms of model error in simulating flood seasonality measures:

Serr5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
XIDS;G2G

i 2XIDS;MEAS
i

� �2
1 YIDS;G2G

i 2YIDS;MEAS
i

� �2
r

(12)

where XIDS;G2G
i ; Y IDS;G2G

i

� �
and XIDS;MEAS

i ; YIDS;MEAS
i

� �
are the flood seasonality measures based on G2G and on

the measured data, respectively. Serr is computed for each of the 420 catchments. Results are organized by
four equally sized classes of Serr (quartiles): as classes increase (from class 1–4) the performance of the model
in simulating the flood seasonality measure deteriorates. This choice was made in order to provide a limited
number of classes that: (i) are equally sized and (ii) illustrate the change (deterioration) of the model perfor-
mance in simulating flood seasonality. Results in terms of PUM and NRMSE are presented in Figures 4 and 5

Figure 5. Normalized root mean square error (NRMSE) for different pooling schemes: SU
FEH currently used in the updated

FEH and SU
SEAS B based on the weighted flood seasonality computed from G2G modelled AMAX and BFIHOST. Results are

presented for different return periods (5, 10, 20, 30, 50, and 100 years) and for four equally sized classes of flood seasonal-
ity model simulation error (see equation (12)).
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(and Figures D2 and D3 in Appendix D) for each pooling scheme and for different return periods, organized
by classes of Serr .

In the case of ungauged sites, where the flood seasonality measures are computed using the AMAX esti-
mated by G2G (i.e., pooling schemes SU

SEAS B) the PUM and NRMSE depend on the model performance in
simulating flood seasonality. For 75% of the catchments (i.e., classes 1, 2, and 3), the PUMs and NRMSE for
the flood seasonality-based pooling scheme outperform the results of the current method across all the
analyzed return periods. Moreover, both the improvement in PUM and NRMSE increase as the return period
increases and in class 3 they are just below the PUM of the current pooling scheme.

For 25% of the analyzed catchments, where the model is not able to simulate the flood seasonality mea-
sures very well, the FEH pooling scheme outperforms the SU

SEAS B pooling scheme. In order to better under-
stand why the model has difficulties in simulating the hydrological regime for these catchments, Figure 6
shows the boxplot of catchments descriptors organized by classes of Serr (from 1 to 4).

As class number increases from 1 to 4, we observe a decrease in catchment area, mean annual rainfall, pro-
portion of the time in which the catchment is wet and mean catchment steepness. We also see an increase
of the urban areas in the catchments and in BFIHOST. Figure 7 compares the empirical distribution func-
tions of each descriptor for catchments in classes 1–3 (black line) and in class 4 (grey line). Although the
ranges of the distributions are similar, the shapes are very different and this is the case for every catchment

Figure 6. Boxplots of the catchment descriptors organized by classes of model error in simulating the flood seasonality measures.
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descriptor. The figure also confirms that the catchments in class 4 tend to be smaller, more permeable, flat-
ter, and slightly more urbanized than catchments in classes 1–3.

Class 4 contains a variety of catchments for which the model has difficulties in simulating the flow regimes
i.e., small flashy catchments, flat groundwater-dominated catchments, and urbanized catchments. For these
catchments and catchments with similar hydrological features, use of the existing FEH pooling scheme is
suggested.

5. Conclusions

In this paper, we have evaluated the effects of considering flood seasonality on pooling-group homogeneity
and accuracy in estimating growth factors and floods with a given return period. The methodology has
been applied and assessed over Great Britain. Two seasonality-based pooling schemes have been compared
with the current FEH pooling scheme; results are presented in terms of pooling-group heterogeneity mea-
sured by the H2 statistic and by the Gini index applied to the L-CV, and in terms of pooling-group accuracy
in simulating the flood quantiles for different return periods, measured by the PUM and NRMSE.

Results in terms of heterogeneity of pooling-groups suggest that the seasonality-based pooling schemes
outperform the FEH pooling scheme: the number of ‘‘homogeneous’’ groups according the H2 statistic
almost doubled compared to the FEH scheme.

Results in term of accuracy in estimating growth factors and floods with a given return period have been
evaluated for two different cases. In the first case, the seasonality measures have been computed using the
measured AMAX at the gauge station. This is typical when the site of interest has a short AMAX record
length. According to the PUM and NRMSE values, the seasonality-based pooling scheme outperforms the
FEH pooling scheme at all return periods. Moreover, the relative advance is seen to be greater at longer-
return periods.

Figure 7. Empirical distribution functions of each descriptor for catchments belonging to classes 1–3 (in black) and to class 4 (in grey).
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In the second case, we considered the site of interest as ungauged and evaluated the flood seasonality
measures using a physically based large-scale hydrological model (G2G). Results in terms of PUM and
NRMSE depend on the ability of the model to simulate the actual flood seasonality regime: the PUM and
NRMSE of the seasonality-based pooling scheme outperformed the corresponding values of the FEH pool-
ing scheme for 75% of catchments. In the remaining 25% of catchments, the model is not able to simulate
flood seasonality because catchments tend to be either smaller in size and with a flashy response, or flatter
and groundwater-dominated, or more urbanized. The fact that the improvement in PUM and NRMSE for
gauge sites is greater than for ungauged sites could be addressed with further model developments. They
might include: (i) the use of artificial abstractions and returns to improve simulations for groundwater domi-
nated catchments and (ii) improved representation of urban areas. Further investigation and evaluation of
the presented methodology should be carried out in climatic regions different from UK such as snow-
dominated areas and Mediterranean countries.

The new methodology we tested provided promising results and has demonstrated that the continuous
modeling simulation approach for flood frequency analysis could be a very important tool to complement
robust statistical approaches.

Appendix A: Pooling-Group Heterogeneity Measures and L-Moments

A1. Pooling-Group Heterogeneity Measures
Suppose that a pooling-group is made of N sites with record length ni, i 5 1,. . ..,N and sample L-moments
ratios t(i), tðiÞ3 , and tðiÞ4 where t, t3, and t4 are the sample L-CV, L-skewness, and L-kurtosis (see Hosking & Wal-
lis, 1997 for the concept of L-moments). The pooling-group average L-CV (tR), L-skewness (tR

3), and L-kurtosis
(tR

4) can be computed as:

tR5
XN

i51

ni � tðiÞ
	XN

i51

ni; tR
35
XN

i51

ni � t
ðiÞ

3

	XN

i51

ni; tR
45
XN

i51

ni � t
ðiÞ

4

	XN

i51

ni (A1)

and the statistic V2 can be computed as:

V25
XN

i51

ni � tðiÞ2tR
� �2

1 tðiÞ3 2tR
3

� �2

 � 0:5	XN

i51

ni (A2)

The method fits a four-parameter Kappa distribution to the regional average of the L-moment ratios (equa-
tion (9)) and uses it to generate 500 synthetic pooling-groups with N sites having the same record length as
the corresponding real-world sites. For each for the 500 homogenous sets V2 is computed and lV2 and rV2

represents its mean and standard deviation. Finally the heterogeneity measure H2 is defined as:

H25
V22lV2

rV2
(A3)

Other H-statistics (i.e., H1 and H3) can be defined considering the following statistics:

V15
XN

i51

ni � tðiÞ2tR
� �2

 � 0:5	XN

i51

ni (A4)

which allows us to define

H15
V12lV1

rV1
(A5)

and:

V35
XN

i51

ni � tðiÞ3 2tR
3

� �2
1 tðiÞ4 2tR

4

� �2

 � 0:5	XN

i51

ni (A6)

which allows to define

H35
V32lV3

rV3
(A7)
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A2. L-Moments
The theoretical L-moments k1; k2; . . . of a random variable X are defined as:

k15E X1:1½ �

k251=2 � E X2:22X1:2½ �

k351=3 � E X3:322X2:31X1:3½ �

k451=4 � E X4:423X3:413X2:42X1:4½ �

(A8)

where Xi:n denotes the i-th observation of an ordered sample of size n. E Xi:n2Xj:n
� 


is the expected value of
the difference between the i-th largest and the j-th largest observation in a sample of size n. The sample
estimates of the theoretical L-moments k1; k2; . . . are indicated by theoretical L-moments l1; l2; . . . and can
be computed by

l15b0

l252b12b0

l356b226b11b0

l4520b3230b2112b12b0

(A9)

where b0; b1; b2 are the unbiased probability weighted moments estimators (Greenwood et al., 1979; Hosk-
ing & Wallis, 1997):

b05
1
n

Xn

i51

x ið Þ

b15
1
n

Xn

i52

i21ð Þ
n21ð Þ x ið Þ

b25
1
n

Xn

i53

i21ð Þ � i22ð Þ
n21ð Þ � n22ð Þ x ið Þ

b35
1
n

Xn

i53

i21ð Þ � i22ð Þ � i23ð Þ
n21ð Þ � n22ð Þ � n23ð Þ x ið Þ

(A10)

Appendix B: Flood Frequency Analysis

We used the flood frequency analysis methodology first outlined by FEH and later updated by Kjeldsen
et al. (2008) because the study area is Great Britain. For estimating the T-year return period event (xT), it is
recommended to use the three parameters Generalized Logistic Distribution (GLO):

QT
x 5IFx � gT 5IFx � 11

b
j
� 12 T21ð Þj½ �

� �
(B1)

where n, a, and j are the location, scale, and shape parameters of the GLO distribution b5a=n, n5IFx , and T
is the return period. If the site is gauged, IFx is estimated by the median of the measured instantaneous
annual maxima, otherwise it is estimated by a regression model that uses catchment descriptors (see FEH,
1999 and Kjeldsen et al., 2008). The computation of the growth factor gT requires the estimation of the
parameters of the GLO distribution.

In the case of single-site analysis, the parameters of the GLO distribution are computed using a variant of
the method of L-moments presented in FEH, 1999 and Kjeldsen et al. (2008):

ĵ52tð3Þ

b̂5
t � ĵ � sin p � ĵð Þ

p � ĵ � ĵ1tð Þ2t � sin p � ĵð Þ

8><
>: (B2)

where t and tð3Þ are the sample L-moments ratios: L-CV and L-skewness. The combination of equations (B1)
and (B2) provides the so called at-site estimate.
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For ungauged or gauged sites with short-record length compared to T, the pooled analysis is suggested.
The parameters of the GLO distribution are estimated by a weighted average of the L-moment ratios for
each catchment of the pooling-group:

ĵP5
XN

j51

wL2SKEW
j � tð3Þj

b̂
P
5

tP � ĵP � sin p � ĵP� �
p � ĵP � ĵP1t P

� �
2t P � sin p � ĵP� � ; tP5

XN

j51

wL2CV
j � tj

8>>>>><
>>>>>:

(B3)

where the superscript P indicates the terms from the pooled analysis and wL2CV
j and wL2SKEW

j are two differ-
ent set of weights, one for L-CV and one for L-SKEW determined in Kjeldsen et al. (2007). They depend on:
(i) the record length of each site in the pooling-group and (ii) the catchment similarity distance in equation
(2) between the target site and the individual sites in the pooling-group. Moreover, if the target site is
gauged, it will receive a larger weight compared to the other sites in the pooling-group. For an accurate
description of the computation of the weighting factor, see Kjeldsen et al. (2008) p. 57.

The combination of equations (B1) and (B3) provided the so-called pooled estimate for the FEH pooling
scheme which is based on the catchment similarity measure in equation (2).

In the case of the new seasonality-based similarity distance measure, we have used the same weighting factor
formulation as Kjeldsen et al. (2008). This choice allowed us to perform a consistent comparison among the
two methods and to attribute eventual improvements in performance only to the similarity distance measure.

Appendix C: Grid-to-Grid Model Setup and Input Data

The Grid-to-Grid Model (Bell et al., 2007a) is a grid-based hydrological model that simulates surface and sub-
surface runoff, lateral movement of soil-moisture, and flow-routing along rivers. Applications include flood
forecasting (e.g., Cole & Moore, 2009), assessment of climate change impacts on floods and snowmelt (i.e.,
Bell et al., 2007b, 2009, 2016), and estimation of the index flood (Formetta et al., 2017).

Over Britain the model is typically applied at a 1 km2 grid resolution and a 15 min time-step, and is config-
ured using spatial data sets of topography, soil, and land cover. The most recent version of the model as pre-
sented in Bell et al. (2016) was tested over the Great Britain for the period 1960–2011. Driving data consist
of daily precipitation observations on a 1 km2 grid, (CEH GEAR: Keller et al., 2015), monthly potential evapo-
transpiration (PE) estimates on a 40 km2 grid (MORECS: Hough & Jones, 1997), and daily minimum and maxi-
mum temperature observations on a 5km2 grid for 1960–2014 (Perry et al., 2009) which were applied
through the day using a sine curve and downscaled to 1 km2 using a lapse rate and elevation data (Morris &
Flavin, 1990). Model output consisting of 15 min river flows were used to provide AMAX values for 1 km2

river grid-cells across Britain. The model includes both runoff production and flow routing components. In
the runoff production scheme, each 1 km2 cell maintains a water balance with input consisting of precipita-
tion (rainfall or snowmelt) and losses from evaporation. Lateral drainage, percolation, and groundwater flow
are simulated according to equations (1)–(11) in Bell et al. (2009). A probability distribution model (proposed
by Moore [1985, 2007] and used for example in Formetta et al. [2011, 2014]) invoked for each grid cell
ensures realistic quantities of saturation excess surface runoff even when the soil is not fully saturated. Sub-
surface and surface flows are simulated using two coupled one-dimensional kinematic wave equations. The
G2G model, which primarily simulates naturalized flow, was designed to be applied across wide areas, not
calibrated to individual catchment conditions. Model parameters are dependent on spatial data sets of
elevation, soil type, and land cover (short grass or urban/suburban areas), and soil hydraulic parameters are
linked to the dominant soil-type in a grid-square. Nationally applied parameters (e.g., kinematic wave speed
for land and river channels) were determined through manual adjustment to obtain good flow estimates for
as many catchments as possible, and thus not calibrated to individual catchment conditions.

Appendix D: Comparing Pooling Schemes Performances Including SSEAS

Figures D1–D3 replicates Figures 3 to 5 including the results for the SSEAS pooling scheme which is based
on the flood-magnitude weighted flood seasonality measure (equation (6)). For the gauged example
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Figure D2. Pooled uncertainty measure (PUM) for different pooling schemes: SU
FEH currently used in the updated FEH,

SU
SEAS based on the flood seasonality computed from G2G modeled AMAX, and SU

SEAS B based on the weighted flood sea-
sonality computed from G2G modeled AMAX and BFIHOST. Results are presented for different return periods (5, 10, 20,
30, 50, and 100 years) and for four equally sized classes of flood seasonality model simulation error (see equation (12)).

Figure D1. Pooled uncertainty measure (PUM) and normalized root mean square error (NRMSE) for different pooling
schemes: SG

FEH currently used in the updated FEH, SG
SEAS based on the flood seasonality computed from measured AMAX,

and SG
SEAS B based on the flood seasonality computed from measured AMAX and BFIHOST. Results are presented for differ-

ent return periods (5, 10, 20, 30, 50, and 100 years).
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(Figure 1) and for the ungauged example where the model G2G accurately reproduce flood seasonality
(Figures D2 and D3, classes 1–3) results consistently show that considering flood seasonality in the pooling-
group improves the estimation of growth factors and T-return period floods. Considering BFIHOST in the
pooling scheme (i.e., SSEAS_B) provided a smaller additional improvement. For the ungauged example where
the model G2G is not able to accurately reproduce flood seasonality (Figures D2 and D3, class 4), the effect
of BFIHOST in the pooling scheme tends to slightly reduce the error in estimating the growth factors and
T-return period floods.
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