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Abstract

Modern society relies substantially on satellite technology as it is involved in vital ser-

vices like telecommunication services, Earth observation, navigation, and many more.

There are more than 1000 operational satellites in Earth orbit and most of these spend

at least some of their time in the harsh environment of the Van Allen radiation belts.

The radiation belts are usually split into two regions, the inner and the outer radiation

belt. While the inner belt is considered stable, the flux of electrons in the outer belt

can vary over several orders of magnitude, reaching levels that may disrupt satellite

operations. It is therefore important to understand the variability of the outer belt and

ultimately to predict its behaviour.

In this thesis, the radiation belts are described by the BAS Radiation Belt Model

(BAS-RBM) which solves a 3D diffusion equation. The BAS-RBM requires accurate

diffusion coefficients that describe the interaction between electrons and plasma waves.

The most important plasma waves are chorus, plasmaspheric hiss, and EMIC waves.

Here, new statistical models of the diffusion coefficients for these waves are presented,

which considerably improve existing models. Among others, they benefit from better

global wave models due to improved satellite coverage, and revised wave normal angle

and plasma density models.

The results show that chorus waves are an important acceleration and loss mechanism

at energies up to about 1 MeV and for all pitch-angles, while plasmaspheric hiss is found

to be an essential loss process in the same energy and pitch-angle range. In contrast,

EMIC waves proved to be a relevant loss process for ultrarelativistic electrons, but only

at lower pitch-angles. The work presented here has led to a better understanding of

the variability of the outer radiation belt and has considerably improved the accuracy

and reliability of the modelling and forecasting capabilities.
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Introduction

Modern human society relies considerably on satellite technology, which provides es-

sential services like communication, the Internet, GPS, and the timing signal for the

stock markets. Unfortunately, most satellites operate in a region of space with a high

risk of natural hazard, namely the Van Allen Radiation Belts. In this region, the con-

centration and energies of protons and electrons can reach levels that can damage the

electronic components on a satellite by causing internal or surface charging, leading to

deterioration, which will cause disruption of services and in exceptional cases a total

loss of the satellite. It is therefore imperative to be able to describe and forecast the

temporal and spatial variability of the conditions in the near Earth environment, which

are the fundamental principles of space weather research. Due to the danger posed to

society, space weather became a concern at government level when it was added to the

UK national risk register in 2012.

The Van Allen Belts were the first major discovery of the space age in 1958. They

consist of energetic protons and electrons that are trapped by the Earth’s magnetic

field. The charged particles bounce back and forth between the northern and southern

hemisphere on the timescale of seconds, while they slowly drift around the Earth on a

timescale between tens of minutes and a few hours. While there is one proton belt that

has a peak proton flux near about 1.7 Earth radii (Re) at the geomagnetic equator, the

electron belt is split into two regions, the so-called inner and outer electron radiation

belts. In the equatorial region the inner belt is located between about 1.2 and 2 Re and

is generally considered stable, while the outer belt is located between about 3 and 7 Re

(in the equatorial region) and is highly variable. The flux of electrons with energies

ranging between about 100 keV up to several MeV inside the outer electron belt can

vary over several orders of magnitudes on a timescale of hours. Since most satellites

operate or pass through the region of the outer electron belt, they are in danger of

malfunctions caused by the electrons.

One of the most important processes for the variability of the outer electron belt is the
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electron acceleration and loss caused by wave-particle interactions between electrons

and plasma waves. Over the last decade various computational models were developed

in order to simulate the (outer) electron radiation belt including the effect of wave-

particle interactions. There are many different types of plasma waves, characterised by

their frequency range, location in space relative to the plasmapause, and their polarisa-

tion. The most important among them are whistler mode chorus waves, plasmaspheric

hiss, and Electromagnetic Ion Cyclotron (EMIC) waves. These three types of plasma

waves are well studied, but usually only for exemplary case studies based on few data.

Furthermore, their effect on the radiation belt variability still needs to be quantified on

a global scale. Therefore, the focus of this thesis is to develop considerably improved

models for the wave-particle interactions with plasmaspheric hiss, chorus and EMIC

waves and to study their effect on the radiation belts on a global scale.

At the British Antarctic Survey a large database was developed, that contains statis-

tical information about the various types of plasma waves from up to seven different

satellites covering a wide spatial and temporal range. Based on this database, novel

statistical models for whistler mode chorus, EMIC waves, and plasmaspheric hiss were

developed, considerably improving existing wave models. This thesis presents these

new wave models in individual chapters and discusses the improvements made, as well

as their impact on the global electron acceleration and loss rates. The necessary the-

oretical background and the computational tools used in this thesis are presented in

Chapter 1 and Chapter 2, while an overview of previously published work on plasma

waves is given in Chapter 3. The new wave models and their effects are presented in

Chapter 4 for chorus waves, in Chapter 5 for EMIC waves, and in Chapter 6 for plasma-

spheric hiss. The thesis concludes in Chapter 7 with an evaluation of the computational

model and the presented three wave models. This is performed by a comparison of the

simulation and the data for a selected period of the Van Allen Probes satellite mis-

sion, which provides the most recent and most detailed measurements of the Van Allen

radiation belts.



CHAPTER 1

Theoretical Background

1.1 Introduction

The aim of this chapter is to present the theoretical background needed to understand

the physical processes that enable electromagnetic waves to interact with electrons

inside the Van Allen radiation belts. This is a complex process that includes three

components, namely the trapping of electrons inside the radiation belts, the propagation

of electromagnetic waves in the radiation belts, and the interaction between these

waves and the trapped electrons. The chapter begins with a short introduction of

the solar-terrestrial environment, including the interaction of Earth’s magnetic field

with particles emitted by the Sun. This is followed by the theoretical description of

the motion of charged particles trapped inside magnetic and electric fields, such as the

Earth’s. Then, the theoretical description of the plasma surrounding the Earth is given.

This plasma acts as a guiding medium for electromagnetic waves, whose characteristics

and propagation inside the plasma are also described. The interaction between these

waves and the trapped particles gives rise to acceleration and loss processes. The

theoretical framework for this interaction concludes this chapter.

The derivations in this chapter loosely follow the books of Walt [1994], Chen [1984],

and Bittencourt [2004], if not explicitly stated otherwise. All equations are derived in

SI-units.

1.2 Solar-Terrestrial Environment

1.2.1 The Sun and Interplanetary Space

The environment of the Sun and the Earth form a coupled system that is linked through

dynamic electromagnetic effects and charged particle interactions, which drive the space

weather effects found at the Earth. The Sun is a nearly perfect spherical ball of hot

plasma, composed primarily of hydrogen (73 %) and helium (25 %), with trace amounts
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of heavier elements, such as oxygen, carbon, and iron [Kivelson and Russell, 1995].

The Sun is divided into several layers, separated by their density and temperature.

From the outer layer, called the corona, there is a continuous outflow, expanding radially

through the solar system. This so-called solar wind is a plasma primarily composed of

protons and electrons, whose energy is high enough to escape the Sun’s gravity. The

solar magnetic field carried by the solar wind is the interplanetary magnetic field (IMF)

[Parker , 1965]. The solar wind is usually separated into two components, the slow and

the fast solar wind, which are defined by their velocity. The slow solar wind typically

has a speed of about 400 kms−1, while fast solar wind streams can reach a speed of

about 750 kms−1 [Kivelson and Russell, 1995]. The fast solar wind originates in large

coronal holes, which are regions where the Sun’s magnetic field does not reconnect

to the Sun, creating open field lines. This allows plasma to escape more easily and

hence at higher speeds. As a consequence, the coronal density and temperature are

reduced in this region, further increasing the release of plasma. Coronal holes can last

multiple rotations of the Sun, and they are associated with geomagnetic storms (See

Section 1.2.6) that reoccur on a period equivalent to the sum of the solar rotation,

which is 25.4 days, and the movement of the Earth in its orbit around the sun, adding

up to about 27 days. Fast solar wind streams can cause an increase of the high energy

electron flux trapped by the Earth’s magnetic field.

In addition to the constant flow of solar wind there are the so-called coronal mass

ejections (CMEs), which are a release of large quantities of coronal matter into space,

usually accompanied by electromagnetic radiation. CMEs are associated with non-

recurring geomagnetic storms, that can potentially cause an increase or decrease of the

electron flux.

1.2.2 The Earth’s Magnetic Field

The Earth’s magnetic field, also known as the geomagnetic field, is believed to be

generated by electric currents in the conductive material of the Earth’s core. If the

Earth was isolated in space, its field could be approximated as a dipole field that is

tilted away from the Earth’s rotational axis by about 11◦. The rotational axis itself is
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tilted about 23.5◦ from the vertical to the Sun’s ecliptic plane [Kivelson and Russell,

1995]. Assuming a dipole field, the magnetic field B0 of the Earth at a point in space

defined by the radial distance R to the surface of the Earth (in units of Earth radii)

and the geomagnetic latitude λm can be calculated by:

B0 = Bd
R3 ·

√
1 + 3 sin2(λm) (1.1)

where Bd = 3.12 · 10−5 T is the mean value of the Earth’s dipole magnetic field at the

magnetic equator on the Earth’s surface.

If the geomagnetic field was a perfect dipole, the contours of constant magnetic field

strength would be constant with geomagnetic latitude. However, early geological sur-

veys showed that this is not the case and instead, asymmetries in the Earth’s interior

currents introduce higher order terms. Figure 1.1 shows measurements of the geo-

magnetic field taken in June 2014 by the SWARM satellite [ESA/DTU Space, 2014],

showing the distorted geomagnetic field. One particular feature is the so-called South

Atlantic anomaly, where the Earth’s magnetic field is much weaker than at other lon-

gitudes, with consequences for the shape of the Van Allen Radiation belts (see Section

1.2.5).

1.2.3 The Earth’s Magnetosphere

The Earth’s magnetosphere is the region of space where the Earth’s magnetic field is

able to control the movement of charged particles. On the dayside the Earth’s magnetic

field, as approximated in the previous section, is compressed by the Sun’s solar wind.

The solar wind is diverted by the Earth’s magnetic field, flowing around the Earth

and thereby extending the magnetic field on the nightside. This so-called magnetotail

can extend up to several hundred Earth radii [Dungey, 1965] and is comprised of two

lobes, the northern and the southern lobe, which are separated by an area of weaker

magnetic fields where the density of charged particles is higher, the so-called plasma

sheet. The region where the pressure from the solar wind is balanced by the pressure

created from the Earth’s magnetic field is called the magnetopause. This boundary



6 Chapter 1: Theoretical Background

Figure 1.1: Snapshot of the main magnetic field at Earth’s surface as of June 2014
based on Swarm data. Taken from ESA/DTU Space [2014].

effectively separates the charged particles that are moving inside the Earth’s magnetic

field from the charged particles forming the solar wind. Since the solar wind pressure

varies, the location of the magnetopause is not fixed in space and hence constantly

changes size and shape. The solar wind that flows around the Earth also gives rise to

an electric field that points from dawn to dusk, the so-called convection electric field.

Its magnitude is proportional to the magnetic field strength and more importantly to

the solar wind velocity. A schematic representation of the Earth’s magnetosphere is

given in Figure 1.2.

1.2.4 The Earth’s Plasmasphere

One important part of the magnetosphere is the so-called plasmasphere, the region that

contains a larger concentration of low-energy charged particles. The plasmasphere is

mainly composed of hydrogen, helium and oxygen ions, which form a cold (≈ 1 eV),

dense (10− 10000 cm−3) plasma, co-rotating with the Earth. The source of the plasma

in the plasmasphere is mainly the continuous outflow of ions streaming upward from
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Figure 1.2: Artists representation of the Earth’s magnetosphere. From [Robert DeMa-
jistre, 2014].

the Earth’s ionosphere along the Earth’s magnetic field [e.g. Hargreaves, 1979; Gal-

lagher and Comfort, 2016]. These ions remain trapped inside closed field lines and

under the assumption of diffusive equilibrium they will fill up the plasmasphere. The

plasmasphere begins at an altitude of about 90 km and extends up to about 4-8 Earth

radii, depending on geomagnetic conditions [Darrouzet et al., 2009]. During quiet geo-

magnetic conditions the plasmasphere is in the shape of a torus, while during disturbed

times the plasmasphere can get deformed by sunward plasma convection leading to the

so-called plasmaspheric plumes [Lemaire and Gringauz, 1998]. The outer boundary of

the plasmasphere is called the plasmapause, which is defined as the region where the

plasma density rapidly decreases by more than one decade. The location of the plasma-

pause depends on geomagnetic activity and can typically be found between about 6RE

during geomagnetically quiet times and about 3RE during active periods [Carpenter

and Anderson, 1992].

The cold and dense plasma of mainly ionospheric origin that constitutes the plasma-
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sphere is usually confined inside the plasmapause and is not lost to the outer magne-

tosphere. Furthermore, the plasma inside the plasmasphere is isolated from the hotter

magnetospheric plasma found outside the plasmapause. These two effects are the con-

sequence of the motion of the plasma due to a total electric field E, which is mainly

comprised of two components. The first one is the convection electric field Ec described

in Section 1.2.3. It points from dawn to dusk and is proportional to the magnetic field

strength and the solar wind velocity. In addition, the total electric field includes a

contribution associated with the rotation of the Earth, the so-called corotation electric

field Er. This component points radially inwards and is proportional to the magnetic

field strength, but independent of the solar wind velocity. The configuration of the

convection and corotation electric field, as well as the resulting total electric field are

illustrated in Figure 1.3.

We can see that the total electric potential is compressed on the dawn side and stretched

on the dusk side. The lines of constant electric potential close to the Earth are closed

and nearly circular, while they become tear-drop shaped at larger radial distances.

They eventually progress to open equipotential lines at even larger radial distances.

The transition between the open and closed equipotential configuration describes the

location of the plasmapause. The point where Ec and Er are equal and of opposite sign

is the so-called stagnation point. It was shown by Lyons and Williams [1984] that this

location moves radially inwards as the corotation electric field increases. Since Ec is

proportional to the solar wind velocity, we can directly infer that the last closed electric

equipotential moves closer to the Earth if the geomagnetic activity increases.

Dynamics of The Plasmasphere

The motion of the cold plasma particles inside the plasmasphere is dominated by the

so-called E × B drift (See Section 1.3.2). If we assume that the magnetic field lines

are equipotentials, the E × B drift velocity has to lie along lines of constant electric

potential ϕ, with E = −∇ϕ. The shape of the plasmasphere is therefore determined

by the configuration of the electric field described before. As the charged particles of

the plasma follow the lines of constant electric potential shown in Figure 1.3 they are

trapped in the region of closed electric equipotentials close to the Earth. At larger
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Figure 1.3: Sketch of the electric field equipotentials of the uniform convection electric
field (top left), corotation electric field (top right) and the resulting total electric field
(bottom). From Lyons and Williams [1984].

radial distances the particles’ drift paths become open and the plasma is transported

away from the inner magnetosphere. The plasmapause is hence expected to be tear-

drop shaped with a bulge around 18 MLT.

The plasmasphere is created by the continuous outflow of ions streaming upward from

the Earth’s ionosphere which are slowly being transported to larger radial distances up

to the plasmapause. Let us now assume that the plasmapause was fully formed due to

a sufficiently long geomagnetically quiet period. If this quiet period was followed by

a geomagnetically active time with larger solar wind velocity, the convection electric

field will increase and hence, the closed drift paths move closer to the Earth. If this

happens on a short timescale compared to the drift times of the cold, dense plasma, the
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Figure 1.4: Plasmapause location for selected times after a sudden increase of the
convection electric field. From Grebowsky [1970].

outermost plasma that was previously on closed drift paths will now be on open drift

paths that are dominated by the convective electric field. This part of the plasma is

therefore convected sunward, creating a tail-like structure of the plasmasphere on the

dusk side pointing towards the sun [e.g. Chen and Wolf , 1972]. This region is called a

plasmaspheric plume. If the active condition persists, the plume will be rapidly eroded

on a timescale of about one day or less [Park, 1974], until the plasmasphere reaches the

tear-drop shape determined by the total electric field configuration. The time evolution

of the plasmasphere including the formation of a plume after a sudden increase of the

convection electric field is depicted in Figure 1.4.

Once the geomagnetic storm ceases, the plasmasphere slowly refills, since the stagnation

point will move to larger Earth radii. Measurements have shown that the timescale for

the refilling depends on L-shell, ranging from around one day at L = 2.5 up to about

8 days at L = 4 [Park, 1974].
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1.2.5 Van Allen Radiation Belts

The Van Allen radiation belts are a doughnut-shaped region, where the geomagnetic

field has trapped high energy electrons and protons, that circulate around the Earth.

While protons form one single belt ranging from about 1.2−7.0 Earth radii (RE), with

a peak near about 1.7RE , two separate electron radiation belts were discovered at the

beginning of the space age, over 50 years ago [Van Allen and Frank, 1959; Van Allen,

1959]. They were named the inner and the outer Van Allen (electron) radiation belts.

The inner electron belt is located close to the Earth ranging from about 1.2 − 2.0RE

and the outer radiation belt is located from about 3 to 7RE and beyond. The shape

of the radiation belts is distorted, since the Earth’s magnetic field is not a dipole field.

For instance, the inner radiation belt is located closest to the Earth above the South

Atlantic anomaly.

The proton belt is characterised by protons with an energy ranging from a few tens

of keV up to several tens of MeV close to the Earth, while the proton energies are

much lower in the outer regions [Gusev et al., 2003]. The majority of the electrons

characterising both the inner and the outer electron belt cover energies from about

100 keV extending to several MeV. Quantifying the upper limit of the electron energies

of the inner radiation belt proves to be rather difficult, due to the background noise

created by high-energy protons that exist in the inner radiation belt zone.

While the inner belt is considered as stable, except during the most intense geomagnetic

storms [Baker et al., 2007], the electron fluxes in the outer radiation belt are highly

variable, dependent on the geomagnetic conditions [Paulikas and Blake, 1979; Baker

et al., 1986]. It was suggested that the outer belt forms during geomagnetically quiet

conditions as a result of radial diffusion of trapped electrons towards the Earth and

losses to the atmosphere due to wave-particle interactions [Lyons and Thorne, 1973].

During geomagnetically active periods however, the flux of high energy electrons can

vary significantly on timescales of a few hours [Baker et al., 1986, 1994; Li et al., 1997].

It is believed that these variations are due to enhanced radial transport and electron

acceleration and loss caused by wave-particle interaction [Li et al., 2001; Friedel et al.,

2002; Horne, 2002].
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Recent measurements taken by the Van Allen Probes satellites have shown that the

electron fluxes at energies greater than about 800 keV are very low or non-existent in

the inner belt, while there were significant electron fluxes at lower energies during the

same periods [Fennell et al., 2014]. Recently it was discovered that the outer radiation

belt can split into two belts, effectively creating a narrow third radiation belt. This

third belt consisted of ultrarelativistic electrons with energies as high as 5.6 MeV and

persisted for about 4 weeks [Baker et al., 2013].

1.2.6 Geomagnetic Storms

A geomagnetic storm is caused by a prolonged coupling between the solar wind and

the magnetosphere, during which large amounts of energy are transferred into the

magnetosphere. A geomagnetic storm can usually be separated into three different

phases. The first phase causes an increase in the horizontal component (H-component)

of the low latitude geomagnetic field and is called the storm sudden commencement

(SSC). This phase is caused by a compression of the magnetosphere, caused by a rapid

increase of the solar wind pressure. The SSC is followed by the main phase, where the

H-component rapidly decreases, as the result of a sudden injection of charged particles

from the magnetotail into the magnetosphere. This phase typically lasts less than a day

and results in a very disturbed magnetosphere. It is usually accompanied by a large

number of plasma waves. The last phase of a geomagnetic storm is the recovery phase,

where the geomagnetic conditions gradually return to the state before the storm. The

recovery phase can last between 1 and 7 days.

1.2.7 Substorms

In contrast to the long lasting geomagnetic storms, substorms are short disturbances

of the geomagnetic field, lasting for a few hours, during which energy is transferred

into the magnetotail and eventually quickly released into the high latitude ionosphere.

Substorms are hence primarily observed in the polar regions and they are accompanied

by enhanced aurora. A substorm consists of three phases, with the first one being

the growth phase, during which the dayside reconnection between the solar wind and
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the magnetosphere creates open field lines, which have one end connected to the solar

wind and the other connected to the Earth. The flow of the solar wind thereby carries

magnetic flux towards the magnetotail and as a consequence additional energy is stored

in the expanded tail lobes. Furthermore, the magnetopause is eroded by this process.

During the second phase, the so-called substorm expansion phase, the stretched field

lines in the magnetotail reconnect to close the open field lines. The now closed field

lines relax and snap back to their original state, releasing the energy stored in the tail

lobes into the ionosphere. The last phase of a substorm is the recovery phase, during

which the magnetosphere returns to its initial state before the substorm.

During geomagnetic storms and substorms electrons and ions are injected into the

magnetosphere. The injection of mainly electrons and ions in the energy range of

tens of keV significantly enhances the so-called ring current [Gonzalez et al., 1989] and

in turn considerably affects the generation of plasma waves as well as the motion of

charged particles.

1.2.8 Magnetic Indices

Since the geomagnetic conditions have a great impact on the shape of the Earth’s mag-

netic field and hence the resulting particle distributions inside the Van Allen radiation

belts, it is imperative to have a measure of (sub)storm activity. Measuring the various

corresponding parameters directly in space requires satellites to be present. Since these

are unable to provide measurements at many locations in space at all times, we must

rely on ground based measurements. There are a variety of indices available that aim

to provide measurements that represent the geomagnetic conditions based on data from

a worldwide distribution of observatories. In the following, the most commonly used

indices will be discussed.

Auroral Electrojet Index AE

The Auroral Electrojet index (AE) provides a measurement of the auroral zone com-

ponent of electric currents, which are often diverted along field lines during magnetic

storms, in particular during substorms. The AE index is derived from the one minute
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readings of the H-component of the geomagnetic field, measured by a number of ob-

servatories in the northern and southern hemisphere, close to the auroral ovals. From

all these individual measurements at the various observatories, the average intensity

during the five geomagnetically quietest days of the preceding month is subtracted and

the lowest and highest value of the H-component among all observatories is stored at

the one minute resolution of the measurements, defining the AL and AU index, re-

spectively. The AE index is then defined as the difference between AL and AU in nT

[Davis and Sugiura, 1966] and stored as a function of Universal Time, providing a mea-

surement of substorm activity on a one minute time resolution. Since the AE index is

related to substorm activity and hence associated with the generation of various types

of plasma waves, it provides a comparably good index for wave-particle interactions.

Planetary K Index Kp

The K-index is used to quantify disturbances in the horizontal component of the geo-

magnetic field during irregular and rapid storm-time magnetic activity [Bartels et al.,

1939]. It is an integer value on a quasi-logarithmic scale in the range of 0-9 with val-

ues of 0.0, 0.3, 0.7, 1.0, 1.3, ..., where 0 represents absolutely quiet conditions and 5

and above represent a geomagnetic storm. The K-index is derived from the maximum

fluctuations of the horizontal components at each observatory individually and scaled

in such a way that the historical rate of occurrence of certain levels of K are about

the same at all observatories. This is necessary since the maximum fluctuation of the

H-component depends on latitude, with larger fluctuations at higher latitudes during

the same geomagnetic conditions. The K-index is determined at the end of a predefined

three hour interval as the sum of the maximum positive and negative deviations from

the average horizontal component of the field.

The planetary K index (Kp) is derived as the weighted average of all K-indices from

all geomagnetic observatories around the world.

Disturbance Storm Time Index Dst

The disturbance storm time index (Dst) was designed to measure the enhancement

of the westward magnetospheric equatorial ring current due to injections of magneto-
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tail protons and electrons [Sugiura and Hendricks, 1967]. The ring current exhibits

a magnetic field and hence, the enhancement of the ring current around the Earth is

associated with a reduction of the Earth magnetic field, as the two magnetic fields are

opposed. The calculation of the Dst index is similar to that of the AE index, but

more refined. The horizontal component data from low-latitudinal observatories are

used at the one minute time resolution and diurnal and secular variation baselines are

subtracted. In order to map all measurements from all latitudes onto the equator, a

geometric normalisation is performed. The average of all the data then defines the Dst

index, where a negative value of Dst describes the presence of the ring current, and is

often used as a measure of the strength of a magnetic storm.

1.3 Motion of a Charged Particle in Electromagnetic Fields

In order to understand the physical processes that allow the Earth’s magnetic field to

trap charged particles, we need to study the underlying fundamental physics of the

motion of a charged particle in an electromagnetic field. The complex motion will

be derived step by step, starting with the motion in an easy to understand uniform

magnetic field. The complexity of the electromagnetic field will be increased and the

resulting particle motions will be introduced, along with fundamental parameters and

constants of space plasma physics.

If a charged particle with charge q and velocity v travels through an electromagnetic

field the motion of the particle is described by the Lorentz equation:

FL =
dp
dt = q(E + v ×B) , (1.2)

where FL is the Lorentz Force acting on the particle and p the resulting particle mo-

mentum. The electric field is denoted by E and the magnetic field by B. For simple

geometries and simple electromagnetic fields the Lorentz equation can easily be solved

analytically. Since the electromagnetic condition of the Earth fulfils neither of these

conditions, a complex analysis is needed to describe the motion of a particle in Earth’s
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magnetic field. Here, we will build up the physical properties of the electromagnetic

field step by step starting with simple geometries and arriving at geometries close to a

realistic description of the Earth’s field. We will thereby explain the resulting key con-

sequences for a charged particle. The derivations will aim to describe general particles

but might focus on electrons, as these are the topic of this thesis. It will be shown,

that charged particles in Earth’s magnetic field rotate around a magnetic field line, and

will get trapped and guided by the magnetic field, forcing them to bounce between the

magnetic poles and drift around the Earth.

The Lorentz Force (Eq. 1.2) can be separated into components that are parallel FL,q

or perpendicular FL,⊥ to the acting magnetic field B:

FL,⊥ =
(dp

dt

)
⊥

= q(E⊥ + v⊥ ×B) (1.3)

and

FL,q =
(dp

dt

)
q

= qEq . (1.4)

The parallel component of the Lorentz Force does not therefore depend on B, since the

resulting vector of a cross product is always perpendicular to the two creating vectors.

1.3.1 Uniform Magnetic Field

If we assume that there is no external electric field (E = 0) and the magnetic field is

uniform, i.e. the intensity (or strength) of the magnetic field is constant in time and

space, the parallel component of the Lorentz Force (Eq. 1.4) becomes:

(dp
dt

)
q

= 0 . (1.5)

This means that pq = const, and hence movement of the particle parallel to the magnetic

field will be of constant speed.
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The perpendicular component of the Lorentz Force (Eq. 1.3) becomes:

FL,⊥ =
(dp

dt

)
⊥

= q(v⊥ ×B) . (1.6)

Hence, FL,⊥ is perpendicular to v⊥ and the magnetic field B. This means that a

charged particle that moves across a magnetic field line will be forced onto a circular

trajectory around this field line. The Lorentz Force hence acts as a centripetal force,

i.e.

mv2
⊥
ρ

= qv⊥B , (1.7)

where ρ is the radius of the circular trajectory of the charged particle around the field

line. This radius is commonly called the gyroradius or cyclotron radius and its definition

can be obtained by solving Eq. 1.7 for ρ:

ρ = mv⊥
qB

= p⊥
qB

. (1.8)

We can see that the sign of the charge determines the orientation of the motion around

the magnetic field. Furthermore, the cyclotron radius is directly proportional to the

particle’s mass, which means that a proton moving at the same speed as an electron will

have a cyclotron radius that is about 1836 times larger than the one of the electron,

but at the same time its kinetic energy would be significantly larger. For a mildly

relativistic electron (Ekin ≈ 150 keV) at a radial distance of 6RE the electron cyclotron

radius decreases from about 10 km near the equator to about 5 km at a latitude of 60◦.

Overall, a charged particle in an uniform magnetic field therefore rotates around a

magnetic field line and moves along the field line at constant speed, and hence displays

helical motion. In Earth’s magnetic field, the non-uniformities of B happen on a scale

much larger than the cyclotron radius, which means that the primary motion of a

charged particle in Earth’s magnetic field is the helical motion around a field line as

depicted in Figure 1.5.
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Figure 1.5: Helical motion of a charged particle in an uniform magnetic field.

Cyclotron Frequency

A fundamental parameter in space plasma physics is the (angular) cyclotron frequency

or gyrofrequency Ωσ, since spectral properties of waves in plasmas often show a de-

pendence on frequency bands that are relative to the cyclotron frequency of specific

ions or an electron. For instance, chorus waves are separated into two bands that

are relative to the electron cyclotron frequency, while EMIC waves are separated by

their frequency relative to the hydrogen, helium, and oxygen ion cyclotron frequencies

(details are presented in the corresponding chapters). The cyclotron frequency is the

angular frequency (in radians per second) of the circular motion of a charged particle

(ion or electron) and can be defined using the cyclotron radius (Eq. 1.8). Generalising

for a charged particle (electron or ion) of species σ, which is affected by the Earth’s

magnetic field B0, the cyclotron frequency becomes:

Ωσ = v⊥
ρσ

= qσB0
mσ

. (1.9)

Note that Ωσ includes the sign of the charge.

In keeping with convention, the angular cyclotron frequency (in radians per second)

will be used in all the following derivations. However, in recent publications, results are
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Figure 1.6: Cyclotron frequency of an electron (blue line) and proton (red line) as a
function of L-shell. The dashed and dotted green lines show frequently used multiples
of the electron cyclotron frequency.

usually presented using the non-angular cyclotron frequency (in Hz) denoted by fcσ:

fcσ = Ωσ

2π = v⊥
ρσ

= qσB0
2πmσ

. (1.10)

The electron cyclotron frequency fce as well as the hydrogen ion cyclotron frequency fcp

are shown in Figure 1.6 as a function of the McIlwain L-shell parameter (See section

1.3.4).

1.3.2 Uniform Electric and Magnetic Field

If we introduce an uniform electric field in addition to the uniform magnetic field

described in the previous section, the parallel component of the Lorentz force (Eq. 1.4)

becomes

FL,q = qEq , (1.11)
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which would lead to an acceleration (or deceleration) of the particle along the Earth’s

magnetic field, resulting in a larger (or smaller) pitch of the helical movement. Al-

though electric fields parallel to the magnetic field of the Earth play an important role

in accelerating particles in the aurora, they are rarely found in the region of the mag-

netosphere where charged particles are trapped [Walt, 1994]. This means that they can

usually be neglected.

E x B Drift

The component of the Lorentz force perpendicular to the Earth’s magnetic field (Eq.

1.3) in an uniform electric field becomes:

FL,⊥ =
(dp

dt

)
⊥

= q(E⊥ + v⊥ ×B) . (1.12)

We can directly see that the introduction of an uniform electric field will cause an ad-

ditional acceleration of the particle compared to the case without an electric field. In

order to describe this additional motion, we will perform a Lorentz coordinate transfor-

mation, which allows us to separate the velocity v⊥ caused by FL,⊥ into a component

that is identical to the one seen by an observer without any electric field (v′⊥) and into

the remaining component only caused by the electric field (vE). This means that in

the frame of reference moving at vE the effects of the electric field vanish and only the

helical motion is observed. Hence:

v⊥ = v′⊥ + vE . (1.13)

The component of the electric field perpendicular to B can be expressed as [Bittencourt,

2004]:

E⊥ = −
(
E ×B
B2

)
×B . (1.14)
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Figure 1.7: E ×B drift motion as observed in a stationary frame of reference.

Using this expression for E⊥ and Eq. 1.13 we can rewrite the perpendicular component

of the Lorentz force (Eq. 1.12) as:

FL,⊥ = q

(
v′⊥ + vE −

E⊥ ×B
B2

)
×B . (1.15)

We can now directly see that if the observer moved with the velocity

vE = E⊥ ×B
B2 , (1.16)

the motion of the particle would seem to be unaffected by any electrical field. Going

back to the frame of reference of an external observer, the uniform electric field will

therefore introduce an additional force acting on the charged particle, resulting in an

additional velocity vE , which is called the E×B drift. The resulting motion is illustrated

in Figure 1.7.

1.3.3 Inhomogeneous Electric and Magnetic Field

So far we have only considered the effects of uniform electric and magnetic fields on

charged particles. While the equations of motions for these cases are relatively easy to

derive and thereby allow the explanation of some of the fundamental effects for charged

particles in these fields, a complete understanding of the motion of charged particles in
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the radiation belts can only be obtained by analysing fields that are representative for

the Earth’s electromagnetic field. First of all, the Earth’s magnetic field has a strong

gradient pointing along the magnetic field (z-axis), which is fundamental to trap a

charged particle inside the field. Additionally there are further slight differences of

the electric and magnetic field of the Earth, causing inhomogeneities. Although the

fields experienced by even a charged relativistic particle are nearly uniform during one

gyration, the slight inhomogeneities accumulate over time and create a deviation from

the helical motion derived for uniform fields.

Since the mathematical description of these problems is quite extensive, it is not useful

to derive all the equations here. Instead, a concise summary of important effects for the

particle motion, as well as underlying assumptions and restrictions will be presented.

Mirror Force

As discussed in the previous sections, a charged particle moving perpendicular to a

homogeneous magnetic field rotates around the magnetic field due to the Lorentz force.

The cyclotron radius of this motion is inversely proportional to the strength of the

magnetic field, which means that as the magnetic field increases, the cyclotron radius

decreases. Let us now assume that the particle is moving inside an inhomogeneous

magnetic field, which is cylindrically symmetric around the z-axis with a gradient of the

field along the z-axis. If the particle is moving towards the stronger magnetic field, the

radius of its helical motion will decrease. As the magnetic field increases, the orientation

of the field lines change and therefore a component of B that is not perpendicular to

the cyclotron motion will arise. This will in return create a component Fm of the

Lorentz force that points against the gradient of the magnetic field, decelerating the

particle along the z-axis towards the point of weakest magnetic field, as depicted in

Fig. 1.8. Since Fm will act on the charged particle as long as there is a gradient in the

magnetic field, the z component of the particle’s velocity will eventually decrease to

zero. Then Fm will accelerate the particle towards the weaker field, effectively mirroring

the particle. The particle will then be accelerated further until it reaches the point of

weakest field, where the particle will pass into the region of opposite magnetic field
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Figure 1.8: Geometry of the mirror force in an inhomogeneous magnetic field along the
z-axis.

gradient. From here on, the direction of Fm will reverse, again pointing back to weaker

field, and hence decelerating the charged particle again. The charged particle will

therefore bounce back and force between the mirror points and due to this behaviour,

the component Fm of the Lorentz force due to the gradient of the magnetic field along

the z-axis is called the mirror force. Mathematically Fm is given by:

Fm = −mv
2
⊥

2B0
· ∂B
∂z
· êz

= −µ · ∂B
∂z
· êz . (1.17)

The quantity µ is called the magnetic moment and is defined as:

µ = mv2
⊥

2B0
. (1.18)

We can see that the location of the mirror point depends on the gradient of the magnetic

field and most importantly on the particle’s kinetic energy perpendicular to B0. It is

furthermore determined by the particle’s initial velocity parallel to B0, which means

that v⊥ has to be sufficiently large compared to vq in order to provide enough space for

the particle to be mirrored instead of hitting the Earth’s atmosphere. This idea gives
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rise of the concept of the loss cone, which is discussed in detail in Section 1.3.4.

Note that if a particle is injected in a region where the field has no defined gradient and

the particle’s velocity doesn’t have any component parallel to the magnetic field, the

particle won’t experience any mirror force and therefore it will be trapped gyrating at

this location. Assuming a perfect dipole field for the Earth’s magnetic field, this would

allow particles to be trapped at the equator, as long as their velocity did not have any

component parallel to the magnetic field during the injection.

Gradient B Drift

Let us now consider the effects of a magnetic field that is inhomogeneous in the x-y-

plane, i.e. perpendicular to B, where ∇B is in the y-direction. If a charged particle

moves through this inhomogeneous magnetic field, the Lorentz force, which is forcing

the particle to gyrate around the field line, will be affected by the changes of the

magnetic field. Due to the gradient of the magnetic field during the gyration orbit, the

gyroradius of the particle would be reduced or increased depending on the strength of

the magnetic field in each region of the orbit, as illustrated in Fig. 1.9. The particle

is decelerated, when it moves into a region where the magnetic field becomes weaker,

and accelerated, when the field becomes stronger. The particle therefore experiences a

drift that depends on the gradient of the magnetic field and of course on the charge of

the particle. The gradient B drift velocity v∇ is given by:

v∇ = mv2
⊥

2qB3 (B ×∇B) . (1.19)

It can be seen that the gradient B drift is perpendicular to the gradient of the magnetic

field ∇B and to the magnetic field itself. Furthermore, the gradient B drift depends

on the particle’s kinetic energy perpendicular to B, which is different to the energy

independent E x B drift.

The presented expressions for the gradient drift employed a Taylor series expansion of

the magnetic field around the spatial coordinate, and only the first terms of the Taylor

series was used to derive the given equation. This means that the expression for the
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Figure 1.9: Geometry of the gradient B drift of an electron in an inhomogeneous
magnetic field pointing out of the paper.

gradient drift become less valid for larger spatial differences, i.e. a larger gyroradius or

magnetic field gradient.

Here, we will use the convention that the direction of a gradient points towards higher

fields, or in other words ’up the slope’.

Curvature Drift

The curvature drift is caused by the centripetal force acting on a charged particle

moving along a curved field line. This drift therefore has to be proportional to the

particle’s velocity (and hence energy) parallel to the field line. The centripetal force is

then defined as:

F z = mv2
q

Rc
·
Rc
Rc

, (1.20)

where Rc is the vector pointing from the centre of the Earth towards the charged

particle, moving with velocity vq. In analogy to the E x B drift (Eq. 1.16), the

curvature drift velocity is defined as:

vc = F z ×B
qB2 (1.21)
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Figure 1.10: Sketch (not on scale) illustrating the ring current as a result of the com-
bined gradient B drift and curvature drift velocity vGC . From [Bittencourt, 2004].

Inserting the definition of F z yields for the curvature drift velocity vc:

vc = mv2
q

q
· Rc ×B
R2
cB

2 (1.22)

Ring Current

Since both the curvature and the gradient B drift depend on the sign of the charge,

opposite charges will drift in opposite directions. Thereby charges of the (neutral)

plasma will be separated, effectively creating a current. In Earth’s magnetic field, both

drifts will cause negatively charged particles to drift eastward and positively charged

particles to drift westward, which can easily be understood for the curvature drift. For

the direction of the gradient B drift we have to consider that Earth’s magnetic field

decreases with altitude, and hence ∇B points towards the Earth. The resulting net

current is known as the ring current. An illustration of the combined gradient B drift

and curvature drift velocity leading to the ring current is given in Figure 1.10.
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Bounce and Drift Periods

As we have just seen, the mirror force will cause a particle to bounce between the

mirror points, and the curvature and gradient B drift will cause the particle to drift

around the Earth. The periods of the bounce and drift motions of a charged particle

were approximated in Walt [1994]. Under the assumption of a dipole field, the bounce

period τb [in seconds] is given with an error of about 0.5 % by

τb = 0.117
(
R0
RE

)
c

v

[
1− 0.4635(sinαeq)3/4

]
, (1.23)

where R0 is the radial distance at which the charged particle crosses the equator, RE

is the radius of the Earth, v is the particle’s speed, αeq its equatorial pitch-angle (see

next section), and c is the speed of light.

Using the same assumptions, the drift period τd [in seconds] is given with an error of

about 0.5 % by [Walt, 1994]:

τd = Cd ∗
(
RE
R0

) 1
γ − 1/γ

[
1− 0.3333(sinαeq)0.62

]
, (1.24)

with the constant factor Cd = 1.557 ·104 (for electrons). The Lorentz factor γ is defined

as:

γ = 1√
1− v2

c2

. (1.25)

The Lorentz factor can be used to relate the relativistic kinetic energy Ekin,r to the

rest energy E0 = m0c
2:

Ekin,r = (γ − 1)E0 . (1.26)

The bounce and drift periods calculated using these expressions are shown in Figure

1.11.
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Figure 1.11: Bounce periods τb and drift periods τd as a function of kinetic energy for
electrons with an equatorial pitch-angle of 90◦ at different radial distances.

1.3.4 Adiabatic Invariants

So far we have developed the theory to describe the short-term motion of a charged

particle that is trapped in Earth’s electromagnetic field. However, as we lack constants

of motion, it is not possible to describe the long-term behaviour without introducing

errors. The role of these constants of motion are filled by the adiabatic invariants,

which stay constant, as long as changes of the system occur much slower than the

associated quantity. In Lagrangian mechanics, the action integral taken over a closed

path is a constant of motion if the system has a periodic motion alongside the closed

path. Hamilton-Jacobi theory allows us to define the so-called action-angle variables

for the periodic motion. The action integral then becomes:

Ji =
∮
p
i
dq

i
, (1.27)
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where p
i

= ∂L(xi, vi, t)/∂vi are the canonical momenta and q
i

are their conjugate co-

ordinates.

The Lagrangian function L(xi, vi, t) for a charged particle of species σ in an electro-

magnetic field is defined as:

L(r, v, t) = 1
2mσv

2 − qσ · φ(r, t) + qσ · v ·A(r, t) , (1.28)

with the particle’s mass mσ, velocity v, charge q, electric potential φ, and the magnetic

vector potential A. Hence the canonical momentum becomes:

p = ∂L(r, v, t)
∂v

= mσv + qσ ·A(r, t) . (1.29)

As derived earlier, a charged particle trapped in Earth’s electromagnetic field exhibits

three periodic motions along a closed path: the rapid gyration around a field line, the

bouncing between the two magnetic mirror points, and the longitudinal drift around

the Earth. The physical properties of the system only change on timescales much larger

than the corresponding periodicity of each of these motions and there are therefore three

adiabatic invariants associated with these periodic motions. In order to determine the

three adiabatic invariants, we hence have to calculate the action integral for each of

these periodic motions.

First Adiabatic Invariant

The first adiabatic invariant can be obtained by solving the action integral (Eq. 1.27)

for the canonical momentum as defined in Eq. 1.29 along the closed path of the gyra-

tion orbit. As long as the spatial or temporal changes of the system are slower than

the particle’s cyclotron frequency, the action integral describes an adiabatic invariant.

Denoting an element of the gyration orbit with dl we get:

J1 =
∮

[mσv + qσA] · dl

=
∮
mσv · dl + qσ

∮
A · dl . (1.30)
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For the integration of the first term in Eq. 1.30 we can exploit the fact that the

integration path is always perpendicular to the guiding external magnetic field line and

hence only components of the velocity v⊥ perpendicular to the external magnetic field

remain. For the second term of Eq. 1.30 we will use Stokes’ theorem

∮
A · dl =

∮
(∇×A) · dS , (1.31)

to change from a line integral to a surface integral over the area S enclosed by the path

described by dl. Furthermore, we will use the relation between the magnetic vector

potential and the magnetic field:

B = ∇×A . (1.32)

Hence, Eq. 1.30 becomes:

J1
Eq.1.31= mσv⊥ · 2πρσ + qσ

∮
(∇×A) · dS

Eq.1.32= mσv⊥ · 2πρσ + qσ

∮
B · dS

= mσv⊥ · 2πρσ − qσB0πρ
2
σ

Eq.1.9= mσv⊥ · 2π
mσv⊥
qσB0

− qσB0π
m2
σv

2
⊥

q2
σB

2
0

= πm2
σv

2
⊥

qσB0

J1
Eq.1.18= 2πmσ

qσ
· µ . (1.33)

Hence, the first adiabatic invariant is the magnetic moment µ, except for a constant

factor, where the magnetic moment is defined as (See Equation 1.18):

µ = mv2
⊥

2B0
.

Using this definition, it directly follows that

p2
⊥
B0

= const , (1.34)
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which leads to the useful and frequently used relations derived in the following subsec-

tion.

Pitch-Angle

The magnetic moment is invariant even if a particle moves through a gradient of the

magnetic field, particularly when it follows a field line, where the first invariant is most

useful. If we define the pitch-angle α as the angle between the particle’s velocity and

the Earth’s magnetic field B0, we directly get (see Figure 1.12):

tan α = v⊥
vq
. (1.35)

Figure 1.12: Illustration of the definition of the pitch-angle α as the angle between the
particle velocity v and the Earth’s magnetic field B0.

Using the definition of the pitch-angle we can rewrite Eq. 1.34 as:

p2
⊥
B0

= p2sin2α

B0
= const . (1.36)

This relation now allows us to derive a commonly used expression for µ. Using p⊥ =

mσv⊥ and combining Equations 1.18 and 1.36 we get:

µ = p2 sin2α

2mσB0
. (1.37)
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The Loss Cone

Relations 1.35 and 1.36 are frequently used to describe the mirroring motion of a particle

due to the mirror force (see section 1.3.3) in terms of the pitch-angle of a particle and

furthermore to define the mirror points. If we investigate the particle at two different

locations in space, it will experience a different magnetic field and differ in pitch-angle.

From Eq. 1.36 it directly follows that

p2sin2α1
B0,1

= p2sin2α2
B0,2

. (1.38)

As discussed in section 1.3.3, a particle will be mirrored when its velocity vq parallel to

the magnetic field is equal to zero. Using the definition of the pitch-angle (Eq. 1.36)

and letting vq → ±0 this is equivalent to a pitch-angle of 90◦. If we denote the magnetic

field at the mirror point by Bm we get for Eq. 1.38:

p2sin290◦
Bm

= p2sin2α

B0
, (1.39)

and hence:

Bm = B0
sin2α

. (1.40)

If a particle is injected at the equator with a pitch-angle αeq it experiences the field

B0 = Beq. If its pitch-angle is not equal to 90◦ it will move towards the stronger

magnetic field, increasing its pitch-angle until it reaches a pitch-angle of 90◦. At this

point, it experiences the magnetic field B0 = Bm and will be reflected and move towards

the equator. At the equator it will have the same pitch-angle (with different sign) as

when it was injected. From there on the previously described motion will repeat in the

other hemisphere, leading to a bouncing motion of the particle.

As explained, Eq. 1.40 shows that a particle with an equatorial pitch-angle of αeq

will be reflected at the point where the intensity of the magnetic field becomes Bm.

However, the intensity of the field can not increase infinitely, and hence, a particle is not

necessarily reflected. Instead, the charged particle reaches the atmosphere, where the
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overall density of particles becomes large enough for the charged particle to be lost due

to collisions with other particles, breaking the first invariant. If we denote the magnetic

field at the altitude below which particles can be scattered into the atmosphere with Bl,

we can rearrange Eq. 1.40 to identify the equatorial pitch-angle αl which corresponds

to this limit, i.e.:

αl = arcsin
(
B0
Bl

)1/2
(1.41)

This means that a particle that has an equatorial pitch-angle greater than αl will be

reflected at a higher altitude than the one defined by Bl. More importantly, a particle

with an pitch-angle less than αl will move beyond this point and enter the atmosphere,

where it is lost due to collisions. The pitch-angle αl is known as the loss cone angle.

Second Adiabatic Invariant

The second adiabatic invariant is related to the bouncing of a particle trapped by

Earth’s magnetic field between the two magnetic mirror points. The action integral

(Eq. 1.27) will again be solved for the canonical momentum as defined in Eq. 1.29,

this time along the closed path of a full bounce between the mirror points. Denoting

an element of the bounce path along a field line with ds we get:

J2 =
∮

[mσv + qσA] · ds

Eq.1.31=
∮
mσv · ds+ qσ

∮
(∇×A) · dS

Eq.1.32=
∮
mσv · ds+ qσ

∮
B · dS .

The second integral describes the magnetic flux Φ enclosed by the area of the bounce

path. Since the particle moves along a single field line, the magnetic field encountered

by the particle will always be parallel to the area spanned by the bounce path. Hence,
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the second integral becomes zero, i.e.:

J2 =
∮
mσv · ds+ 0

=
∮
mσvq ds (1.42)

= const .

As long as the longitudinal drift of the particle around the Earth is small during the pe-

riod of the bouncing between the mirror points, Eq. 1.42 describes the second adiabatic

invariant. Conventionally, the second adiabatic invariant is usually called the integral

invariant and it is designated by J to highlight its relation to the action integral.

It is common to express J as a quantity that is independent of the particle momentum

p = mσv and hence only depends on the geometry of the magnetic field. This leads to

the introduction of the related quantity I = J/2p or

I =
∫ s′m

sm

√[
1− B(s)

Bm

]
ds , (1.43)

where sm and s′m denote the mirror points of the charged particle moving along a field

line.

Third Adiabatic Invariant

To find an expression for the third adiabatic invariant, we solve the action integral (Eq.

1.27) once more for the canonical momentum as defined in Eq. 1.29, now along the

longitudinal drift path of the charged particle around the Earth. Denoting an element

of the drift path with dl we get:

J3 =
∮

[mσv + qσA] · dl

Eq.1.31=
∮
mσvd dl + qσ

∮
(∇×A) · dS

Eq.1.32=
∮
mσvd dl + qσ

∮
B · dS

=
∮
mσvd dl + qσΦ . (1.44)
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Here, vd is the drift velocity of the particle along its longitudinal drift path, and Φ

denotes the magnetic flux through the surface area spanned by dS. A comparison of

the magnitude of the first and second summand in Eq. 1.44 shows that it is possible

to neglect the first term.

Assuming a drift period of about 1000 s, which roughly corresponds to an 1 MeV

electron, as shown in Figure 1.11, the integral can be evaluated to the order of about

10−18 Kg m2 s−1.

In order to find a value for the second summand in Eq. 1.44, we assume a dipole field

for the Earth’s magnetic field and that the particle is moving at the equator. This

allows us to approximate the magnetic flux as [Roederer and Zhang, 2014]:

Φ = 2πBd ·
R2
E

R
, (1.45)

where R is the radial, equatorial distance of the charged particle orbiting the Earth in

Earth radii, RE is the radius of the Earth, and Bd is the mean value of the Earth’s dipole

magnetic field at the magnetic equator on the Earth’s surface. Since the magnetic flux

is inversely proportional to R, we will calculate the approximation of Φ for a particle

that drifts around the Earth at a distance of 10 Earth radii. Inserting the values for

Bd and RE into Eq. 1.45 and multiplying with the electron charge, results in a value

of about 10−10 Kg m2 s−1 as the lower boundary for the second term of J3. This is

much larger than the value of the first term, therefore we can neglect the first term of

Eq. 1.44 and the action integral becomes:

J3 = qσ

∮
B · dS = qσΦ , (1.46)

which is the definition of the third adiabatic invariant. In order for J3 to be an invariant,

the flux enclosed by the surface formed by the drift path needs to be conserved. Hence,

the magnetic field of the Earth needs to be constant during one drift orbit period. Since

changes of the magnetic field can happen rather quickly, J3 is often not conserved,

especially during disturbed periods.
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McIlwain L-shell Parameter

In space plasma physics scientists are usually interested in studying spatial changes

of the charged particle fluxes that are trapped by Earth’s magnetic field. As we have

shown in the previous sections, these changes are caused by the magnetic field, which

is irregular in Cartesian coordinates, even if we assumed a simple dipole field for the

Earth’s magnetic field. Therefore, a coordinate system that follows the trapped particle

movement will be of great value, as it allows us to easily gain insight into changes of

the fluxes as a function of position.

Such a coordinate system can be derived based on the adiabatic invariants. For instance,

the first adiabatic invariant suggests that the magnitude of the magnetic field Bm at a

mirror point defines a constant latitudinal mirror point for a charged particle along a

longitudinal drift orbit. Hence, using the magnetic field as a parameter for a coordinate

system would allow us to simplify the longitudinal dependence for the particle motion,

by exploiting this symmetry. Together with the quantity I (Eq. 1.43) that is related to

the second adiabatic invariant, this has led to the introduction of a coordinate system

based on the coordinate pair (Bm, I). This uniquely defines a particle drift shell, which

is the surface that is formed by the intersection of Bm and I. The drift shell is therefore

different to the magnetic shell, which is defined by the strength of the magnetic field

at the equator. As the drift shell is formed by Bm, different drift shells will hence not

terminate at the same location.

If the magnetic field of the Earth was assumed to be a dipole field, which is axisymmetric

with respect to the magnetic axis, the drift shells would be axisymmetric as well. Based

on this, the parameter Lm was introduced by McIlwain [1961], which corresponds to the

equatorial radius of a drift shell assuming a dipole field for Earth’s magnetic field. Since

the geometry is axisymmetric, the particle drift orbit is independent of the particle’s

pitch-angle. Based on the particle’s location in space defined by its radial distance r

to the Earth and its latitude λ, we can define Lm for a dipole field as [Roederer and

Zhang, 2014]:

Lm = r

RE
· 1

cos2λ
= R · 1

cos2λ
. (1.47)
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In order to capture the non-dipole nature of the Earth’s magnetic field, McIlwain ex-

tended this definition to non-dipole fields, which led to the introduction of the McIlwain

L-shell parameter L. In order to capture realistic fields, L and RE are now linked by

a analytical function f that depends on the quantity I (which is related to the sec-

ond adiabatic invariant), the magnetic field B, and the dipole term ME of the Earth’s

magnetic field [Walt, 1994]:

LRE = f(I,B,ME) . (1.48)

Roederer L∗ Parameter

Based on the fact that all trapped particles return to their initial drift shells as long as

changes of the system are adiabatic, Roederer introduced an invariant reference presen-

tation for stably trapped particles in realistic representations of the Earth’s magnetic

field. The Roederer L∗ parameter is based on the third adiabatic invariant Φ, and is

found by slowly turning off all external field sources in a realistic field model, allowing

for an adiabatic change of the trapped particle from a realistic magnetic field to a dipole

field. The L∗ parameter then represents the radial distance to the equatorial location

of the particle, where it would be found if the adiabatic change of the magnetic field

was performed. The L∗ parameter can hence be expressed as a function of the Earth’s

dipole magnetic field Bd at the magnetic equator on the Earth’s surface and the third

adiabatic invariant Φ as [Roederer and Zhang, 2014]:

L∗ = 2πBdR2
E

Φ . (1.49)

Note that a L∗ value does not represent a particle drift shell or magnetic field lines

and there is usually no simple transformation from the McIlwain L parameter to L∗.

However, in a dipole field only and at the equator, we can directly see that L∗ = L,

using Equations 1.45 and 1.47. As a general rule of thumb, the difference between L

and L∗ increases as L∗ increases. At low values of L∗, the difference between L and L∗

is relatively small, with L∗ = 2 mapping to about L = 2.05− 2.10, while L∗ = 5 maps

to about L = 5.3− 5.6, and L∗ = 8 maps to L = 8.5− 9.0 [Meredith et al., 2012].
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In this thesis all data is given in dependence of the Roederer L∗ parameter, which

was computed using the ONERA-DESP library V4.2 [Boscher and Bourdarie, 2004],

with the IGRF field at the middle of the appropriate year. As a model for Earth’s

magnetic field, the Olson-Pfitzer quiet time model [Olson et al., 1977] was chosen,

which is based on quiet geomagnetic conditions. There are several models for the

magnetic field that represent geomagnetically active conditions, but they still have large

uncertainties during very disturbed times [e.g. McCollough et al., 2008]. Furthermore,

most of them require solar wind parameters which are usually not fully available for all

the data periods that will be studied. The Olson-Pfitzer quiet time model has shown

to be a reliable average magnetic field model when compared to measurements [Friedel

et al., 2005] and it was furthermore recently adopted by the Panel for Radiation Belt

Environment Modelling for improving space radiation models. The ONERA-DESP

library was designed for particles, which means that in the cases where it is utilised for

electromagnetic waves in a plasma, a local pitch-angle of 90◦ had to be assumed.

1.3.5 Summary of the Particle Motion

In this section the complex motion of a charged particle trapped by the Earth’s magnetic

field was derived. It was found that the charged particle rotates around a field line, while

it bounces back and forth between defined mirror points in the northern and southern

hemisphere. The gradient B drift and the curvature drift will cause the particle to

slowly drift around the Earth creating the so-called ring current. A summary of the

bounce and drift motion of the particles is depicted in Figure 1.13.
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Figure 1.13: Schematic summary of the bounce and drift motion of a charged particle
drifting around the Earth. From [Bittencourt, 2004].

1.4 Electromagnetic Waves in a Plasma

So far we have derived the theoretical framework for charged particle motion in the

electromagnetic fields of the Earth. The second vital part to describe the interaction

between electromagnetic waves in a plasma and the trapped particles in the radiation

belts, is the propagation of electromagnetic waves in the plasma that surrounds the

Earth. Therefore, a short description of a plasma will be given in this section followed

by the theoretical description of the propagation of electromagnetic waves inside a

plasma. It will be shown that the plasma can fundamentally be characterised as either

a conductive medium or a dielectric medium. Additionally, it will be shown that,

although these two characterisations seem to contradict each other, conductive and

dielectric effects can be found for wave propagation in a plasma. The equivalency of

both characterisations will be demonstrated.

1.4.1 Definition of a Plasma

Plasma is commonly referred to as the fourth fundamental state of matter, with the

other three being the solid, liquid, and gaseous state. The state of a given substance

is primarily defined by the strengths of the bonds between its molecules and atoms. In

order to change the phase of substance the thermal energy of the molecules or atoms

has to be increased, resulting in a phase transition. In the gaseous state, these forces

are nearly absent and a further increase in energy will result in a gradual ionisation (by
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collision) of the atoms in the gas, resulting in an ionised gas, or plasma. However, this

transition into a plasma is not a phase transition, since it occurs gradually. A plasma

is therefore a collection of particles that are at least partly ionised and hence is able to

conduct electric currents.

Plasma Frequency

When the charged ions and electrons in a plasma are disturbed from their equilibrium

position, electric fields between the displaced charged particles and the uniform neutral

background of ions and electrons will build up. These electric fields pull back the

charged particles towards their equilibrium state, but because of their inertia, the

charged particles will start to oscillate around their original position. The oscillation

frequency is known as the (angular) plasma frequency ωp,σ and is defined as:

ω2
p,σ = nσq

2
σ

ε0mσ
, (1.50)

where nσ is the number density (in m−3) of the particle of species σ with the charge

q (including the sign of the charge), mσ the mass of the particle, and ε0 the vacuum

permittivity.

Similarly to the definition of the cyclotron frequency, it is common to specify a non-

angular plasma frequency (in Hz) denoted by fp,σ:

fp,σ = ωp,σ
2π = 1

2π ·
√
nσq2

σ

ε0mσ
. (1.51)

1.4.2 Wave Propagation

Electromagnetic waves that propagate inside a plasma, where the plasma acts as a

guiding, dispersive medium, are commonly referred to as plasma waves. There is usu-

ally a multitude of plasma waves, which form a superposition of infinite plane waves

(i.e. wave packets). Although the term plasma waves is also used to describe the trans-

lational periodic motion of the charged particles inside the plasma, described by the

plasma frequency, we will use this short hand in the rest of this thesis and try to clarify

if cases of the translational motion are meant rather than electromagnetic waves in a
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plasma.

Electromagnetic waves, propagating in an infinite, uniform, collisionless, and magne-

tised plasma have to fulfil the Maxwell equations:

∇× E = −∂B
∂t

(1.52)

∇×B = µ0j + µ0ε0
∂E

∂t
(1.53)

∇ · E = 1
ε0

(ρ+ ρext) (1.54)

∇ ·B = 0 , (1.55)

where E is the electric field, B the magnetic field, µ0 the vacuum permeability, ε0 the

vacuum permittivity, and ρ(ext) the (external) charge density. The total current density

j is composed of the free current density j
f
, the displacement current density j

d
and

the current density of external currents j
ext

, which, in space plasma physics, is usually

neglected. In order to be able to describe the wave propagation in a plasma, i.e. plasma

waves, we need to find expressions for the free current density and the displacement

current density.

A plasma can be either characterised as a conductive medium, where the displacement

current density is equal to zero, or as a dielectric medium consisting of dipoles, where

the free current density is zero. Hence, depending on the characterisation of the plasma,

only one of the current densities needs to be specified in order to describe plasma waves.

Both cases will be discussed in the following subsections, showing that it is merely a

matter of taste which characterisation to choose. All following derivations assume a cold

plasma, which means that the thermal velocity of the charged particles is considered

very small.

1.4.3 Plasma as a Conductive Medium

If a plasma is characterised as a conductive medium, one assumes that the plasma

consists of (free) charged particles, i.e. electrons and the corresponding ions. The total
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free current density j
f

considering all particles of all species σ is defined as:

j
f

:=
∑
σ

nσqσvσ , (1.56)

where nσ is the particle number density, vσ is the velocity of the particle, and qσ is the

charge of the particle of species σ including the sign of the charge. The motion of an

individual particle is determined by the forces of its surrounding electromagnetic field,

described by the Lorentz force:

FL,σ = mσ
dvσ
dt = qσ(E + vσ ×B) , (1.57)

where B = B0 +Bw is the total magnetic field, composed of the background magnetic

field B0 and the magnetic field caused by a plasma wave Bw. In order to solve the

equation of motion for vσ we need to assume that the plasma waves are infinite plane

waves and hence the motion caused by the plasma waves is also oscillating, i.e.:

E = E0 · exp[i(k · r − ωt)] (1.58)

Bw = Bw,0 · exp[i(k · r − ωt)] (1.59)

vσ = vσ,0 · exp[i(k · r − ωt)] . (1.60)

Furthermore, if we assume small wave amplitude, i.e. Bw � B0 ⇒ B ≈ B0, the

equation of motion for a single particle (Eq. 1.57) can then be rewritten as:

mσ
dvσ
dt = qσ(E + vσ ×B0)

Eq.1.60⇒ −mσiωvσ = qσ(E + vσ ×B0)

⇔ vσ = iqσ
mσω

(E + vσ ×B0) . (1.61)

In order to solve Eq. 1.61 for vσ we will first separate Eq. 1.61 into its x, y, and

z components. Without loss of generality, we hereby choose our coordinate system

in a way that the background magnetic field is aligned in the z direction and hence
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B0 = [0, 0, B0].

vσ,x = iqσ
mσω

[Ex + vσ,yB0] (1.62)

vσ,y = iqσ
mσω

[Ey − vσ,xB0] (1.63)

vσ,z = iqσ
mσω

Ez (1.64)

Note, that the equations for vσ,x and vσ,y depend on each other. To find independent

expressions, we will first insert Eq. 1.63 into Eq. 1.62. Furthermore, to find an

expression that depends on basic plasma parameters, we will use the definition of the

cyclotron frequency (Eq. 1.9) as well:

vσ,x = iqσ
mσω

[Ex + vσ,yB0]

Eq.1.63⇒ vσ,x = iqσ
mσω

Ex −
q2
σB0
m2
σω

2Ey + q2
σB

2
0

m2
σω

2 vσ,x

Eq.1.9⇒ vσ,x = iΩσ

B0ω
Ex −

Ω2
σ

B0ω2Ey + Ω2
σ

ω2 vσ,x

⇔ vσ,x

(
1− Ω2

σ

ω2

)
= iΩσ

B0ω
Ex −

Ω2
σ

B0ω2Ey

⇔ vσ,x = ω2

B0(ω2 − Ω2
σ)

[
iΩσ

ω
Ex −

Ω2
σ

ω2 Ey

]
. (1.65)

By inserting Eq. 1.62 into Eq. 1.63 and performing the same operations, we get for

vσ,y:

vσ,y = ω2

B0(ω2 − Ω2
σ)

[
Ω2
σ

ω2 Ex + iΩσ

ω
Ey

]
. (1.66)

Using the definition of the cyclotron frequency in Eq. 1.64, we get for vσ,z:

vσ,z = iΩσ

B0ω
Ez . (1.67)
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We can now use the expressions for the components of the velocity of the particles

of species σ to calculate the x, y, and z component of the free current density (Eq.

1.56) individually. We will again bring the expression into a form that only depends on

characteristic plasma parameters by using the definition of the plasma frequency (Eq.

1.50):

jf,x =
∑
σ

nσqσvσ,x

Eq.1.65=
∑
σ

nσqσ
ω2

B0(ω2 − Ω2
σ)

[
iΩσ

ω
Ex −

Ω2
σ

ω2 Ey

]
Eq.1.9= ε0

∑
σ

1
ε0

qσ
mσΩσ

nσqσω
2

(ω2 − Ω2
σ)

[
iΩσ

ω
Ex −

Ω2
σ

ω2 Ey

]
Eq.1.50= ε0

∑
σ

ω2

Ωσ

ω2
p,σ

(ω2 − Ω2
σ)

[
iΩσ

ω
Ex −

Ω2
σ

ω2 Ey

]

= −iωε0
∑
σ

−
ω2
p,σ

(ω2 − Ω2
σ)Ex − i

ω2
p,σΩσ

ω(ω2 − Ω2
σ)Ey

⇔ jf,x = −iωε0
∑
σ

−
ω2
p,σ

ω2 ·
ω2

(ω2 − Ω2
σ)Ex − i

ω2
p,σ

ω2 ·
ωΩσ

(ω2 − Ω2
σ)Ey (1.68)

Similarly, for the y component of the free current density we get:

jf,y =
∑
σ

nσqσvσ,y

Eq.1.66=
∑
σ

nσqσ
ω2

B0(ω2 − Ω2
σ)

[
Ω2
σ

ω2 Ex + iΩσ

ω
Ey

]
Eq.1.50,1.9= ε0

∑
σ

ω2

Ωσ

ω2
p,σ

(ω2 − Ω2
σ)

[
Ω2
σ

ω2 Ex + iΩσ

ω
Ey

]

⇔ jf,y = −iωε0
∑
σ

i
ω2
p,σ

ω2 ·
ωΩσ

(ω2 − Ω2
σ)Ex −

ω2
p,σ

ω2 ·
ω2

(ω2 − Ω2
σ)Ey (1.69)
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And for the z component of the free current density we get:

jf,z =
∑
σ

nσqσvσ,x

Eq.1.66=
∑
σ

nσqσ
iΩσ

B0ω
Ez

Eq.1.9=
∑
σ

nσqσ
iqσ
mσω

Ez

Eq.1.50⇒ jf,z = −iωε0
∑
σ

−
ω2
p,σ

ω2 Ez (1.70)

We have now derived expressions for each component of the free current density com-

pletely based on previously defined fundamental plasma parameters. This allows us

to solve the Maxwell equations for the propagation of an electromagnetic wave in a

plasma. It is common to simplify these expression by introducing short-hand nota-

tions, which are presented in the following paragraph.

Using vector notation, we can combine the components of the free current density (Eq.

1.68, 1.69, 1.70 to:


jf,x

jf,y

jf,z

 = −iωε0


∑
σ −

ω2
p,σ

ω2 · ω2

(ω2−Ω2
σ)

∑
σ −i

ω2
p,σ

ω2 · ωΩσ
(ω2−Ω2

σ) 0∑
σ i

ω2
p,σ

ω2 · ωΩσ
(ω2−Ω2

σ)
∑
σ −

ω2
p,σ

ω2 · ω2

(ω2−Ω2
σ) 0

0 0 ∑
σ −

ω2
p,σ

ω2

 ·

Ex

Ey

Ez

 (1.71)

The free current density can be related to the electric field E by:

j
f

:= σ · E , (1.72)
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where, σ is the conductivity tensor. Comparing Eq. 1.72 with Eq. 1.71, allows us to

specify the conductivity tensor σ directly as:

σ = −iωε0 ·


κ1 − 1 iκ2 0

−iκ2 κ1 − 1 0

0 0 κ3 − 1

 , (1.73)

where we use the short-hand notations:

κ1 = 1−
∑
σ

ω2
p,σ

ω2 ·
ω2

(ω2 − Ω2
σ) (1.74)

κ2 = −
∑
σ

ω2
p,σ

ω2 ·
ωΩσ

(ω2 − Ω2
σ) (1.75)

κ3 = 1−
∑
σ

ω2
p,σ

ω2 (1.76)

In cold plasma theory the conductivity tensor is often written using the Stix Parameters

(L)eft, (R)ight, (S)um, (D)ifference, and P, which are defined as:

L := κ1 − κ2 (1.77)

R := κ1 + κ2 (1.78)

P := κ3 (1.79)

S := 1
2(R+ L) = κ1 (1.80)

D := 1
2(R− L) = κ2 (1.81)

and hence, using the Stix parameters, the conductivity tensor can be written as:

σ = −iωε0 ·


S − 1 iD 0

−iD S − 1 0

0 0 P − 1

 . (1.82)

We now have derived the short-hand expression for the free current density for a plasma

characterised as a conductive medium. This allows us to solve the Maxwell equations
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in order to describe the propagation of plasma waves.

1.4.4 Plasma as a Dielectric Medium

Instead of a conductive medium, a plasma can also be described as a dielectric medium,

consisting only of electric dipoles instead of individual charged particles. In this charac-

terisation, an electromagnetic field will polarise the dipoles, displacing them from their

equilibrium positions. This will cause a net polarisation current j
p
, which is defined as:

j
p

:= ∂P

∂t
, (1.83)

where P is the polarisation, which is related to the dielectric displacement D by

D := ε0E + P . (1.84)

As the plasma is characterised as a dielectric medium, there is no free current density

and hence, the total current density in Ampere’s Law (Eq. 1.53) becomes j = j
p

+ j
ext

.

It is common to describe plasma waves in a dielectric medium using the dielectric dis-

placement. Using the relation between the polarisation and the dielectric displacement,

we can rewrite Ampere’s Law as:

∇×B = µ0j + µ0ε0
∂E

∂t

∇×B = µ0jp + µ0ε0
∂E

∂t
+ µ0jext

∇×B = µ0
∂P

∂t
+ µ0ε0

∂E

∂t
+ µ0jext

∇×B Eq.1.84= µ0
∂D

∂t
− µ0ε0

∂E

∂t
+ µ0ε0

∂E

∂t
+ µ0jext

∇×B = µ0
∂D

∂t
+ µ0jext . (1.85)

In order to describe the propagation of a plasma wave in a plasma characterised as di-

electric medium, we therefore need to find an expression for the dielectric displacement

(Eq. 1.84). In particular we need to derive an expression for the polarisation P . The
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polarisation is generally defined as:

P :=
∑
σ

nσqσrσ , (1.86)

where nσ is the particle number density and qσ is the charge of the particle of species

σ including the sign of the charge. rσ describes the displacement of the particle σ from

its equilibrium position caused by external and internal electromagnetic fields.

The motion of the charged particle, and hence its displacement is determined by the

Lorentz force (Eq. 1.57). If we assume small amplitude waves as seen in Section 1.4.3,

the displacement of the particles can be related to the (oscillating) particle velocity by

a simple integration over time, i.e.

rσ =
∫
vσdt . (1.87)

A close look at the derivations of vσ shows that in each component of vσ (Eqs. 1.65,

1.66, and 1.67) only the electric field is time dependent and of the form E ∼ exp(−iωt)

(Eq. 1.58). Therefore, the integration of vσ over t will only yield an additional factor

of i/ω. Hence:

rσ =
∫
vσdt = i

ω
· vσ , (1.88)

and therefore the polarisation (Eq. 1.86) becomes:

P
Eq.1.88=

∑
σ

nσqσ
i

ω
· vσ

Eq.1.56⇒ P = i

ω
· j
f

Eq.1.72⇒ P = i

ω
· σ · E (1.89)
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Inserting Eq. 1.89 into the definition of the electric displacement (Eq. 1.84) yields:

D = ε0E + i

ω
· σ · E

= ε0

(
1 + i

ωε0
σ

)
· E (1.90)

The electric displacement D can also be related to the electric field E by the dielectric

tensor εr (also known as the relative permittivity) by:

D = ε0εr · E . (1.91)

By comparing Eq. 1.90 and 1.91 we can now define the dielectric tensor εr of a plasma

as:

εr =
(

1 + i

ωε0
σ

)
, (1.92)

where σ is the conductivity tensor as defined by Eq. 1.73. Again, it is common to write

the dielectric tensor in terms of the Stix parameter (Eq. 1.77 - 1.81):

εr =


S iD 0

−iD S 0

0 0 P

 . (1.93)

We now have derived an expression for the electric displacement in terms of the pre-

viously defined plasma parameters, which allows us to solve the Maxwell equations

in order to describe the propagation of a plasma wave in a plasma characterised as a

dielectric medium.

1.4.5 Equivalence of the Conductive and Dielectric Characterisation of a
Plasma

Wave propagation of electromagnetic waves in a plasma is determined by the Maxwell

Equations. Whether a plasma is characterised as a conductive medium or dielectric

medium only directly affects the current densities in Ampere’s Law (Eq. 1.53). If the
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plasma is characterised as a conductive medium, the total current density is composed

of the total free current density j
f

and the external current density, and hence Ampere’s

law can be written as:

∇×B = µ0jf + µ0ε0
∂E

∂t
+ µ0jext

Eq.1.72= µ0σ · E + µ0ε0
∂E

∂t
+ µ0jext (1.94)

If the plasma is instead characterised as a dielectric medium, the total current density

in Ampere’s Law is composed of the polarisation current density j
p

:= ∂P/∂t and the

external current density, and hence Ampere’s law can be written as:

∇×B = µ0jp + µ0ε0
∂E

∂t
+ µ0jext

= µ0
∂P

∂t
+ µ0ε0

∂E

∂t
+ µ0jext

Eq.1.84= µ0
∂D

∂t
− µ0ε0

∂E

∂t
+ µ0ε0

∂E

∂t
+ µ0jext

= µ0
∂D

∂t
+ µ0jext

Eq.1.90= µ0ε0
∂E

∂t
+ µ0

∂

∂t

(
i

ω
σ

)
· E + µ0jext

Eq.1.58= µ0σ · E + µ0ε0
∂E

∂t
+ µ0jext (1.95)

Therefore, the representation of Ampere’s law for a plasma characterised as a con-

ductive medium (Eq. 1.94) and for a plasma characterised as a dielectric medium

(Eq. 1.95) are identical. These equations were derived using the assumptions that the

plasma waves are infinite plane waves, and that the z-axis of our coordinate system is

oriented along the background magnetic field. Furthermore, it was assumed that the

plasma is uniform, homogeneous, and anisotropic, and thermal effects were neglected.

1.5 Dispersion Relation

If electromagnetic waves of different frequencies propagate through a (dispersive) medi-

um, they travel with different velocities. The dispersion relation describes the relation
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of the (angular) wave frequency ω of a wave and the wave vector k, which are used to

define the phase and group velocity of the wave. Solving the dispersion relation allows

us to specify the frequency range of the modes for the waves that can propagate in a

plasma. Thereby their polarisation, phase velocity and group velocity can be defined.

Furthermore, cut-off frequencies, where k → 0, and resonances, where k → ∞, can be

derived from the dispersion relation. In the former case, the waves are reflected, while

the latter describes the case where interaction between plasma waves and particles are

strong, resulting in particle acceleration and loss.

To obtain a dispersion relation for a plasma, we will use the definition of the refractive

index η which is defined as

η = ck

ω
, (1.96)

where k is the wave number (magnitude of the wave vector k), ω the (angular) wave

frequency, and c is the speed of light, which can be related to the vacuum permeability

µ0 and vacuum permittivity ε0 by:

c = 1
√
µ0ε0

. (1.97)

In the following, we will rewrite Ampere’s Law (Eq. 1.53) into a form that allows us

to use the definition of the refractive index to derive the dispersion relation. The final

form of the dispersion relation will be a quadratic expression for the refractive index,

which relates ω and k. We start by combining Gauss’ Law (Eq. 1.52) with Ampere’s

Law (Eq. 1.53). To do this, we exploit that for infinite plane waves, we can rewrite the

operators in the Maxwell equations as:

∇ −→ ik (1.98)
∂

∂t
−→ −iω (1.99)
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Using these, Gauss’ Law and Ampere’s Law become:

ik × E = iωB (1.100)

ik ×B = µ0j − iωµ0ε0E (1.101)

Characterising the plasma as a conductor and neglecting external currents (j = j
f
),

inserting Eq. 1.100 into Eq. 1.101 gives:

k × (k × E) = −iω(µ0jf − iωµ0ε0E)
Eq.1.72= −iωµ0σ · E − ω2µ0ε0E)

Eq.1.97= −ω
2

c2

(
i

ωε0
σ + 1

)
· E

Eq.1.92= −ω
2

c2 εr · E

⇔ k × (k × E) + ω2

c2 εr · E = 0 (1.102)

Which is known as the Helmholtz Equation (neglecting external currents).

Remember that the equations used to derive these expressions assumed that the (carte-

sian) coordinate system was chosen in a way that the external magnetic field was aligned

along the z-axis (i.e. B0 = [0, 0, B0]). There is cylindrical symmetry around the z-axis

and hence, we can choose that k lies within the x-z plane without loss of generality.

If we furthermore denote the angle between k and the background magnetic field B0

with ψ, known as the wave normal angle, we get for the components of k:

kx = |k| · sin(ψ) ky = 0 kz = |k| · cos(ψ) (1.103)

Using these and the vector identity

a× (b× c) = b(a · c)− c(a · b) (1.104)

→ k × (k × E) = k(k · E)− |k|2E , (1.105)
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we can rewrite the Helmholtz Equation (Eq. 1.102) as:

0 = k(k · E)− |k|2E + ω2

c2 εr · E (1.106)

Using the previously mentioned identities, allows us to further rewrite this equation:

0 = k(kxEx + kyEy + kzEz)− |k|2E + ω2

c2 εr · E

Eq.1.103⇒ 0 = k(|k| · sin(ψ) · Ex + 0 + |k| · cos(ψ) · Ez)− |k|2E + ω2

c2 εr · E

⇔ 0 =


kx · |k| · sin(ψ) · Ex + kx · |k| · cos(ψ) · Ez

ky · |k| · sin(ψ) · Ex + ky · |k| · cos(ψ) · Ez

ky · |k| · sin(ψ) · Ex + ky · |k| · cos(ψ) · Ez

− |k|2

Ex

Ey

Ez

+ ω2

c2 εr · E

Eq.1.103⇒ 0 =


|k|2 · sin2(ψ) · Ex + |k|2 · sin(ψ)cos(ψ) · Ez − |k|2Ex

−|k|2Ey

|k|2 · sin(ψ)cos(ψ) · Ex + |k|2 · cos2(ψ) · Ez − |k|2Ez

+ ω2

c2 εr · E

⇔ 0 = |k|2


(
sin2(ψ)− 1

)
· Ex + sin(ψ)cos(ψ) · Ez

−Ey

sin(ψ)cos(ψ) · Ex +
(
cos2(ψ)− 1

)
· Ez

+ ω2

c2 εr · E

Eq.1.96⇒ 0 = η2


−cos2(ψ) 0 sin(ψ)cos(ψ)

0 −1 0

sin(ψ)cos(ψ) 0 −sin2(ψ)

 ·

Ex

Ey

Ez

+ εr · E

Eq.1.93⇒ 0 = η2


−cos2(ψ) 0 sin(ψ)cos(ψ)

0 −1 0

sin(ψ)cos(ψ) 0 −sin2(ψ)

 · E +


S iD 0

−iD S 0

0 0 P

 · E

Combining the sum of the two products into one, we get:


S − η2cos2(ψ) iD η2sin(ψ)cos(ψ)

−iD S − η2 0

η2sin(ψ)cos(ψ) 0 P − η2sin2(ψ)

 ·

Ex

Ey

Ez

 = 0 (1.107)
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This equation is of the form A · E = 0, which only has nontrivial solutions (E 6= 0) if

the determinant of A is zero, i.e.

det


S − η2cos2(ψ) iD η2sin(ψ)cos(ψ)

−iD S − η2 0

η2sin(ψ)cos(ψ) 0 P − η2sin2(ψ)

 = 0 (1.108)

Evaluating this equation yields:

0 = [S − η2cos2(ψ)] · [S − η2] · [P − η2sin2(ψ)]

− [η2sin(ψ)cos(ψ)] · [S − η2] · [η2sin(ψ)cos(ψ)]

− [iD] · [−iD] · [P − η2sin2(ψ)]

⇔ 0 = [S2 − Sη2 − Sη2cos2(ψ) + η4cos2(ψ)] · [P − η2sin2(ψ)]

− Sη4sin2(ψ)cos2(ψ) + η6sin2(ψ)cos2(ψ)

−D2P +D2η2sin2(ψ)

⇔ 0 = S2P − SPη2 − SPη2cos2(ψ) + Pη4cos2(ψ)

− S2η2sin2(ψ) + Sη4sin2(ψ)

+ Sη4sin2(ψ)cos2(ψ)− η6sin2(ψ)cos2(ψ)

− Sη4sin2(ψ)cos2(ψ) + η6sin2(ψ)cos2(ψ)

−D2P +D2η2sin2(ψ)

⇔ 0 = [P cos2(ψ) + S sin2(ψ)] · η4

− [SP + SP cos2(ψ) + S2 sin2(ψ)−D2 sin2(ψ)] · η2

+ S2P −D2P

Eq.1.77,1.78⇒ 0 = [S sin2(ψ) + P cos2(ψ)] · η4

−
[
RL sin2(ψ) + SP [1 + cos2(ψ)]

]
· η2 (1.109)

+RLP

This is a quadratic equation in η2 and since η = ck/ω this is commonly defined as

the Dispersion Relation of a cold plasma. Using short hand notations, the dispersion
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relation becomes:

Aη4 +Bη2 + C = 0 , (1.110)

with

A := S sin2(ψ) + P cos2(ψ) (1.111)

B := −
[
RL sin2(ψ) + SP [1 + cos2(ψ)]

]
(1.112)

C := RLP (1.113)

To find the solutions of the dispersion relation, we first need to solve Eq. 1.110 as a

quadratic equation in η2, whose solutions are:

η2 = − 1
2A

(
B ±

√
B2 − 4AC

)
(1.114)

Using the definition of the refractive index η (Eq. 1.96) we get:

k2 = − ω2

2Ac2

(
B ±

√
B2 − 4AC

)
(1.115)

This is now a quadratic relation between k and ω, which acts as the final form of the

dispersion relation, with

A =
[
1−

∑
σ

ω2
p,σ

ω2 ·
ω2

(ω2 − Ω2
σ)

]
· sin2(ψ) +

[
1−

∑
σ

ω2
p,σ

ω2

]
· cos2(ψ)

B =

(1−
∑
σ

ω2
p,σ

ω2 ·
ω2

(ω2 − Ω2
σ)

)2

−
(∑

σ

ω2
p,σ

ω2 ·
ωΩσ

(ω2 − Ω2
σ)

)2
 · sin2(ψ)

+
(

1−
∑
σ

ω2
p,σ

ω2 ·
ω2

(ω2 − Ω2
σ)

)(
1−

∑
σ

ω2
p,σ

ω2

)(
1 + cos2(ψ)

)

C =

(1−
∑
σ

ω2
p,σ

ω2 ·
ω2

(ω2 − Ω2
σ)

)2

−
(∑

σ

ω2
p,σ

ω2 ·
ωΩσ

(ω2 − Ω2
σ)

)2
(1−

∑
σ

ω2
p,σ

ω2

)
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1.5.1 Solutions of the Dispersion Relation

The dispersion relation is usually defined as a function ω(k), but it is easy to see that

it is impossible to solve Eq. 1.115 analytically for an arbitrary wave normal angle ψ.

It is only possible to find analytical solutions for parallel wave propagation (ψ = 0◦)

and electrostatic waves (ψ = 90◦), but in the case of propagation at an arbitrary

wave normal angle, the dispersion relation must be solved numerically. However, it

is possible to plot the dispersion relation ω(k), as the inverse function k(ω), which is

directly defined by Eq. 1.115.

In the case of an arbitrary wave normal angle ψ there are usually several “branches” of

the dispersion relation, which are a result of the ± sign. There are only unique relations

between ω and k at specific frequency ranges, separating the dispersion relation into

further branches. Furthermore, since the dispersion relation is a quadratic equation for

k, the solutions for ω(k) are symmetric around the ω-axis. The solutions where k2 < 0

lead to purely imaginary expressions for the wave vector k and hence correspond to

evanescent waves, which do not propagate. It is useful to separate the remaining

solution(s), where k2 ≥ 0, by the polarisation of the corresponding plasma wave. We

therefore need to define the wave polarisation.

Wave Polarisation

The polarisation of a transverse electromagnetic wave describes how the orientation of

the electric and magnetic components of the wave changes over time, due to oscillations

of the electric and magnetic components. Both components of an electromagnetic wave

oscillate, but conventionally the polarisation is defined by the oscillations of the electric

field component. In the most general case, the electric field has two transverse compo-

nents that span a plane perpendicular to the wave vector k, known as the polarisation

plane. The two components oscillate with phase shift ϑ. As a result, the total electric

wave vector usually describes an ellipse in the polarisation plane, known as elliptical

polarisation. There are two special cases of elliptical polarisation: In the first case, the

phase shift is 90◦ and the magnitude of both components is equal, this means that the

ellipse becomes a circle, known as circular polarisation. In the second case, one of the
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components is zero, which means that the total electrical vector only oscillates in one

direction, known as linear polarisation.

In an isotropic medium k has to be perpendicular to E and B for an electromagnetic

wave and the wave is hence a completely transverse wave. In an anisotropic medium,

such as a magnetised plasma, this relation no longer holds because of the shape of the

dielectric tensor describing the relation between D and E. This means that, depending

on the shape of the dielectric tensor, a plasma wave can have transverse and longi-

tudinal components simultaneously. By definition, the polarisation only describes the

oscillations of the transverse components, ignoring the longitudinal ones.

The polarisation plane is composed of two vectors of the electric field, which are per-

pendicular to the wave vector k of the plasma wave. By our definition k lies in the

x-z plane, which means that one of the two vectors spanning the polarisation plane

is Ey and the other one is a superposition of the x and z component of the electric

field, called E⊥. The superposition of Ex and Ez has to be in the way that E⊥ is

perpendicular to k. The geometry of the x-z plane is shown in Figure 1.14.

Figure 1.14: Geometry of the x-z plane.
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Important information about the polarisation of the plasma wave can be deduced from

the relation of the two vectors spanning the polarisation plane, i.e. E⊥/Ey. Using basic

vector mathematics, the magnitude of E⊥ is defined as

E⊥ =
√
E2
⊥,x + E2

⊥,z , (1.116)

where E⊥,x and E⊥,z are the magnitudes of the x and z components of E⊥. Further-

more, we can use the geometry of the polarisation plane to specify the condition that

has to be fulfilled in order for E⊥ to be perpendicular to k, i.e.

tan(ψ) = E⊥,z
E⊥,x

, (1.117)

where ψ is the angle between k and B0 (the z-axis), i.e. the wave normal angle. If

this condition is not fulfilled, E⊥ will have longitudinal components, which ought to

be ignored for the polarisation. Without loss of generality we can now let E⊥,x = Ex.

Using this with Eq. 1.116 and 1.117 we get:

E⊥ = Ex ·
√

1 + tan2ψ (1.118)

This lets us write the ratio of E⊥/Ey as:

P : = E⊥
Ey

= Ex
Ey
·
√

1 + tan2ψ (1.119)

The ratio of Ex/Ey can be obtained by writing out Eq. 1.107:

(
S − n2cos2(ψ)

)
· Ex + iD · Ey +

(
n2sin(ψ)cos(ψ)

)
· Ez = 0 (1.120)

−iD · Ex +
(
S − n2

)
· Ey = 0 (1.121)(

n2sin(ψ)cos(ψ)
)
· Ex +

(
P − n2sin2(ψ)

)
· Ez = 0 (1.122)
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And hence:

Ex
Ey

Eq.1.121= −i · S − n
2

D
(1.123)

The ratio Ex/Ey is in general a complex number, and thus the ratio P of the electric

field components in the polarisation plane is a complex number as well. Since each

of the components of the electric fields oscillates, this means that the total transverse

electric field rotates in the polarisation plane and hence the plasma waves are elliptically

polarised. We can now define left hand elliptical polarisation to be when P is positive

and right hand elliptical polarisation when P is negative.

As mentioned earlier, there are two special cases of polarisation, circular and linear

polarisation. A plasma wave becomes circularly polarised, if P = ±i. For parallel

wave propagation (ψ = 0) this is the case if the amplitudes of Ex and Ey are identical,

except for a phase shift of 90◦ where Ex/Ey is still a complex number. If Ex/Ey is

a real number, the plasma wave becomes linearly polarised. Likewise, plasma waves

can become linearly polarised, if either Ex/Ey → 0 or Ex/Ey → i∞. The former case

means that Ey � Ex and hence the wave is linearly polarised with E along Ey. The

latter case means that Ex � Ey and the wave is linearly polarised with E along Ex.

Illustration of the Dispersion Relation

Now that we have defined left- and right-hand polarised waves, we are able to distin-

guish between the solutions of the dispersion relation (Eq. 1.115) in each branch. The

resulting dispersion relation covering a wide frequency range is shown for a plasma con-

taining 94 % H+, 5 % He+, and 1 % O+ in Figure 1.15. The electron gyrofrequency was

set to fce = 5230 Hz, which corresponds to the electron gyrofrequency at L = 4.5 near

the equator. The ratio of fpe/fce was set to 10 and the left panel shows the dispersion

relation for a wave normal angle of ψ = 0◦, while the right panel is for ψ = 45◦.

There are left-hand and right-hand polarised waves above the plasma frequency ωpe,

which are known as Z-mode, L-O-mode, and R-X-mode waves. If ωpe is greater than

Ωe, which is the case inside the Earth’s magnetosphere most of the time, there exists a

gap between ωpe and Ωe, where no waves are able to propagate.
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Figure 1.15: Examples of the dispersion relation in a plasma containing 94 % H+, 5 %
He+, and 1 % O+. The electron gyrofrequency was set to fce = 5230 Hz and the ratio
of fpe/fce was set to 10. The left panel shows the dispersion relation for completely
field aligned waves (ψ = 0◦), while the right panel is for oblique waves with ψ = 45◦.

Furthermore, it can be seen that for frequencies below the electron gyrofrequency Ωe

and above the hydrogen ion cyclotron frequency ΩH+ there are only right-hand po-

larised waves, known as whistler mode waves. Of particular interest in this thesis

are the plasmaspheric hiss, with frequencies between about 100 Hz and 4000 Hz and

the whistler mode chorus waves, which lie above the lower hybrid frequency flhr =√
fce · fcp ≈ 0.022 Ωe. An example of the dispersion relation of whistler mode chorus

waves can be found in Section 4.5.1, in particular Figure 4.12. For more details about

these waves see the corresponding chapters. Note that there is a gap between the

plasma frequency and the electron cyclotron frequency, where no waves can propagate.

If the wave normal angle is increased, the shape of the whistler mode branch is slightly

changed in a way that it is shifted to slightly lower frequencies and converges to the

electron gyrofrequency at a larger wave vector k.

For frequencies below the hydrogen ion cyclotron frequency, both left-hand and right-
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hand polarised waves can be found. These wave are known as electromagnetic ion

cyclotron (EMIC) waves. It is interesting to note that although both right- and left-

hand polarised waves can be found for most of the frequency range, there is a gap in the

distribution of the left-hand polarised waves just above the helium and oxygen ion cy-

clotron frequency, where only right-hand polarised waves can propagate. The frequency

above the corresponding ion cyclotron frequency, at which wave propagation for both

branches is allowed again is the so-called cross-over frequency fcr. Furthermore, it can

be seen that for field aligned wave propagation the left- and right-hand polarised EMIC

wave branches of the dispersion relation cross each other, while for oblique propagation,

the branches of the EMIC waves split up creating a gap in k for a specific frequency.

Thereby no gap in frequency can be found for either left- or right-hand polarised waves

and hence, no cross-over frequency can be defined for oblique wave propagation.

1.5.2 Phase Velocity

As established earlier, electromagnetic plasma waves are a superposition of infinite

plane waves (i.e. wave packets). Each individual plane wave is of the form E =

E0 · exp[i(k · r − ωt)]. The phase velocity vph of a plane wave is defined as the velocity

dr/dt of the waves with a constant phase, i.e.

k · r − ωt = const . (1.124)

Rearranging Eq. (1.124) for r allows us to directly calculate the phase velocity by

differentiating with respect to time as:

vph = ω

k
(1.125)

If the phase velocity is positive, the wave moves in the positive direction, i.e. as t

increases, r increases to keep kr − ωt constant. Equivalently, if vph is negative, the

wave moves in the negative direction.
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1.5.3 Group Velocity

Since plasma waves are a superposition of infinite plane waves, there is usually a mul-

titude of waves with different wave vectors k and frequencies ω, resulting in a large

variety of phases and hence phase velocities. It is therefore useful to specify the ve-

locity of the wave packet itself, which is called the group velocity vgr, which is defined

as:

vgr = dω
dk (1.126)

1.6 Wave-Particle Interaction

Plasma waves can interact with the charged particles that are trapped by the geomag-

netic field, if they are in resonance with each other. During resonance the plasma wave

can transfer energy to the particle or take energy from the particle, depending on the

phase of the wave. Since resonance is given if the refractive index becomes infinite [e.g.

Chen, 1984], the wave vector k has to become very large, for a wave of fixed frequency.

This behaviour can be found in the dispersion relation (see Figure 1.15), where k tends

to become very large, if ω gets close to one of the gyrofrequencies.

The objective of this thesis is to calculate electron acceleration and losses due to wave-

particle interactions, or in other words the energy transfer between charged particles

and plasma waves due to resonance. Therefore, we will derive the condition that needs

to be fulfilled for wave-particle resonance in the next section and discuss the various

possible types of resonances.

1.6.1 The Resonance Condition

If we characterise the plasma as a dielectric medium, the plasma is defined by the di-

electric tensor. For a hot plasma, the dielectric tensor ε
h

is given by [Ichimaru, 1973]:
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ε
h

=
(
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∑
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and

∫
dv = 2π

∫ ∞
0

v⊥dv⊥
∫ ∞
−∞

dvq . (1.129)

Hence, each element of the dielectric tensor for a hot plasma is a function of the angular

wave frequency ω, the wave vector k, the particle velocity v, and the plasma distribution

function fσ(r, v, t) of the particle of the species σ. The cyclotron frequency is Ωσ and

ωp,σ is the plasma frequency of the particle of the species σ. The functions Jn are Bessel

functions with the argument z = k⊥v⊥/Ωσ, where J ′n = dJn/dz and n is an integer

number.

The integral over vq in the dielectric tensor of a hot plasma (Eq. 1.127) has singularities

when

ω − nΩσ

γ
− kqvq = 0 (1.130)

⇔ vq = ω

kq

(
1− nΩσ

γω

)
(1.131)

which is known as the resonance condition for a (relativistic) particle of species σ. Here,

n = 0,±1,±2, ... is an integer number and γ is the Lorentz factor defined as:

γ = 1√
1− v2

c2

(1.132)
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Note that for non-relativistic particles (v � c ⇔ γ ≈ 1) the resonance condition is

independent of v⊥ and hence usually only the particle velocity parallel to the external

magnetic field has to be considered. In the relativistic case, γ introduces both compo-

nents of the particle velocity and the resonance condition defines an ellipse in v⊥ and

vq for the resonance velocity.

The resonance condition defines the frequency ω for which resonance happens at a given

resonance number n, wave vector k, and particle velocity v (and hence the particle’s

kinetic energy Ekin). While n and Ekin can easily be defined, the wave vector k is not

directly accessible. In order to calculate the resonance frequency, we therefore need

to evaluate the dispersion relation, which provides a relation between k and ω. As it

is difficult to solve the dispersion relation and the resonance condition simultaneously,

it is common to write the resonance condition in the form of a dispersion relation,

allowing the resonance frequencies to be found graphically as the intersections of the

resonance condition and the dispersion relation:

vq = ω

kq

(
1− nΩσ

γω

)
⇔ vq = ω

kq
− nΩσ

kqγ

⇔ ω = vqkq + nΩσ

γ

⇔ ω = vq · k · cos(ψ) + nΩσ

γ
, (1.133)

where ψ denotes the wave normal angle.

Usually one is interested to know the resonance frequency at a particular particle energy

and wave normal angle for the various resonance numbers. In order to rewrite Eq. 1.133

in terms of these quantities, we first need to replace vq using the definition of the pitch-

angle α:

vq = v · cos(α) , (1.134)
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Furthermore we need to utilise the ratio of the relativistic velocity and the speed of

light c:

v

c
= β =

(
γ2 − 1
γ2

)1/2

. (1.135)

If we use the Lorentz factor as

γ = Ekin
E0

+ 1 , (1.136)

with Ekin being the relativistic kinetic energy and E0 = m0c
2 the rest energy, this

yields:

ω = v cos(α) · k cos(ψ) + nΩσ

γ

⇔ ω = nΩσ

γ
+ ck · cos(α) · cos(ψ) ·

(
γ2 − 1
γ2

)1/2

(1.137)

This equation now defines the resonance condition in the form of a dispersion relation

only depending on the resonance number n, the particle’s energy, the particle’s pitch-

angle α, and the wave normal angle ψ.

Landau Resonance

In the case where the resonance number n = 0, the resonant particle velocity has to be

equal to the parallel phase velocity of the electromagnetic wave, i.e. vq = ω/kq. This

case is known as Landau resonance. Particles that experience Landau resonance hence

move with the same velocity as the phase velocity of the wave they interact with. As

a consequence, they are in phase with the wave and the wave frequency seen by the

particles is zero, allowing them to strongly interact with the wave electric field.

Note that, as the elements of the tensor in the integral (Eq. 1.128) depend on the

parallel and perpendicular components of k, the resonance condition (Eq. 1.131) for

the case of n = 0 only causes a singularity, if the electric field of the resonating elec-

tromagnetic wave has components parallel to the external magnetic field, i.e. kq 6= 0.

This is not necessarily the case, for example, whistler mode and electromagnetic ion
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cyclotron waves propagating exactly field aligned, have no parallel electric field com-

ponent. Hence there is no energy exchange between these plasma waves and charged

particles due to Landau resonance.

Doppler Shifted Cyclotron Resonance

In the frame of reference of the particle, for the cases of n = ±1,±2, ..., the particle sees

the frequency of the electromagnetic wave being Doppler shifted towards multiples of

its gyrofrequency Ωσ. This allows the particle to resonate with the wave, which either

accelerates or decelerates the particle, depending on the phase of the wave. This is

called Doppler shifted cyclotron resonance. As long as the electromagnetic wave field is

perpendicular to B0, it allows for changes of both the particle’s energy and pitch-angle,

which are called pitch-angle scattering and energy scattering, respectively. The net

growth or damping of the wave can only be determined by evaluating all the elements

of the dielectric tensor of the hot plasma distribution numerically.

An example of the resonance condition for the case of whistler mode waves is presented

in Figure 1.16. The solid blue line is the whistler mode branch of the dispersion relation

(right-hand polarised) and the resonance condition are the orange to red dashed lines.

The resonances were calculated for n = −10, ..., 10 but only the Landau resonance

(n = 0) and resonances with negative n are visible. The resonances with n ≥ 1 lie

outside the frequency range of the plot. The dispersion relation and resonance condition

were calculated for a pure proton-electron plasma, where the electron gyrofrequency

was set to fce = 5230 Hz, which is about the electron gyrofrequency at L = 4.5 near the

equator. The ratio of fpe/fce was set to 10. The resonance condition was calculated for

electrons with an equatorial pitch-angle of α = 15◦ and an energy of 500 eV. The left

panel shows the results for completely field aligned waves (ψ = 0◦), while the right panel

is for oblique waves with ψ = 45◦. It can be seen that the Landau resonance crosses

the dispersion curve twice, while the higher order resonances only cross the dispersion

curve once, if at all. The horizontal dashed lines show the so-called lower and upper

cutoff frequencies, which define the frequency range inside which the calculations of the

wave-particle interactions are performed. These frequencies try to model the effective

frequency range at which waves are observed and they depend on the case that is
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Figure 1.16: Dispersion relation of the whistler mode branch (solid blue line) and
resonance condition (orange to red dashed lines) for n = 0, ..., 10 calculated for a pure
proton-electron plasma with fce = 5230 Hz and fpe/fce = 10. The resonance condition
was calculated for electrons with an equatorial pitch-angle of α = 15◦ and an energy of
500 eV. The left panel shows the results for ψ = 0◦, while the right panel is for ψ = 45◦.

studied. They will be defined separately for each type of wave studied in this thesis

in the corresponding chapter. For now, it is important to note that only the Landau

resonance intersects with the dispersion curve inside the limits of the cutoff frequencies,

and hence only this resonance can be found in the presented example. It is easy to

construct other examples, where higher or lower order resonances become relevant, and

therefore a careful definition of the included resonances is important. For example,

plasmaspheric hiss is known to show relevant resonances up to n = 30 and more, while

for chorus waves usually n = 10 suffices.
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1.6.2 Resonance Cone

Going back to the dispersion relation in terms of the refractive index η (Eq. 1.114),

we can see that the equation has a singularity for the case that A→ 0. In the limit of

A = 0 this yields:

S sin2(ψ) + P cos2(ψ) 1.111= 0 ,

or equivalently if

tan2(ψ) = −P
S
. (1.138)

If this condition is fulfilled, the refractive index η becomes infinite. In order to study

the effect of η →∞, we use the definition of the refractive index 1.96 in the Helmholtz

equation 1.106:

k(k · E)− |k|2E + |k|
2

η2 εr · E = 0 (1.139)

In general, the electric field of an electromagnetic wave can be written as the sum of

the transverse component ET perpendicular to k and the longitudinal component EL

parallel to k, so that

E = ET + EL . (1.140)

Furthermore, we can express EL as the projection of E along k as:

EL = k(k · E)
|k|2

(1.141)



1.6. Wave-Particle Interaction 69

Figure 1.17: Geometry of the resonance cone.

Inserting Eq. 1.141 into Eq. 1.139 yields:

|k|2 · EL − |k|2E + |k|
2

η2 εr · E = 0

η→∞⇒ |k|2 · EL − |k|2E + 0 = 0

⇔ EL − E = 0
Eq.1.140⇔ ET = 0 (1.142)

We can now see that if the refractive index becomes infinite, the transverse component

of the electric field has to become zero. Therefore, Eq. 1.138 defines the wave normal

angle ψ, for which the electromagnetic wave becomes purely electrostatic. As resonance

is usually studied for waves with an electromagnetic component, the angle ψres defined

by Eq. 1.138 is called the resonance cone angle. The volume enclosed by the resonance

cone angle effectively forms a cone around the Earth’s magnetic field B0, which is called

the resonance cone, which is illustrated in Figure 1.17. In a cold plasma, whistler mode

wave propagation is possible for ψ ≤ ψres, but not ψ > ψres, and a similar expression

can be found for EMIC waves. Note that for z-mode waves (not studied here), wave

propagation is possible for ψ > ψres, but not for ψ ≤ ψres.
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1.6.3 Resonance Ellipse

So far we have derived the physics of plasma waves resonating with charged parti-

cles and used the dispersion relation and resonance condition to define the resonance

frequencies. We showed that the wave-particle interaction can result in a change of

the particle’s pitch-angle or kinetic energy (or usually a mixture of both). Since the

pitch-angle is defined by the particle’s velocity relative to the magnetic field (or, in

other words, the direction of the particle’s motion) and the kinetic energy is propor-

tional to the magnitude of the velocity, we need to derive an equation for the particle

velocity components in order to be able to predict and quantify the pitch-angle and

energy changes. Unfortunately, it is not possible to find a simple set of equations for

the velocity components, but instead a so-called resonance ellipse relating the parallel

and the perpendicular velocity components can be derived. The resonance ellipse is

obtained by rearranging the resonance condition (Eq. 1.131)

vq = ω

kq

(
1− nΩσ

γω

)
(1.143)

into the form of an ellipse, which is given by:

v2
⊥
a2 + (vq − d)2

b2
= 1 (1.144)

The parameters a, b, and d are given for parallel wave propagation as [Horne et al.,

2003a]:

a2 = c2
[
1− (ω/Ωσ)2

(n2 + h2)

]
(1.145)

b2 = n2a2

(n2 + h2) (1.146)

d = ω

Ωσ

ch

(n2 + h2) (1.147)

with

h = ckq
Ωσ

, (1.148)
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where c is the speed of light. Since the resonance ellipse is a rearranged form of the

resonance condition, it specifies the relation between vq and v⊥ during resonance.

It was shown by Lyons et al. [1971] that the dominant contribution to particle scattering

is the first order cyclotron resonance. In order to plot the resonance ellipse, we first need

to find a solution for kq from the dispersion relation (Eq. 1.115), which was presented for

parallel propagating waves in Section 1.5.1. For oblique waves, the dispersion relation

for kq needs to be derived numerically, which is not presented here, since the effects of

oblique waves play a minor role in this thesis.

The resonance ellipse is a function relating vq and v⊥ for given Ωσ and ωce, for a

specific resonance number n. Let us first study the case of Landau resonance (n = 0).

To illustrate this, we rewrite the resonance ellipse into the following form:

1− v2
⊥
a2 = (vq − d)2

b2

⇔ b2
(

1− v2
⊥
a2

)
= (vq − d)2 (1.149)

Using n = 0, we directly get for the parameters of the ellipse:

a2 = ω2

k2
q

b2 = 0 d = ω

kq
(1.150)

And hence, in case of Landau resonance, the resonance ellipse becomes

vq = ω

kq
, (1.151)

which is a constant of ω and kq.

For the other resonances the resonance ellipse becomes an ellipsoid in vq-v⊥ space (or

equivalently, in momentum space), that depends on the various plasma parameters

introduced before, as well as the frequency of the plasma wave that resonates with

a charged particle of a given energy. It was shown that the wave-particle interactions

force the particles to move on trajectories that are defined by the plasma conditions and

the interacting waves [Gendrin, 1981]. Summers et al. [1998] derived the trajectories in

velocity space along which electrons will move when they interact with whistler mode
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waves inside a specified frequency band. Their solutions are derived in parametric form

assuming field aligned waves and are called diffusion surfaces. In the general case,

where we have a multitude of waves propagating in different directions, the theory

becomes more complex and the diffusion surfaces can only be derived numerically.

When electrons and plasma waves resonate with each other, the electrons change their

velocity components in such a way that they move from regions with high phase space

density to regions of low phase space density (for details about the phase space density,

see chapter 2). If this corresponds to the direction of decreasing energy, the electrons

will transfer part of their energy onto the waves. Conversely, if this corresponds to the

direction of increasing energy, the electrons will gain energy from the waves.

Let us now summarise these complex processes: The wave modes of a plasma wave

that are allowed to propagate in the plasma are defined by the dispersion relation. The

resonance condition specifies the frequencies at which an electron of a certain energy

can resonate with the plasma wave. The resonance ellipses are a rearranged form of

the resonance condition, specifying the region in velocity space at which the plasma

wave can resonate with the electrons. Thereby, the wave-particle interactions can only

happen in such a way that the electrons move on the diffusion surfaces, defining the

trajectories of the electron. The change of the velocity of the electron will always be

directed from regions with high phase space density to regions with low phase space

density.

An example, summarising these processes is given in Figure 1.18 for the case of whistler

mode waves. Here the electron phase space density is shown as a contour plot as a

function of normalised momentum for the case of fpe = fce = 10.4 kHz. The bold solid

blue, green and red lines show the resonance ellipses for the frequencies ω/ωce = 0.1, 0.3,

and 0.6. The solid white lines represent the diffusion surfaces, i.e. the trajectories at

which the electrons are allowed to move, while the dashed white lines represent contours

of constant total energy, with the energy increasing radially outwards.

Let us now look at one example in detail. Let’s assume that the plasma wave is allowed

within the frequency range between ω/ωce = 0.1 − 0.3, i.e. between the blue and the

green lines. Let us furthermore take the electron moving along the line starting at
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Figure 1.18: Electron phase space density (contour) as a function of normalised momen-
tum for the case of fpe = fce = 10.4 kHz. The bold solid blue, green and red lines show
the resonance ellipses for the frequencies ω/ωce = 0.1, 0.3, and 0.6. The solid white
lines represent the diffusion surfaces, while the dashed white lines represent contours
of constant total energy, increasing radially outwards. From [Meredith et al., 2002].

pq/mec = 2.75 and p⊥/mec = 0. Coming from high values of pq, we can see that just

below the lower frequency limit of the resonant plasma wave interaction (blue line)

the gradient of the phase space density is decreasing towards the top-left of the plot.

The wave-particle interaction would hence force the electron to move to the left along

its trajectory (the white line), and therefore towards smaller energies. In contrast,

resonance with waves at a larger frequency, i.e. close to the green line, the gradient of

the phase space density decreases to the right of the plot, which would force the electron

to move further down on its trajectory, corresponding to an increase in electron energy.

1.7 Electron flux

We have now developed the theoretical framework to describe how charged particles

can get trapped by the geomagnetic field and how their motion is determined by the
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electromagnetic fields of the Earth. Furthermore, we defined the propagation of plasma

waves and explained how they can interact with the trapped particles, changing their

pitch-angle and energy. The objective of this thesis is to study the interactions between

plasma waves and the electrons that form the Van Allen electron radiation belts. It is

usually difficult to measure individual electrons, so instead the macroscopic multitude

of them in specific regions of space is studied. Therefore, a concept describing the

electron distribution in space, pitch-angle and energy needs to be developed, namely

the concept of the electron flux, which is the quantity most often provided by spacecraft.

The differential, directional electron flux j(θ,E) at a given location r, and for a given

direction and energy is the number of particles dN with energy dE crossing the area

dA that is perpendicular to the direction specified by the solid angle dΩ (per second).

It is usually given in units of cm−2s−1sr−1keV−1 and defined by:

dN(r, θ, E) = j(θ,E) dA dE dΩ (1.152)

If we, as usual, use the geomagnetic field as a reference vector for the direction, the

flux direction can automatically expressed by the pitch-angle α. A typical distribution

of the electron flux is shown in Figure 1.19 as contours of the flux around the Earth.

It can be seen that there are two distinct torus shaped regions of high electron fluxes,

which form the previously mentioned Van Allen electron radiation belts.

Satellite measurements have shown that the electron flux at energies below about

100 keV shows a significant MLT dependence, with the flux being significantly stronger

between about 00 and 12 MLT [Meredith et al., 2016]. Furthermore, it was found that,

independent of the electron energy, the flux is not constant with magnetic latitude.

The electron flux is usually strongest at a pitch-angle of α = 90◦ and mirrored around

this maximum. It was found that the distribution can often be approximated by a

sinn function, where n ranges between > 0 and about 9, depending on geomagnetic

conditions and varying significantly with L [Shi et al., 2016]. Furthermore, the electron

flux decreases significantly with geomagnetic latitude [Horne et al., 2003a], and for

all distributions a minimum pitch-angle can be found, at which electrons can remain
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Figure 1.19: Artists representation of the electron fluxes around the Earth forming the
Van Allen electron radiation belts. From [Horne et al., 2013a].

trapped. This is the bounce loss cone angle, which was discussed in section 1.3.4.

Satellite measurements of electron fluxes are usually given as local electron fluxes at a

specific location (including the latitude). According to Equation 1.38, the local pitch-

angle αloc of an electron moving along a field line changes with the local magnetic

latitude λm,loc, because the magnetic field changes with latitude. Therefore, the flux

of electrons at a given local pitch-angle also changes with magnetic latitude.

At the same time, the local flux of electrons with a certain local pitch-angle αloc,1 at the

corresponding magnetic latitude λm,1 is equivalent to the flux at another latitude λm,2

for electrons with a corresponding local pitch-angle αloc,2. Therefore, it is common to

take electron flux at the geomagnetic equator (λm = 0◦) as a reference and to translate

the electron fluxes at other magnetic latitudes to the equatorial flux. The relation can

be derived from Equation 1.38, and we find that the electron flux at a given latitude

λm and pitch-angle αloc is equal to the equatorial electron flux with the equatorial

pitch-angle αeq, where

αeq = arcsin
(√

Beq
B(λm) · sin(αloc)

)
. (1.153)
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CHAPTER 2

Modelling the Radiation Belts

2.1 Introduction

In the last chapter it was shown that charged particles can get trapped by the Earth’s

magnetic field, leading to a complex particle motion. They gyrate around field lines,

bounce back and forth between the mirror points in the northern and southern hemi-

sphere, and slowly drift around the Earth. Due to wave-particle interactions the charged

particles can interchange energy with various kinds of electromagnetic waves in the

plasma that surrounds the Earth. Thereby, they can change their pitch-angle and (ki-

netic) energy, leading to particle acceleration (or deceleration) and potentially particle

losses. The collective of charged particles form the particle flux, which is the number

of particles with a certain energy and direction that move through a specific area at a

given location. In this thesis, the spatial and temporal variations of the flux of electrons

is of interest. The above mentioned changes of the pitch-angle and energy distribution

of the electrons directly affect the electron flux.

The evolution of the Earth’s radiation belts can be described by the three-dimensional

Fokker-Planck Equation, defined as [Schulz and Lanzerotti, 1974]:

∂f(q, p, t)
∂t

=
∑
i,j

∂

∂Ji

[
Dij

∂f(q, p, t)
∂Ji

]
(2.1)

This equation is in the form of a diffusion equation of the phase-averaged phase space

density f(q, p, t), which is the density of electrons in the phase space, i.e. the space of

spatial coordinates q and their canonical conjugate momenta p. The coefficients Dij are

the so-called diffusion coefficients and Ji are the three action integrals J1 = 2πmeµ/e,

J2 = J , and J3 = eΦ, with µ, J , and Φ being the adiabatic invariants as described in

section 1.3.4, and me the mass of an electron and e the electron charge.

The phase space density can directly be related to the (electron) flux by:

f(q, p, t) = j(θ,E, t)/p2 (2.2)
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Since the adiabatic invariants are not intuitive to visualise and it can be difficult to

apply boundary conditions, it is common to transform the Fokker-Planck Equation to

other coordinates. The model used in this thesis uses pitch-angle α, energy E, and L∗

as the three independent variables. Following the derivations of Schulz and Lanzerotti

[1974], neglecting some cross derivatives and assuming a dipole magnetic field, Eq. 2.1

becomes [Glauert et al., 2014]:

∂f(r, p, t)
∂t

= 1
g(α)

∂

∂α

∣∣∣∣
E,L

g(α)
(
Dαα

∂f(r, p, t)
∂α

∣∣∣∣
E,L

+DαE
∂f(r, p, t)

∂E

∣∣∣∣
α,L

)

+ 1
A(E)

∂

∂E

∣∣∣∣
α,L

A(E)
(
DEE

∂f(r, p, t)
∂E

∣∣∣∣
α,L

+DEα
∂f(r, p, t)

∂α

∣∣∣∣
E,L

)

+ L2 ∂

∂L

∣∣∣∣
µ,J

(
DLL

L2
∂f(r, p, t)

∂L

∣∣∣∣
µ,J

)
, (2.3)

where

g(α) = T (α)sin(2α) (2.4)

and

A(E) = (E + E0) · [E(E + 2E0)]1/2 . (2.5)

Here, T (α) is related to the bounce period in a dipole field and can be approximated by

T (α) = 1.3802−0.3198(sin(α)+sin(α)1/2) [Lenchek et al., 1961], and E0 is the electron

rest mass energy. The diffusion coefficients have now become the drift and bounce

averaged pitch-angle diffusion coefficient Dαα, energy diffusion coefficient DEE , mixed

pitch-angle and energy diffusion coefficient DαE = DEα, and radial diffusion coefficient

DLL. Note that for simplicity, in this equation the drift and bounce averaged diffusion

coefficients have been written in the given form, and L∗ has been written as L. For the

remainder of this study, they will be explicitly written as 〈Dαα〉d, 〈DαE〉d, 〈DEE〉d, and

〈DLL〉d to emphasise that they are drift and bounce averaged. The bounce averaged
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pitch-angle and energy diffusion rates are thereby defined as [Glauert et al., 2014]

〈Dαα〉 =
〈

(∆α)2

2∆t

〉
(2.6)

〈DαE〉 =
〈∆α∆E

2∆t

〉
(2.7)

〈DEE〉 =
〈

(∆E)2

2∆t

〉
(2.8)

in units of s−1, J s−1, and J2 s−1, respectively. As mentioned above, the Fokker-Planck

Equation models the radiation belt in the form of a diffusion equation with the diffusion

coefficients mentioned before. These diffusion coefficients hence describe the change of

a physical property of the collection of electrons forming the phase space density per

unit time. For example, the pitch-angle diffusion coefficient describes the change of the

electron phase space density with respect to the pitch-angle per unit time. If the initial

phase space density distribution f(r, p, t0) at a given location in phase space defined by

r and p was such that all particles had a pitch-angle of 45◦ and the pitch-angle diffusion

coefficient was constant over all pitch-angles (and times), then the pitch-angles of all

electrons would change to smaller and larger values over time, until the pitch-angle

distribution became flat. This process can be characterised as a diffusion process of the

pitch-angle, quantified by the pitch-angle diffusion coefficient. Similarly, the energy

diffusion coefficient specifies the change of the phase space density with respect to

energy per unit time.

In this thesis the electron fluxes were calculated using the British Antarctic Survey

Radiation Belt Model (BAS-RBM), which essentially solves a modified version of Eq.

2.3. The required diffusion coefficients were calculated with the PADIE diffusion code.

Both are presented in the following sections.

2.2 PADIE Diffusion Code

The first pitch-angle and energy diffusion coefficients were calculated based on quasi-

linear theory by Lyons et al. [1971] and subsequently by others Albert [e.g. 2003];

Summers and Thorne [e.g. 2003]. All these calculations assumed a high density approx-
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imation, where the plasma frequency was much larger than the electron gyrofrequency.

Furthermore, most cases were restricted to waves propagating parallel to the magnetic

field and with small amplitudes. The first code that was developed for any plasma

density and arbitrary wave propagation was the Pitch Angle and Energy Diffusion of

Ions and Electrons (PADIE) code by Glauert and Horne [2005]. This diffusion code is

described in the following, where all definitions and equations are taken from [Glauert

and Horne, 2005].

In order to obtain expressions for the diffusion coefficients using the PADIE diffusion

code, the distribution of the wave normal angles ψ of the plasma waves as well as the

frequency distribution of the power spectral density (PSD) need to be specified. The

distribution of the wave normal angle is assumed to be of Gaussian form defined as:

g(X) =


exp

[
−
(
X−Xm
Xw

)2
]

Xlc ≤ X ≤ Xuc

0 otherwise ,
(2.9)

where X =tan(ψ), Xm is the peak, and Xw is the angular width of the wave normal

angle distribution, and Xlc and Xuc define the so-called lower and upper cut-offs of the

wave normal angle distribution.

2.2.1 Power Spectral Density Distribution

There are two general modes of operation in the PADIE code available, distinguished

by the way the frequency distribution of the power spectral density is supplied . In the

first mode, the frequency distribution of the PSD has to be of Gaussian form as defined

as:

B2(ω) =


A2
ω · exp

[
−
(
ω−ωm
δω

)2]
ωlc ≤ ω ≤ ωuc

0 otherwise ,
(2.10)

where A2
ω is a normalisation constant (or the peak intensity of the PSD) given by

A2
ω = |BW |

2

δω
· 2√

π
·
[
erf
(
ωm − ωlc

δω

)
+ erf

(
ωuc − ωm

δω

)]−1
(2.11)
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Here, BW is the wave amplitude in nT, while ωm is the angular peak frequency, and

δω the angular frequency width (both in rad s−1) of the power spectral density. Fur-

thermore, the angular lower and upper cut-off frequencies ωlc and ωuc, outside which

the wave power is zero, need to be specified. In this mode of operation, the user has to

provide these five parameters (BW , ωm, δω, ωlc, and ωuc) from which PADIE determines

B2(ω). Since the wave intensity BW is by definition given in units of Tesla, the PSD

must be in units of nT2 rad−1 Hz−1.

The datasets used in this thesis commonly provide the power spectral density in units

of nT2 Hz−1 (non-angular frequency), labelled as B2(f). If the PSD is of Gaussian

form, it can hence be expressed by:

B2(f) = A2
f · exp

[
−
(
f − fm
δf

)2]
, (2.12)

where A2
f is the amplitude in units of nT2 Hz−1, fm is the frequency of the peak, and

δf is the width of the Gaussian distribution. Note that the frequencies are now in

non-angular units of frequency. Analogously to Equation 2.11, A2
f can be expressed as:

A2
f := |BW |

2

δf
· 2√

π
·
[
erf
(
fm − flc
δf

)
+ erf

(
fuc − fm

δf

)]−1
. (2.13)

Note that since A2
f has to be in units of nT2 Hz−1, the angular frequencies ω need

to be replaced by non-angular frequencies f . The wave power |BW |2 can be obtained

from the distribution of the PSD in the non-angular frequency domain, by rearranging

Equation 2.13 for |BW |2, i.e.:

|BW |2 = 1
2A

2
f · δf

√
π ·
[
erf
(
fm − flc
δf

)
+ erf

(
fuc − fm

δf

)]
. (2.14)

The wave power |BW |2 derived in this way can now be used as an input parameter for

the PADIE code. The required angular frequency parameters (ωm, δω, ωlc, and ωuc) can

be obtained from fm, δf , flc, and fuc by using the relation ω = 2πf .

In the second mode of operation, the frequency distribution of the power spectral

density is provided as tabulated data, where for any given set of frequencies the cor-
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responding values of the PSD are provided. The PADIE diffusion code calculates the

PSD at any given frequency by a linear interpolation between the provided values of

the PSD. This operational mode allows the use of measured wave data directly, since

no Gaussian power spectral density distribution is required.

2.2.2 Definition of the Diffusion Coefficients

Following the approach of Lyons [1974], the pitch-angle and momentum diffusion coef-

ficients in units of s−1 and momentum2 s−1, respectively, are defined as:

Dαα =
nh∑
n=nl

∫ Xuc

Xlc

XdXDnX
αα (2.15)

Dpp =
nh∑
n=nl

∫ Xuc

Xlc

XdXDnX
pp , (2.16)

where DnX
αα and DnX

pp are short-hand notations defined as

DnX
αα =

∑
i

q2
σω

2
i

4π (1 +X2)N(ωi)
·
[
nΩσ/(γωi)− sin2(α)

cos(α)

]2

·B2(ωi)g(X) |Φn,k|2

|vq − ∂ω
∂kq
|

∣∣∣∣∣∣
kqi

(2.17)

DnX
pp = DnX

αα

[ sin(α) cos(α)
nΩσ/(γωi)− sin2(α)

]2

kqi

(2.18)

The integrands in Eqs. 2.15 and 2.16 are evaluated at the resonant parallel wave number

kqi, which is determined from the resonance condition (Eq. 1.131) and the dispersion

relation (Eq. 1.114), that are described in Chapter 1. There, it was shown that for a

given pitch-angle, energy, and resonance number n there could be more than one reso-

nant frequency corresponding to the same wave number k. Therefore, the summation

over i takes the possibility of multiple resonant frequencies into account. The terms

|Φn,k|2 and N(ω) are both defined in Glauert and Horne [2005]. The former depends

on the wave refractive index, while the latter is a normalisation factor which ensures

that the wave energy per unit frequency is given by B2(ω).

In order to reflect the timescale for energisation and to incorporate the diffusion co-
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efficients into radiation belt models such as the BAS-RBM, the momentum diffusion

coefficients are then converted into energy diffusion coefficients in units of J2s−1 by:

DEE = c2E(E + 2E0)
(E + E0)2 Dpp (2.19)

2.2.3 Method of Calculation
Input Parameter

In order to calculate the diffusion coefficients, various parameters need to be specified.

First, the frequency distribution of the wave power spectral density needs to given,

either in tabulated form, or as a set of the Gaussian parameters ωm, δω, ωlc, ωuc,

and |BW |. Furthermore, the parameters Xm, Xw, Xlc, and Xuc of the wave normal

angle distribution have to be provided. Additionally, the conditions of the plasma need

to specified, in particular the ion composition and the plasma density in the form of

fpe/fce (see below). In order to evaluate the resonance condition, it is further required

to specify the number of resonances n. An overview of the required input parameters

is presented in Table 2.1.

Based on these parameters, PADIE calculates the bounce averaged diffusion rates at

location defined by the McIlwain L parameter and the geomagnetic latitude λm. The

magnetic field B(L, λm)at this location is thereby evaluated from a dipole magnetic

Input Parameter Description
BW Wave magnetic field intensity
ωm Wave Gaussian peak frequency
δω Wave Gaussian frequency width
ωlc Lower cut-off frequency
ωuc Upper cut-off frequency
Xm Wave normal angle peak
Xw Wave normal angle width
Xlc Wave normal angle lower cut-off
Xuc Wave normal angle upper cut-off
n Number of resonances included

fpe/fce Plasma density
Ion composition Hydrogen, Helium, and Oxygen fraction

Table 2.1: Boundary conditions used in the BAS-RBM.
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field model, and hence:

B(L, λm) =
M0
√

1 + 3 sin2(λm)
L3R3

Ecos6(λm) , (2.20)

where M0 = 8.0334 · 1015 Tm3 is the mean value of the magnetic moment at the

magnetic equator on the Earth’s surface and RE is the Earth’s radius.

The ratio of the plasma frequency to the electron cyclotron frequency fpe/fce is a widely

used parameter to characterise the plasma density, since fpe/fce is directly proportional

to the square root of the plasma density. Using the definitions of the plasma frequency

(Eq. 1.50) and the cyclotron frequency (Eq. 1.10), fpe/fce can be expressed as:

1
2π

(
nee

2

meε0

)1/2

/

(
eB0

2πme

)
(2.21)

Note that, since the magnetic field changes with L and λm (see Eq. 2.20), the local

electron gyrofrequency is also location dependent.

Computational Details

The diffusion coefficients are found by evaluating the integrals in Eqs. 2.15 and 2.16

over tan(Ψ) = X between the lower and upper wave-normal angle cut-offs Xlc and Xuc.

At each value of X the dispersion relation and resonance condition need to be solved

simultaneously in order to determine ω and k. Thereby solutions will be rejected, where

ω lies outside the frequency cut-offs ωlc and ωuc, or where the solution is complex, or

where the solution lies on the wrong branch of the dispersion relation. The integrand is

evaluated at as many values of X between the cut-offs, as necessary for the calculation

to converge. This is repeated for all number of resonances n.

Numerically, the equations are solved using adaptive numerical integration schemes

and a polynomial root finder. It was shown in Section 1.6.1 that a careful definition

of the resonances included in the calculations of the diffusion coefficients is important.

In principle, all resonances should be included, however this would be computationally

not feasible and hence the number of resonances has to be limited in a careful way

between nl and nh, which are the last set of parameters that need to be specified.
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The equations for the diffusion rates are derived using quasi-linear theory. There are

two important assumptions that are being made in quasi-linear theory, namely that

the wave amplitudes of the wave field are small and that the waves are broadband and

incoherent. If the wave amplitude is small, only second order non-linear effects are

required to be included in the calculation of the bounce averaged diffusion rates, while

broadband and incoherent waves allow a stochastic description of the particle motion.

In the case of monochromatic waves, the particle motion becomes entirely determin-

istic, which allows for the nonlinear effect of phase-trapping to modify the particle’s

motion.

Chorus waves in particular are known to be highly nonlinear due to their short dura-

tion rising tone frequency structure [e.g. Omura et al., 2009; Santoĺık et al., 2014a], but

it is not yet computationally feasible to simulate chorus waves using nonlinear mod-

els over the duration and spatial dimensions required by global models. It has been

demonstrated by Albert [2010] and Tao et al. [2012] that there is remarkable agree-

ment between fully nonlinear and quasi-linear simulations for waves with a wave power

less than about 0.1 nT. If the wave power is below this threshold, there is only linear

phase-trapping and nonlinear phase trapping effects can be neglected.

Whistler mode waves can acquire a large electrostatic component, if the refractive index

is large and for wave normal angles close to the resonance cone [Glauert et al., 2014].

If the wave normal angle distribution of the wave power spectral density is such that

there is a too large contribution near the resonance cone, the electrostatic wave compo-

nents become unrealistically large, leading to inaccurate simulation results. In order to

prevent this, the electrostatic components were reduced, by scaling the wave magnetic

field down, according to the ratio of the square of the electromagnetic component over

the square of the total wave electric field. This approach ensures that the contribution

of electrostatic components to the calculations of the diffusion rates are small. Since

PADIE is only designed to calculate electromagnetic diffusion rates, this procedure is

used within this thesis and therefore there could be an electrostatic component that is

omitted.
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Calculation of the Bounce Averaged Diffusion Rates

As described in Section 1.3.3, charged particles that are trapped by the Earth’s mag-

netic field bounce back and forth between the northern and southern hemisphere. Dur-

ing this bounce motion towards higher or lower latitudes, their local pitch-angle changes,

as well as the plasma density, ion composition, the magnetic field, and the distribution

of the wave power spectral density. To take these variations into account, PADIE cal-

culates the bounce averaged pitch-angle and energy diffusion rates, whose pitch-angle

is mapped back to the equator, denoted by 〈Dαeqαeq〉 and 〈Dpp〉. They are defined as

[Glauert and Horne, 2005]:

〈Dαeqαeq〉 = 1
T (αeq)

∫ λm,m

λm,0
Dαα

cos(α)
cos2(αeq)

cos7(λ)dλ (2.22)

〈Dpp〉 = 1
T (αeq)

∫ λm,m

λm,0
Dpp

cos(λ)
(
1 + 3 sin3(λ)

)1/2
cos(λ) dλ , (2.23)

where T (αeq) defines the variation of the bounce period τb and is approximated by

[Hamlin et al., 1961]

T (αeq) = 1.30− 0.56 sin(αeq) . (2.24)

The bounce averaging is usually performed from the equator λm,0 = 0◦ to the mirror

point λm,m, which, in PADIE is found by solving the polynomial

C6
l + 3Cl sin4(αeq)− 4 sin4(αeq) = 0 (2.25)

for Cl = cos2(λm,m).

However, the latitudinal limits of the integration can also be changed by the user, if

waves are only present within a limited range of latitudes.

The drift and bounce averaged diffusion rates that are needed for the BAS-RBM are not

directly obtained from PADIE, since only bounce averaged diffusion coefficients can be

calculated. The drift averaging over a particle’s drift orbit is performed by averaging

the bounce averaged diffusion rates at a given L over the electron’s drift orbit. It
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was shown that the drift average approach is only valid above electron energies of

about 100 keV, since the electron flux is not uniform for all MLT at energies below this

threshold [Meredith et al., 2016].

2.3 British Antarctic Survey Radiation Belt Model

The electron radiation belts can be modelled by solving the three-dimensional Fokker-

Planck Equation (Eq. 2.3) and there have been several programs developed to do so.

The first one that was developed for high-energy radiation belt electrons by Beutier

and Boscher [1995] is called Salammbô. Varotsou et al. [2005] included chorus waves

at low latitudes up to 15◦ based on data from the CRRES mission into the model

of Beutier and Boscher, showing that chorus can be a relevant acceleration and loss

process. An extension of this chorus model to latitudes up to 30◦ was subsequently

included in another 3d-code by Albert et al. [2009]. The first model to include the

effects of (parametrised) chorus waves, plasmaspheric hiss, and EMIC waves was the

Versatile Electron Radiation Belts (VERB) [Subbotin and Shprits, 2009]. Using

the same parametrised wave models, Su et al. [2010] developed a similar model. Four

dimensional models that include the MLT dependence of the wave-particle interactions

have been developed by Jordanova et al. [2008] and Fok et al. [2008]. Nevertheless, most

models use diffusion rates that are drift averaged over all MLT, since drift averaged

simulations are able to accurately predict the overall shape of the electron pitch angle

distribution [Shprits et al., 2009a].

In this thesis, the British Antarctic Survey Radiation Belt Model (BAS-RBM)

[Glauert et al., 2014] is used, which utilises diffusion coefficients that are based on

a careful modelling of available satellite data throughout the radiation belts instead

of parametrised diffusion coefficients. The BAS-RBM solves a modified and simplified

version of the Fokker-Planck Equation (Eq. 2.3), where a term of the form f/τL that

represents electron losses to the atmosphere due to collisions was added. Inside the loss

cone, the loss timescale τL was set to be one quarter of the bounce period, while it is

set to be infinite outside the loss cone. Furthermore, the cross diffusion terms 〈DαE〉d
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and 〈DEα〉d were omitted, since it was shown that the cross diffusion terms only have

a small effect on equatorially mirroring particles [Albert and Young, 2005; Subbotin

et al., 2010]. Nevertheless it is important to note that it was shown that the cross

terms might have a significant effect for electrons with energies greater than about

2 MeV and equatorial pitch-angles below 60◦ Tao et al. [2008, 2009], but including

the cross diffusion terms is outside the scope of the model at this stage. Using these

modifications (and the short-hand notations for L∗ and the drift and bounce averaged

diffusion rates), the Fokker-Planck Equation, as used in the BAS-RBM, becomes:

∂f(r, p, t)
∂t

= 1
g(α)

∂

∂α

∣∣∣∣
E,L

(
g(α)Dαα

∂f(r, p, t)
∂α

∣∣∣∣
E,L

)

+ 1
A(E)

∂

∂E

∣∣∣∣
α,L

(
A(E)DEE

∂f(r, p, t)
∂E

∣∣∣∣
α,L

)

+ L2 ∂

∂L

∣∣∣∣
µ,J

(
DLL

L2
∂f(r, p, t)

∂L

∣∣∣∣
µ,J

)
− f

τL
(2.26)

Up until the late 1990s, it was believed that radial diffusion was the main cause for

the variability of the outer electron radiation belt. However, important observations

of peaks in the phase space density at medium L suggested that there must be an

additional acceleration process that happens locally. It was found that this process

was the wave-particle interactions between plasma waves and radiation belt electrons,

causing acceleration and loss [Summers et al., 1998; Horne and Thorne, 1998]. These

interactions lead to pitch-angle and energy diffusion and, in contrast to radial diffusion,

break the first and second adiabatic invariants [e.g. Kennel and Petschek, 1966]. In

this thesis, the diffusion rates due to wave-particle interactions between electrons and

whistler mode chorus, plasmaspheric hiss, and EMIC waves are included in the BAS-RBM.

They are obtained from the PADIE code and are drift and bounce averaged, and hence

don’t include a MLT resolution. Furthermore, radial diffusion is utilised by the model,

and a brief discussion of the diffusion coefficients is given in the following section. Since

the wave-particle interactions between electrons and chorus, hiss, and EMIC waves with

play the major role in this study, their diffusion rates and effects on the radiation belts
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are studied in detail and presented in individual chapters, while a literature review of

these is presented separately in Chapter 3.

2.3.1 Radial Diffusion Coefficients

The two most important processes driving the variability of the outer electron radiation

belt are the so-called radial diffusion of electrons, and electron acceleration and loss

due to the wave-particle interaction between plasma waves and electrons. Radial diffu-

sion transports electrons across the geomagnetic field from regions of high phase space

density into regions of lower phase space density. It is driven by large-scale fluctuations

of the magnetic and electric fields with frequencies near the electron drift period of a

few mHz [Fälthammar , 1965]. Assuming conservation of the first and second adiabatic

invariant, it was shown that radial diffusion may be enhanced by ultra low frequency

(ULF) waves [Hudson et al., 2013; Elkington, 2013]. If the first and second adiabatic in-

variants are conserved, electrons being transported radially outward lose energy, while

electrons being transported towards the Earth gain energy, since the Earth’s magnetic

field decreases with the radial distance to the Earth. Phase space density measurements

from the Van Allen Probes satellites suggests that outward radial diffusion is possible

at L∗ > 5.5, while inward radial transport is possible at L∗ < 5.5 [Reeves et al., 2013].

Therefore, if the outward transport diffuses electrons out of the magnetosphere, radial

diffusion can act as a loss process [e.g. Shprits et al., 2006].

The first radial diffusion coefficients DLL were calculated by Fälthammar [1965], and

many different models have followed. The current de facto standard are the radial

diffusion coefficients by Brautigam and Albert [2000], which are parametrised by the

geomagnetic activity using the Kp index with values between 1 and 6, and defined

between L = 3.0 - 6.5. They are of the form

DM
LL +DE

LL , (2.27)
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where DM
LL represents the radial diffusion coefficients due to the fluctuations of the

magnetic field, defined as

DLL = DM
LL = 100.506Kp−9.325 · (L∗)10 , (2.28)

and DE
LL represents the diffusion coefficients due to the fluctuations of the electric

field. Since these diffusion rates are well studied and widely used in radiation belt

modelling [e.g. Varotsou et al., 2005; Albert et al., 2009; Subbotin and Shprits, 2009],

they are employed in the present study. However, since it was shown that the use of

the electrostatic component leads to unrealistically high fluxes in the slot region [Kim

et al., 2011], the component DE
LL will be omitted, as done in other studies as well [e.g.

Miyoshi et al., 2006].

2.3.2 Numerical Method
Computational Grids

In order to solve Eq. 2.26 a numerical method was employed. The terms of this equation

have to be evaluated at five different constant quantities (E, L∗, α, µ, and J), and in

order to take them into account, computational grids were created. At first, a regularly

spaced grid in L∗ is defined between the minimum and maximum values L∗min and

L∗max, specified by the user. At L∗max the user furthermore specifies the minimum and

maximum energies Emin(L∗max) and Emax(L∗max), which are then used to derive a grid

in equatorial pitch-angle α and the natural logarithm of the electron energy E. This

(α-E) grid is created to be regularly spaced, both in pitch-angle with 0◦ ≤ α ≤ 90◦,

and log(E), where Emin(L∗max) ≤ E ≤ Emax(L∗max). Following Schulz and Lanzerotti

[1974], assuming a dipole field for the Earth’s magnetic field, all points of this (α-E)

grid (defined at L∗max) have associated values of µ and J , with

µ = p2(L∗)3 sin2(α)
2meBd

(2.29)

J = 2pRE · L∗ · Y (sin(α)) . (2.30)
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Here, p is the electrons momentum, me is the electron mass, RE is the Earth’s radius,

and Bd is the mean value of the Earth’s dipole magnetic field at the magnetic equator

on the Earth’s surface, while the function Y (sin(α)) is defined in Schulz and Lanzerotti

[1974]. The function ranges between Y (0◦) ≈ 2.76 and Y (90◦) = 0. The values obtained

from Equations 2.29 and 2.30 are used to define the (µ-J) grid at all L∗ that is used for

the computation, since radial diffusion has to take place at constant values of µ and J

at all L∗. The (µ-J) grid is hence irregular at each L∗, but regular in L∗.

The (α-E) grid that is required for the computation is then defined at all L∗ between

L∗min and L∗max by

0◦ ≤α ≤ 90◦

Emin(L∗) ≤E ≤ Emax(L∗) ,

where Emin(L∗) is the minimum energy corresponding to any µ and J grid point, and

Emax(L∗) is the maximum energy corresponding to any µ and J grid point. The (α-E)

grid is hence regular in α and log(E). An illustration of the resulting computational

grid is shown in Figure 2.1.

Figure 2.1: Illustration of the (α-E) computational grid.
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Boundary Conditions

Following the explanations of the previous section, there are six computational bound-

aries that need to be specified for the BAS-RBM. These are the minimum pitch-angle

(α = 0◦), maximum pitch-angle (α = 90◦), minimum L∗, maximum L∗, and the min-

imum and maximum energy boundaries (for all L∗). Both the pitch-angle and the

maximum energy boundary conditions are fixed, such that the phase space density is

equal to zero at the maximum energy boundary, and the gradient of the phase space

density with respect to the pitch-angle (∂f/∂α) is equal to zero at the pitch-angle

boundaries. In this study, the minimum and maximum L∗ and the minimum energy

boundary conditions are derived directly from data from either the CRRES satellite or

the Van Allen probes satellites. Hereby, the measured phase space density at specified

minimum and maximum values of L∗ and the phase space density of the minimum

energy at all values of L∗ are used as a boundary condition. The method to derive

the boundary conditions from the Van Allen probes is presented in Chapter 7, while

the boundary conditions based on the CRRES data were directly taken from [Glauert

et al., 2014]. An overview of these boundary conditions is presented in Table 2.2.

Boundary Location Boundary Condition
Minimum pitch-angle α = 0◦ ∂f/∂α = 0
Maximum pitch-angle α = 90◦ ∂f/∂α = 0
Maximum energy E = Emax at Lmax f = 0
Minimum energy E = Emin at Lmax From satellite data
Minimum L∗ L = Lmin From satellite data
Maximum L∗ L = Lmax From satellite data

Table 2.2: Boundary conditions used in the BAS-RBM.

Initial Condition

The initial condition specifies the phase space density for the (α-E) grid for all values

of L∗ at the beginning of the simulation period. In this study, the initial condition

is either derived directly from the CRRES or the Van Allen probes data around the

beginning of the simulation period. The phase space density is thereby provided for the

(α-E) grid for all values of L∗ by the user, and the BAS-RBM derives the corresponding

initial values for the (µ-J) grid.
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The distribution of the phase space density in the initial condition usually does not sat-

isfy the Fokker-Planck diffusion equation. During the first few timesteps, the electron

distribution will therefore adjust in such a way that it will fulfil the diffusion equation.

The resulting flux thereby strongly depends on the utilised diffusion coefficients, mean-

ing that even small differences of the diffusion rates can result in significantly different

electron fluxes after this period, which is from now on referred to as the “adjustment

period”.

Solution Procedure

The Fokker-Planck Equation is solved in three steps using an operator splitting tech-

nique [Strang, 1968]. The first two steps are to model the pitch-angle and energy

diffusion terms, and are hence performed on the (α-E) grid for each value of L∗. In

the third step the radial diffusion is modelled and it is therefore performed on the

(µ-J) grid. The equations are solved using an unconditionally stable implicit finite

difference scheme and the solutions are interpolated onto the (µ-J) grid using a cubic

spline interpolation technique. For the next timestep, the order of the steps is reversed,

i.e. the radial diffusion equation is solved first on the (µ-J) grid and the solutions are

then interpolated onto the (α-E) grid, where first the energy diffusion is calculated and

lastly the pitch-angle diffusion.
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CHAPTER 3

Plasma Waves - A Review

3.1 Introduction

One of the most important processes for the variability of the outer electron belt is the

electron acceleration and loss caused by wave-particle interactions between electrons

and plasma waves. There are many different plasma waves, characterised by their prop-

erties including the frequency range, their location in space relative to the plasmapause,

and their polarisation. For instance, there are the ultra low frequency (ULF) waves,

which drive radial diffusion, as explained in detail in Section 2.3.1. Furthermore, there

are left-hand and right-hand polarised waves above the plasma frequency ωpe, which

are known as Z-mode, L-O-mode, and R-X-mode waves, as well as the so-called mag-

netosonic waves, which are a natural, often intense electromagnetic emission observed

at frequencies between the lower hybrid frequency and the proton cyclotron frequency.

They are observed at radial distances between L = 2 and 8 and are mostly confined

to the equatorial region [Meredith et al., 2008]. Magnetosonic waves may lead to local

acceleration, and may particularly energise electrons with energies between 10 keV up

to a few MeV in the outer radiation belt [Horne et al., 2007]. They are thought to

be generated by proton ring distributions at energies of about 10 keV [Boardsen et al.,

1992] and can propagate both inside and outside the plasmapause [Meredith et al., 2008;

Ma et al., 2013].

So far, little work has been done on diffusion caused by either Z-mode, L-O-mode, and

R-X-mode, or magnetosonic waves and they are not routinely included in 3d models,

such as the BAS-RBM. Of greater interest are the right-hand polarised whistler mode

chorus waves, and plasmaspheric hiss, as well as the Electromagnetic Ion Cyclotron

(EMIC) waves. Since these waves are well studied and they are known to interact with

radiation belt electrons, this thesis focuses on building reliable wave models for these

waves. In the following sections an overview of the published research on these waves

is presented. As an example, a typical spectrogram showing the wave spectral intensity
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Figure 3.1: Spectrogram of the wave spectral intensity measured by the CRRES satellite
on orbit 119. The solid white line denotes the local electron cyclotron frequency, while
the dashed and dotted lines are relevant multiples of it. The plasmapause is indicated
by the red line, and the AE index is given in the top panel. Taken from [Meredith
et al., 2004]

of common plasma waves observed by the CRRES satellite is shown in Figure 3.1.

The improvements made within this thesis to the various wave models and their impact

on the global electron acceleration and loss rates are presented for each type of plasma

wave in the following chapters. They are ordered chronologically to reflect the progress

that was made during the research for this thesis.

3.2 Whistler Mode Chorus Waves

Whistler mode chorus waves are short bursts of electromagnetic waves below the elec-

tron cyclotron frequency. They can be observed outside the plasmapause with frequen-

cies ranging from a few hundred Hertz up to a few kHz. The short bursts rise or fall

rapidly in frequency [Burtis and Helliwell, 1969; Tsurutani and Smith, 1974; Tsurutani
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et al., 2013] and last for a few milliseconds, often overlapping and occurring for periods

of many hours [Santoĺık et al., 2003].

Chorus waves usually show a clear separation into two frequency bands below and

above half of the electron cyclotron frequency [Tsurutani and Smith, 1974]. The so-

called lower band chorus is hence defined to lie in the frequency range of 0.1 < fce < 0.5,

while the upper band chorus lies in the frequency range of 0.5 < fce < 1.0, with a gap

between about 0.4 fce and 0.55 fce. During geomagnetically active conditions chorus

waves tend to be most significant on the dawn-side, but can be found over a wide range

of MLT ranging from about 22− 12 MLT [Meredith et al., 2001, 2012; Li et al., 2011],

and observations have shown that they are strongest during substorms [Meredith et al.,

2001]. The average wave amplitude of lower band chorus emissions were found to be

about 100 pT, while the wave amplitude of upper band chorus is about 20 pT [Horne

et al., 2013b]. The amplitude of chorus waves typically takes about 5 h to decay after

a substorm [Meredith et al., 2000].

There were several theories proposed to explain the origin of chorus waves. It is gen-

erally believed that chorus waves are generated by linear wave growth due to a tem-

perature anisotropy formed by plasma that is injected towards the Earth during geo-

magnetic substorms [e.g. Trakhtengerts, 1999; Nunn et al., 1997; Omura et al., 2007,

2009]. According to nonlinear theory these waves cause electrons to be phase trapped,

which can then act as a resonant current, allowing the propagating waves to re-radiate

the electrons with a nonlinear growth rate at a different frequency giving rise to chorus

waves [Nunn, 1974; Omura et al., 1991, 2009; Katoh and Omura, 2007]. Katoh and

Omura [2007] used a self-consistent particle simulation with a dipole magnetic field

model to show that chorus waves are discrete whistler mode emissions generated close

to the equator by cyclotron resonant interactions with suprathermal electrons, which

are injected into the inner magnetosphere during (sub)storms.

Ray tracing methods predict that whistler mode waves are field aligned near the equa-

tor and become oblique with latitude due to refraction [Horne and Thorne, 2003]. The

earliest wave normal angle observations of lower band chorus waves support these sim-

ulations, as they have shown that the waves were field aligned within a cone of 20◦ near
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the equator and became more oblique towards higher latitudes [Burton and Holzer ,

1974; Hayakawa et al., 1984; Goldstein and Tsurutani, 1984]. There are however sev-

eral case events where the wave normal angle was found to be between 30◦−45◦ close to

the resonance cone [Hayakawa et al., 1984]. Furthermore, Lauben et al. [2002] showed

that the wave normal angle can vary significantly between 5◦ − 50◦over a short period

of 0.5 s near L = 3.7. More recent studies of the Cluster spacecraft data have found

that chorus waves near L = 4.5 were quasi field aligned within 5◦ of the equator and

became more oblique towards higher latitudes [Santoĺık et al., 2003]. A recent more

systematic analysis of the Cluster data showed that the wave normal angle is of Gaus-

sian shape and field aligned, while the width of the wave normal angle was measured to

lie between 10◦ and 20◦ [Santoĺık et al., 2014b]. However, other studies of the Cluster

data found that the wave normal angle of lower band chorus shows two peaks near 20◦

and 50◦, while the upper band chorus peaks near 30◦ [Breneman et al., 2009] and a

statistical analysis showed that the wave normal angle can lie between 0◦− 30◦. Lower

band chorus wave normal angle measurements from the Cluster spacecraft evaluated

by Agapitov et al. [2013] show that ψ = 0◦ - 10◦ for |λm| < 5◦, which slightly increases

for latitudes up to |λm| = 15◦, although the distribution of the wave normals extend up

to about ψ = 30◦. The distribution tends to be peaked in the field aligned direction.

These results agree with a statistical analysis of THEMIS data [Li et al., 2011]. Over-

all, there seems to be no consensus on the wave normal angle distribution yet, with

measurements showing field aligned propagation over a wide range of latitudes, while

others show that chorus waves become more oblique at higher latitudes.

Chorus waves are thought to be a major source of electron acceleration and loss due to

wave-particle interactions [Horne et al., 2005a,b]. They are able to resonate with elec-

trons through Doppler-shifted cyclotron resonance over a wide range of energies from a

few hundred eV up to a few MeV [Horne and Thorne, 2003]. They are known to cause

pitch-angle diffusion and thereby scatter electrons into the loss cone, and due to their

bursty nature it is believed that they are a dominant reason for electron precipitation

observed by satellites and balloons at low altitudes [Rosenberg et al., 1971; Imhof et al.,

1992; Tsurutani et al., 2013]. The pitch-angle scattering is believed to be a major rea-
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son for both the diffuse and the pulsating aurora [Thorne et al., 2010; Nishimura et al.,

2010]. Furthermore, chorus waves are known to cause substantial energy diffusion as

well as acceleration of trapped electrons [Horne and Thorne, 1998; Summers et al.,

1998; Horne et al., 2005a,b], especially in regions with a low plasma density [Horne

et al., 2003b; Meredith et al., 2002]. Since chorus waves can cause electron acceleration

inside geostationary orbit it was suggested that they play a major role in the formation

of the outer radiation belt [Horne et al., 2007]. Moreover, chorus waves are thought

to be a significant process for the built-up of the radiation belts in general during the

recovery phase of geomagnetic storms [Horne et al., 2005a, 2006].

Various efforts to model the diffusion rates caused by chorus waves were made over

the last decade. For example, Horne et al. [2003b] used the average observed proper-

ties of chorus emissions [Tsurutani and Smith, 1974] to create a fixed Gaussian chorus

model. This model was used to test the effects of chorus waves at various energies

during different plasma densities. Shprits et al. [2007] developed a chorus model that is

parametrised for geomagnetic activity based on CRRES data. The model was initially

only valid between 6−15 MLT, but eventually extended to a day- and nightside model,

parametrised for latitude and activity as well. Horne et al. [2005a] calculated electron

diffusion rates based on their fixed chorus model for three MLT sectors, where the wave

power was taken from CRRES measurements. Full MLT dependence with a 1 h MLT

resolution and 3 levels of geomagnetic activity within latitudes up to 15◦was introduced

by Varotsou et al. [2005], also based on the CRRES high-energy electron data. They

also introduced an activity dependent model for the plasma density, interpolating be-

tween 5 levels of fpe/fce between 1 < fpe/fce < 10. This study was extended to higher

latitudes up to 30◦ by Albert et al. [2009].

3.3 EMIC Waves

Wave-particle interactions with electromagnetic waves with a frequency of typically a

few Hertz, known as Electromagnetic Ion Cyclotron (EMIC) waves, are thought to be

a significant process for electron loss [Horne and Thorne, 1998]. Since their frequency
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is much lower than the electron cyclotron frequency, the frequency of the EMIC waves

needs to be Doppler-shifted to the electron cyclotron frequency by the relative motion

of the waves and electrons along a field line. This allows the EMIC waves to resonate

with high energy electrons at energies greater than about 500 keV [Meredith et al.,

2003a], causing losses of the electrons into the loss cone due to pitch-angle scattering.

Cornwall et al. [1970] suggested the temperature anisotropy in the energetic proton

distribution of ring current ions with energies between a few tens of keV to 100 keV as a

source of EMIC waves close to equator. EMIC waves occur in short bursts and tend to

be observed only in a fraction of any given observation period [e.g. Posch et al., 2010;

Turner et al., 2014a].

EMIC waves are typically separated by their frequency relative to the hydrogen, helium,

and oxygen ion cyclotron frequency. Hydrogen band EMIC waves are electromagnetic

waves with a frequency between the hydrogen ion (or proton) cyclotron frequency fcp

and the helium ion cyclotron frequency fcHe, Helium band EMIC waves are waves with

a frequency between fcHe and the oxygen ion cyclotron frequency fcO, while Oxygen

band EMIC waves are waves with a frequency below fcO. Hydrogen band EMIC waves

are typically observed outside the plasmapause, while helium band EMIC waves can

be found both inside and outside the plasmapause [Fraser and Nguyen, 2001]. Oxygen

band EMIC waves occur very rarely and are difficult to detect against a noisy back-

ground.

Previous studies of EMIC waves have observed them over a wide range of L-shells,

ranging from about L = 3 up to L = 10, while their percentage occurrence increases

towards larger L shells [e.g. Anderson et al., 1992a; Usanova et al., 2012]. They were

found to be strongest in the afternoon sector from about 12 − 16 MLT [Bossen et al.,

1976; Roux et al., 1982; Meredith et al., 2014]. The percentage occurrence of hydrogen

band waves tends to be higher than the percentage occurrence of helium band EMIC

waves, with hydrogen band EMIC waves occurring about 10 % of the time in the region

of L = 7− 9 [Keika et al., 2013], while helium band EMIC waves tend to occur about

5− 10 % of the time between L = 4 and 7 [Keika et al., 2013].

Summers and Thorne [2003] have shown that EMIC waves are able to cause strong
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pitch-angle scattering for wave amplitudes of about 1 nT and more. They are hence

very effective at diffusing electrons into the loss cone at energies greater than about

1−2 MeV [Albert, 2003; Summers and Thorne, 2003], which suggests that they may be

a significant contribution to the decay of the radiation belts [Horne and Thorne, 1998].

The minimum energy at which EMIC waves can resonate with electrons strongly de-

pends on the parameters used to simulate the EMIC waves. In particular, the upper

cut-off frequency seems to be a vital parameter determining the scattering caused by

EMIC waves [Li et al., 2014]. Furthermore, Ukhorskiy et al. [2010] showed that individ-

ual events with peak frequencies close to the helium ion cyclotron frequency were able

to scatter electrons of energies less than 2 MeV into the loss cone. This suggests that

rather than just the upper cut-off frequency, the relation between the peak frequency

and the upper cut-off frequency is critical for the effectiveness of EMIC waves.

EMIC waves were shown to only affect electrons with small pitch-angles lower than

about 60◦, which means the that the bulk of the electron distribution will be unaf-

fected by EMIC waves [Kersten et al., 2014; Usanova et al., 2014]. Nevertheless, flux

dropout events were measured during periods of high EMIC wave occurrence, where the

electron flux was significantly reduced even for electrons with an equatorial pitch-angle

of 90◦ [e.g. Turner et al., 2014a,b]. One suggested mechanism for these results is that

EMIC waves could indirectly increase the losses for all pitch-angles by creating large

gradients in the pitch-angle distribution and thereby facilitating losses caused by other

waves present, namely chorus and hiss, [Li et al., 2007] and [Albert and Shprits, 2009].

3.4 Plasmaspheric Hiss

Plasmaspheric hiss is a broadband and structureless electromagnetic emission usually

observed in the frequency range between a few tens of Hz and several kHz. Hiss waves

are observed inside the plasmasphere and the strongest emissions have a wave power

peaked at the order of 2000 pT2 at a peak frequency near a few hundred Hz. Up until

recently, it was believed that plasmaspheric hiss was limited to the frequencies above

100 Hz with a peak frequency near a few kHz. However, using recent data from the
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Van Allen Probes, it was found that the peak of plasmaspheric hiss is usually found

at lower frequencies of about a few hundred Hz and that hiss waves extend to lower

frequencies of about 20 Hz [Li et al., 2015]. The comparison between Gaussian wave

profiles peaked at 550 Hz and the measured wave peaks at a few hundred Hz showed an

energy and L-shell dependent change of the diffusion rates. For instance, at L = 3 the

pitch-angle diffusion coefficients increased by a factor of about 5 for energies at tens of

keV, and a factor of about 2 for energies between 0.3− 1 MeV, while the diffusion rates

decreased by a factor of about 3 for energies between 70 and 200 keV. Including the

wave power at frequencies below 100 Hz changed the diffusion rates by up to a factor

of about 1.5 at L = 5, but only insignificantly at L ≤ 3.

There have been a number of different theories to explain the origin of plasmaspheric

hiss. Up until recently the two leading theories were in situ growth of wave turbulences

in space [Thorne et al., 1973] and lightning-generated whistlers [Sonwalkar and Inan,

1989] as a source of hiss. However, the former theory was unable to achieve the ob-

served power levels [Church and Thorne, 1983] and the latter was unable to explain the

lack of a correlation between landmass, where most of the lightning storms happen, and

measurements of plasmaspheric hiss below 2 kHz [Meredith et al., 2006a]. Recently it

was shown by Bortnik et al. [2008] using ray tracing modelling that plasmaspheric hiss

could originate from bursts of short duration chorus waves that were excited outside

the plasmapause and travelled into the plasmasphere, where they got trapped inside

the high density plasma. This new theory was able to reproduce most of the observed

characteristics of plasmaspheric hiss, including the observed frequency band and the

day-night asymmetry of the intensity of hiss, but it underestimated the typical plasma-

spheric hiss wave power by 10− 20 dB [Chen et al., 2012a]. This problem was resolved

by Chen et al. [2012b], when they included cyclotron resonance wave growth inside the

plasmapause in the model. Further support for this theory has been gained by recent

observational studies that show a strong correlation between the amplitude modulation

of chorus waves and plasmaspheric hiss as measured by the two THEMIS spacecraft

[Bortnik et al., 2009] and the Cluster mission [Wang et al., 2011]. Furthermore, the

Polar spacecraft has observed downward propagating chorus and upward propagating
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hiss on the dayside, supporting the model. Also, there is statistical evidence that cho-

rus extends to high latitudes in the pre-noon sector and that there is a clear gap of

about 1-2 Earth radii between chorus and hiss near the equator [Meredith et al., 2013],

which is predicted by the ray tracing model.

Meredith et al. [2004] presented the global distribution of plasmaspheric hiss, which was

derived from a detailed study of the CRRES satellite data. They found that hiss has

a strong day-night asymmetry, with hiss being the strongest between noon and dusk

and overall increasing with magnetic activity. Unfortunately their study was not able

to present a complete global map of hiss, since CRRES had limited coverage on the

dayside. Since the code used to calculate the diffusion rates utilises the wave power of

the magnetic field and CRRES only measured the electric field component, they needed

to convert the wave power of the electric field to the wave power of the magnetic field.

For this E to B conversion they assumed a parallel wave propagation. The wave normal

angle of plasmaspheric hiss has been studied by Agapitov et al. [2013] using measure-

ments from the Cluster mission. They found that near the equator plasmaspheric hiss

is nearly field aligned, with a wave normal angle peaked near 10◦. With increasing

latitude the wave normal angle increases roughly linearly with the waves becoming

electrostatic at a latitude of about 45◦. This poses a conceptional problem for the hiss

wave power calculated by Meredith et al. [2004] at higher latitudes, since the E to B

conversion assumes parallel wave propagation and hence that hiss is electromagnetic.

As a result, it is likely that the hiss wave power was overestimated due to the E to B

conversion.

Inside the plasmapause, plasmaspheric hiss acts as an important loss process, since the

formation of the slot region between the inner and the outer radiation belt is mainly due

to resonant pitch angle scattering of energetic electrons with plasmaspheric hiss [Lyons

and Thorne, 1973; Meredith et al., 2007, 2009]. Furthermore, resonant wave-particle

interactions with plasmaspheric hiss contribute to electron loss in the outer radiation

belt [Summers et al., 2007; Meredith et al., 2006b].

A first analysis of the role of plasmaspheric hiss in diffusion was demonstrated by Lyons

et al. [1972]. This work was then extended to show the contribution of hiss to pitch-
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angle diffusion, assuming constant and field aligned waves [Abel and Thorne, 1998].

Since various studies found that plasmaspheric hiss propagates with a wide range of

wave normal angles, starting mainly parallel near the geomagnetic equator and shifting

towards highly oblique wave normal angles at higher latitudes [Parrot and Lefeuvre,

1986; Hayakawa et al., 1986; Santoĺık et al., 2001; Agapitov et al., 2013], Meredith et al.

[2006a, 2007] studied the effects of the wave-normal angle on the diffusion rates using

different models for the wave-normal angle. They showed that only waves with a small

or medium wave-normal angle were causing a significant effect on the diffusion rates.

They furthermore used a 3 component Gaussian fit to model the wave power of the

hiss. So far, most of the recent calculations of the diffusion caused by plasmaspheric

hiss either assumed purely field aligned waves [Summers et al., 2007, 2008] or a wave-

normal angle and wave power which were independent of the radial distance towards

the Earth [Subbotin and Shprits, 2009]. Recently, Glauert et al. [2014] calculated new

diffusion rates based on Meredith et al. [2007], but with a variable wave-normal angle

that depended on the latitude. They also used a MLT dependent wave power, but still

based on the 3 component fitted wave power spectra. They found that plasmaspheric

hiss is crucial to reduce the peak flux of simulations in order to achieve better agree-

ment with the data, in particular in the slot region and the inner edge of the outer

radiation belt. Furthermore, they showed that the wave-normal angle distribution is a

critical parameter and best results were achieved for wave-normal angles varying with

latitude.
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Whistler Mode Chorus Waves

4.1 Introduction

One of the main objectives of this thesis is to assess the importance of wave-particle

interactions on radiation belt dynamics. As discussed in the previous chapter, whistler

mode chorus waves are one of the most important waves, known to cause both electron

acceleration and loss. The focus of this chapter is to develop a novel statistical model

for chorus waves in order to calculate pitch-angle and energy diffusion rates and to

include them into the BAS-RBM to assess the effects of chorus on a global scale.

Previous models were mostly based on the data from a single satellite, and therefore

have limited data coverage. The models presented here are based on a statistical anal-

ysis of the data from 7 different satellites, considerably improving the coverage and

resolution of existing wave models. The initial focus of this work was to develop a tech-

nique to fit the wave spectral data in order to obtain the wave parameters, required

by the PADIE diffusion code, which is used to calculate the diffusion rates. During the

course of the work, a separate new technique was developed that allowed to use the

wave spectral data directly, without requiring the fitting of wave parameters. As a

consequence, wave power at frequencies below 0.1 fce, that had to be excluded in the

fitting process, could then be included into the chorus wave model.

In the following, the different techniques are presented and evaluated. The correspond-

ing wave models are then used to calculate drift and bounce averaged pitch-angle and

energy diffusion rates. These diffusion rates are compared against each other and their

effect is studied on a global scale by employing them into the BAS-RBM individually.

Part of this work was published in [Horne et al., 2013b].
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4.2 Whistler Mode Wave Database
4.2.1 Instrumentation and Data Analysis

The wave data that was used to derive a statistical model for the chorus waves pre-

sented here was obtained from seven different satellites, namely the Combined Release

and Radiation Effects Satellite (CRRES), Dynamics Explorer 1 (DE 1), Cluster 1,

Double Star TC1, and Time History of Events and Macroscale Interactions during

Substorms (THEMIS A, D, and E). A full description of the processing of the data

from various instruments that were incorporated into the wave model is presented in

Meredith et al. [2012]. A summary of the spatial coverage, the frequency ranges of the

measured plasma waves, as well as the period from which the data was used, are given

in the following paragraphs and in Table 4.1.

CRRES was launched into a highly elliptical, geosynchronous transfer orbit with a low

inclination. It covered the range of L∗ from about 1.1 up to L∗ = 6 near the equa-

tor and L∗ = 8 at high latitudes [Meredith et al., 2001]. The magnetic local times

(MLT) were covered from 14 - 08 MLT, leaving a gap of coverage between 08 - 14 MLT

for latitudes up to 30◦. The wave data was derived from the Plasma Wave Experi-

ment (PWE), which ran from 20 August 1990 to 11 October 1991, when the satellite

failed. Reliable measurements were only available for the electric field components and

therefore a conversion of the wave electric field spectral intensity to the magnetic field

spectral intensity was performed assuming field aligned propagation of the waves and

the appropriate electron density as shown in Meredith et al. [2003b].

The Plasma Wave Instrument (PWI) on board the NASA Dynamics Explorer 1 (DE1)

spacecraft measured one component of the magnetic field and two components of the

electric field. It was launched into a high altitude elliptical polar orbit, enabling it to

cover latitudes from the equator up to about λm = 60◦. Thereby, waves were sampled

in the range of L∗ from about 1.5 up to about L∗ = 9 at the highest latitudes. The

MLT coverage of DE1 shows a gap at the dusk side for L∗ < 4 and λm < 30◦, while all

MLT are covered at larger latitudes. The complete PWI dataset between September

1981 and June 1984 was incorporated into the wave database.

Cluster 1 is one of the four spacecraft of the ESA Cluster mission and it was launched
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into a highly elliptical polar orbit, generally covering the range of L = 1.5 - 9.0 and

0◦ < λm < 60◦ for all MLT. However, coverage at high geomagnetic activity is limited.

There were three instruments on board Cluster 1, whose data were incorporated into

the wave database covering the period from 1 January 2001 to 31 December 2010. The

Spatiotemporal Analysis of Field Fluctuations (STAFF), which provided three dimen-

sional measurements of the wave magnetic field, was combined with the two electric

field components measured by the Electric Fields and Waves (EFW) experiment. From

this dataset, the sum of the three orthogonal components of the magnetic power spec-

tral densities were incorporated into the wave database. The third instrument was the

WHISPER instrument, which provided measurements of the wave electric field spectral

intensities, which were converted into magnetic field spectral intensities.

The Double Star TC1 spacecraft is a joint ESA and China National Space Adminis-

tration mission and it was launched into a highly elliptical equatorial orbit, covering

magnetic latitudes up to about 45◦, for L = 1.1 to about 7.0. The coverage is evenly

distributed along magnetic local times, but there is slightly less data on the night side

inside the plasmapause. The data taken from the STAFF experiment between 5 Jan-

uary 2004 and 31 December 2004 were incorporated into the wave database.

The five NASA THEMIS spacecraft were launched into near-equatorial orbits with high

apogees and low perigees. On THEMIS A, D, and E whistler mode waves were sampled

by the Search Coil Magnetometer (SCM) in the range of 5-10 Earth radii. Thereby,

geomagnetic latitudes from the equator up to about 15◦ were sampled for L = 1.1 to

about 10.0 on the night side and 8.0 on the day side. The SCM data collected between

1 May 2010 and 1 October 2010 were incorporated into the wave database.

As the data of each satellite is provided in different frequency bands, which only partly

overlap, the data needed to be combined to form a joint whistler mode wave database.

As a first step, the wave magnetic field data of each satellite was integrated within its

corresponding frequency bands to obtain the wave intensity pT2 (also known as the

wave power B2
w). Since the CRRES data only contained the wave electric field mea-

surements, these were converted into wave magnetic field data by assuming field aligned

propagation of the waves and the appropriate electron density as shown in [Meredith
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et al., 2003b]. An analysis of the wave database has shown that there may be enhance-

ment of the wave power due to the E-to-B-conversion for wave normal angles greater

than about 50◦ and at higher latitudes. Since chorus waves are believed to be field

aligned near the equator but become more oblique towards higher latitudes, the E-to-

B-conversion might introduce an error at larger latitudes. As CRRES measurements

were taken only up to about 30◦ in magnetic latitude, where the wave normal angle

of chorus waves is still rather small, the error introduced by the E-to-B-conversion is

expected to be negligible.

Perigee Apogee Inc.
Satellite [km] [km] [deg] Used period Instrument Frequency range
CRRES 350 33,584 18.1 Aug/1990 - Oct/1991 PWE 100 Hz - 400 kHz
DE1 568 23,289 89.9 Sep/1981 - Jun/1984 PWI 1.78 Hz - 410 kHz
Cluster 1 17,200 120,500 90.7 Jan/2001 - Dec/2010 STAFF 8 Hz - 4 kHz
Cluster 1 17,200 120,500 90.7 Jan/2001 - Jun/2010 WHISPER 2 kHz - 80 kHz
TC1 562 78,970 28.2 Jan/2004 - Dec/2004 STAFF 8 Hz - 4 kHz
THEMIS 470 87,330 16.0 May/2010 - Oct/2011 SCM 0.1 Hz - 4 kHz

Table 4.1: Summary of the satellite’s initial orbits and the instrument whose data
was incorporated into the SPACECAST whistler mode wave database, as well as the
frequency range and the time period covered.

4.2.2 Chorus Wave Database

In order to create a unified chorus wave database, the data was first quality controlled

to remove false data and then reorganised into 11 frequency bands in terms of the local

electron cyclotron frequency fce. The bands range from 0.0117 fce - 1.0 fce and are given

in Table 4.2. Usually chorus appears in two frequency bands with a gap near 0.5 fce,

which is why it is common to separate chorus into lower band chorus with a frequency

below 0.5 fce and upper band chorus with a frequency above 0.5 fce. The integrated

wave intensity in pT2 for each frequency band was stored together with the satellite’s

position in magnetic coordinates, given by the magnetic latitude λm, magnetic local

time (MLT), and the Roederer L∗ parameter, as well as the geomagnetic activity defined

by the AE index at the corresponding time of each measurement.



4.2. Whistler Mode Wave Database 109

Lower Band Chorus Upper Band Chorus
0.0117− 0.02333 0.5− 0.6
0.02333− 0.1 0.6− 0.7
0.1− 0.2 0.7− 0.8
0.2− 0.3 0.8− 0.9
0.3− 0.4 0.9− 1.0
0.4− 0.5

Table 4.2: Frequency bands used in the chorus wave database given relative to local
electron cyclotron frequency fce.

4.2.3 Separating Chorus from Hiss

In the frequency range covered by the whistler mode wave database presented above

two types of waves are present, namely whistler mode chorus and plasmaspheric hiss.

However, chorus is expected to be found only outside the plasmapause, while hiss is

mainly found inside the plasmapause. Therefore, in order to distinguish between chorus

and hiss, a reliable definition of the plasmapause location is required. For the data

measured by the CRRES satellite, the ECH criterion can be used [Meredith et al., 2004].

This criterion uses the fact that Electron Cyclotron Harmonic (ECH) waves with a

frequency between 1.0 fce and 2.0 fce are only observed outside the plasmapause. If ECH

waves were measured by the CRRES satellite with an electric field amplitude greater

than 0.5µVm−1 the satellite was assumed to be outside the plasmapause. For the data

measured by THEMIS the plasmapause was defined by Li et al. [2010] as the location

where the total electron density Nc = 5 · 107 m−3 for L∗ > 4.4 and Nc = 10 · (6.6/L∗)4

for L∗ < 4.4. For Dynamics Explorer 1 (DE 1), Cluster 1, Double Star TC1 no direct or

indirect measurements of the plasmapause were provided and hence the plasmapause

model by Carpenter and Anderson [1992] was used to define the plasmapause.

Since the methods to define the plasmapause for the CRRES and THEMIS satellites

are directly linked to data measured on the corresponding spacecraft, they allow the

determination of the plasmapause position for every individual measurement, and hence

they are likely to provide accurate results. In contrast, the Carpenter & Anderson

plasmapause model used for DE 1, Cluster 1, and Double Star TC1 is only parametrised

by the maximum geomagnetic activity in the preceding 24 hours and does not include

any MLT resolution. Therefore, it only allows the separation of chorus and hiss in an
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average sense and it is likely that contributions of hiss can be falsely identified as chorus,

if the plasmapause location changed considerably within the preceding 24 hours.

The data processed in this way forms the chorus wave database, which is part of the

SPACECAST whistler mode wave database, stored at the BAS Polar Data Centre.

4.3 Chorus Wave Models

Based on the chorus database, statistical models for lower and upper band chorus were

developed. In order to have sufficient data for a statistical model, the chorus wave data

was separated into 18 equally spaced L∗ bins ranging from L∗ = 1.5−10.0 with a width

of ∆L∗ = 0.5. They were further separated into 10 bins of magnetic latitude in the

range of 0◦ ≤ |λm| ≤ 60◦, each 6◦ wide, into 8 bins of MLT, each 3 h wide, and into five

levels of geomagnetic activity in terms of AE, where AE < 50 nT, 50 ≤ AE < 100 nT,

100 ≤ AE < 200 nT, 200 ≤ AE < 400 nT, and AE ≥ 400 nT.

4.3.1 Fitted Chorus Wave Model
Fitting Method

As described in chapter 2, the initial version of the PADIE diffusion code required

the power spectral density (PSD) B2(f) in pT2/Hz of the wave magnetic field to be

provided in order to calculate the diffusion rates. B2(f) has to be provided in Gaussian

form given by (see section 2.2):

B2(f) = A2
f · exp

[
−
(
f − fm
δf

)2]
(4.1)

where A is a normalisation constant (or the peak intensity of the PSD) given by

A2
f = |Bw|

2

δf
· 2√

π
·
[
erf
(
fm − flc
δf

)
+ erf

(
fuc − fm

δf

)]−1
(4.2)

or rearranged for B2
w

|Bw|2 = 1
2 · δf ·

√
π ·A2

f ·
[
erf
(
fm − flc
δf

)
+ erf

(
fuc − fm

δf

)]
(4.3)
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Here, Bw is the wave amplitude in Tesla, while fm is the peak frequency, and δf is

the frequency width of the power spectral density. Furthermore, the lower and upper

cut-off frequencies flc and fuc, outside which the wave power is set to zero, need to

be specified. In order to obtain the peak intensity A, peak frequency, and frequency

width of the power spectral density, a Gaussian profile was fitted to the average spectral

intensity data inside each L∗, MLT, λm, and AE bin (as specified above) for lower and

upper band chorus individually. This was performed using the nonlinear least squares

fitting procedure called MPFIT [Markwardt, 2009], which proved to be the most robust

of various methods that were tested.

In order to improve the quality of the fits, noisy data had to be removed before per-

forming the fit. The dataset proved to be already well corrected for most of the obvious

outlying data, but still some sharp peaks remained and fitting these would result in

undesired results. A second challenge was to filter out the noisy background. Setting

a general threshold for the power spectral density would exclude potential wave power

that is caused by a very wide but flat power spectral density profile, which is also unde-

sired. In order to overcome these two problems, a threshold for the wave amplitude Bw

integrated over the whole lower (or upper) chorus frequency band was set for the lower

band (and upper) band chorus individually, since the diffusion rates are proportional to

B2
w. The measured wave amplitudes of chorus waves vary up to about 100 pT for lower

band chorus and about 20 pT for upper band chorus and hence, in order to capture the

significant wave power, the threshold value was set to Bw > 0.1 pT, above which fits

were performed. The fitting was performed for each individual spectral profile in every

L∗, MLT, λm, and AE bin by performing five nonlinear least squares fits using five

different step sizes for the numerical derivatives. As initial parameters for the fitting

function, the peak intensity was set to the highest intensity inside the spectral profile,

the peak frequency was set to the frequency corresponding to the peak intensity, and

the frequency width was set to δf = 0.1 fce. The quality of each of the five fits was

quantified using the Pearson χ2 parameter, where a value closer to zero indicates a

better fit. Hence, for each case the fit with the lowest value of χ2 was selected as the

final fit to the corresponding spectral profile.
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The individual evaluation of the fits showed that in general better fits were achieved

when the spectral data was distributed in a Gaussian shape. Nevertheless many cases

were found, where there appeared to be two peaks within each spectral profile at lower

latitudes. For lower band chorus this second peak was found to lie below 0.1 fce, while

for upper band chorus the second peak lay above 0.9 fce. Depending on the individual

intensity of the two peaks, the fitting routine was fitting the second peak, if its intensity

was larger.

In the case of lower band chorus fitting the second peak below 0.1 fce instead of the

peak above 0.1 fce, often resulted in a very narrow Gaussian spectrum, where most of

the wave power was present at the lowest frequencies and most of the wave power above

0.1 fce was not captured by the fit, especially when the spectral intensity was very large

at the two lowest frequencies compared to frequencies above 0.1 fce. Since two peaks

were mainly found at lower latitudes it is unlikely that the measured wave power is due

to chorus waves. Therefore, it is undesirable to use these fits, as it would correspond to

large electron diffusion at higher energies that is not caused by chorus waves. At low L∗

this spectral intensity is most likely to be associated with plasmaspheric hiss or, close

to the equator, magnetosonic waves, while at larger L∗ strong chorus is generally not

expected below 0.1 fce. However, at latitudes greater than about 30◦ wave power below

0.1 fce can be associated with chorus, since chorus waves are usually generated near to

the equator. While they propagate to higher latitudes, their absolute frequency remains

constant, but their frequency relative to the local fce decreases, since fce increases with

latitude. Since the number of fits was too large to perform a manual correction for

these cases, it was decided to only fit to the spectral wave intensity above 0.1 fce and

hence ignore the measured data at the two lowest frequency bands.

In the cases where the omitted wave power actually corresponded to chorus waves below

0.1 fce the calculated diffusion coefficients would be underestimated at large electron

energies of a few MeV, resulting in a reduced electron acceleration and loss rates. The

effects of the lower frequency chorus is therefore investigated in the improved chorus

models discussed in Section 4.3.2.

In the case of upper band chorus, fitting to the peak above 0.9 fce caused similar prob-
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lems as for the lower band chorus. Since chorus is usually observed at frequencies below

0.7 fce, finding large spectral intensity close to the electron cyclotron frequency is un-

expected. The cases where large wave intensity was found near fce could be due to the

way data was processed in the Cluster Whisper and CRRES PWE frequency channels.

Here, wave power corresponding to other wave modes such as ECH waves above fce

were translated to frequency channels just below fce. Due to the additional binning

process that was performed on the data to create the frequency bands used here, the

data very close to fce is included in the chorus wave database. This spectral wave

power is unlikely to be due to chorus, since waves near the harmonic resonances should

be strongly damped. Therefore, the last frequency channel (0.9 fce < f < 1.0 fce) was

dropped in the presented chorus model.

If the spectral intensity above 0.9 fce was actually due to chorus, omitting it would re-

sult in less electron diffusion at very low energies of tens of keV, and hence the electron

acceleration and loss at these low energies would be underestimated. Since the energy

range is well below the energy range of the radiation belts, which is typically above

about 100 keV, omitting this spectral intensity is unlikely to have a significant effect on

the results.

A typical example of the fitted power spectra is shown in Figure 4.1 for the 8 MLT

sectors at L∗ = 5.5, 0◦ < |λm| < 6◦ and a medium geomagnetic activity of 200 ≤

AE < 400. The power spectral density data are indicated by the crosses and dotted

line, while the resulting Gaussian fits are shown as the solid lines, where the blue line

corresponds to the fit of the lower band chorus data (0.1 fce < f < 0.5 fce), and the

red line corresponds to the fit of the upper band chorus data (0.5 fce < f < 0.9 fce). It

can be seen that in both the data and the fit two clear peaks can be distinguished, one

in each frequency band associated with lower and upper band chorus, which is most

evident 00-12 MLT. Generally the fit agrees well with the data, but note that there are

cases where the fit to the data are distributed over a wide frequency range, for example

the lower band chorus at 12-15 MLT and the upper band chorus at 15-18 MLT. In these

cases the wave power that is used in the calculation of the diffusion rates is restricted

by the lower and upper cut-off frequencies flc and fuc.
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Figure 4.1: Comparison of the observed power spectral density (crosses and dotted line)
and the fitted Gaussian power spectrum (solid lines) for lower band (blue) and upper
band chorus waves (red) for all 8 MLT sectors in the region of L∗ = 5.5, 0◦ < |λm| < 6◦,
and at 200 ≤ AE < 400.

A summary of the statistics for fitting lower and upper band chorus is presented in

Table 4.3. In total, there are 7, 200 data bins for each chorus band, and out of these

3660 spectra were successfully fitted for lower band chorus and 2120 for upper band

chorus, while in only 98 cases the fitting routine could not perform a successful fit to

the data. The remaining bins were either lacking data or the integrated wave power

was below the threshold of 0.1 pT.

Wave Power

The wave power B2
w of the lower or upper band chorus over the whole frequency band

can be calculated using Eq. 4.3, where the parameters Af , fm, and δf were obtained

by the fitting process described above. For the wave power calculated in this way, the

short hand “fitted wave power” will be used from now on. The fitted wave power in

the defined MLT, L∗, and AE bins is shown in Figure 4.2 for lower band (a) and upper

band (b) chorus waves near the equator (0◦ < |λm| < 6◦).
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Figure 4.2: Fitted wave power B2
w for lower band chorus (a) and upper band chorus

waves (b) in the region 0◦ < |λm| < 6◦.
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Lower Band Chorus Upper Band Chorus
Latitude No Data < 0.1 pT No Fits Fits No Data < 0.1 pT No Fits Fits
0◦ - 6◦ 149 3 0 568 158 29 12 521
6◦ - 12◦ 155 8 1 556 168 53 0 499
12◦ - 18◦ 191 5 2 522 194 134 6 386
18◦ - 24◦ 216 8 0 496 219 207 7 287
24◦ - 30◦ 262 10 0 448 263 258 7 192
30◦ - 36◦ 307 35 0 378 342 243 35 100
36◦ - 42◦ 331 86 0 303 357 295 14 54
42◦ - 48◦ 409 139 0 172 451 243 4 22
48◦ - 54◦ 507 135 0 78 514 171 2 33
54◦ - 60◦ 559 111 1 49 575 112 7 26
Total 3660 2120

Table 4.3: Summary of the statistics for fitting lower and upper band chorus. The
columns show the number of bins that were lacking data (“No Data”), bins where
Bw < 0.1 pT, and the bins with unsuccessful (“No Fits”) and successful fits (“Fits”) at
the corresponding latitude and chorus band.

The lower band chorus is dominant from the night sector starting at 21 MLT all the

way through to the early afternoon sector (12 − 15 MLT) outside the plasmapause at

L∗ greater than about 4.5 extending up to about L∗ = 10.0. The fitted wave power

increases noticeably with geomagnetic activity. At AE < 50 nT the strongest lower

band chorus waves are of the order of about B2
w = 1, 000 pT2 in the morning sectors,

while for AE > 400 nT the wave power can reach up to 10, 000 pT2.

The upper band chorus is dominant in the same MLT region as the lower band chorus,

and can also be found outside of L∗ = 4.5, but it is confined to smaller L∗ of up to

about 6.5. Furthermore, the fitted wave power of the upper band chorus is generally

about one decade lower than the lower band chorus wave power. The wave power of

upper band chorus is increasing with geomagnetic activity as well.

Spectral Properties

The fitted Gaussian wave parameters generally vary with L∗, MLT, latitude, and ge-

omagnetic activity. As an example, Figure 4.3 shows the wave amplitude Bw (top

row), the fitted normalised peak frequency fm/fce (middle row), and the fitted nor-

malised frequency width δf/fce (bottom row) as a function of L∗ for lower band chorus

in a selected region, where chorus is known to be strong, namely 06 - 09 MLT and

0◦ < |λm| < 6◦. It can be seen that as AE increases the wave amplitude increases

as well, while the value of L∗, at which the amplitude of lower band chorus waves
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Figure 4.3: Example for parameters derived from fitting the power spectra of lower
band chorus waves in the region of 06 - 09 MLT and 0◦ < |λm| < 6◦ for the 5 levels
of geomagnetic activity defined by AE. The parameters are the wave amplitude Bw
(top row), the fitted normalised peak frequency fm/fce (middle row), and the fitted
normalised frequency width δf/fce (bottom row).

reaches significant values above the noise level, decreases with increasing AE. For the

lowest geomagnetic activity (AE < 50 nT) the amplitude becomes significant for about

L∗ > 6.0, while for AE > 400 nT lower band chorus amplitudes become significant

at about L∗ > 3.5, which is expected since the plasmapause moves further inwards

with increasing geomagnetic activity. Hence, since the diffusion rates are proportional

to B2
w, the contribution of the lower activities to the diffusion rates will be small and

they will be dominated by the waves of larger wave power at higher activities. Finding

significant chorus wave amplitudes for as low as L∗ = 3.5 for the largest geomagnetic

activity level is not surprising, since it was shown that the plasmapause can reach val-

ues as low as L∗ = 2.0 during strong geomagnetic storms [Baker et al., 2004].

The normalised peak frequency slightly tends to decrease with L∗, if the wave ampli-

tudes are significant, while there seems to be no trend if the wave amplitudes are very
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Figure 4.4: Example for parameters derived from fitting the power spectra of upper
band chorus waves in the region of 06 - 09 MLT and 0◦ < |λm| < 6◦ for the 5 levels
of geomagnetic activity defined by AE. The parameters are the wave amplitude Bw
(top row), the fitted normalised peak frequency fm/fce (middle row), and the fitted
normalised frequency width δf/fce (bottom row).

low, which is due to the fitting technique. Generally fm/fce tends to range from about

0.45 near L∗ = 3.5 down to about 0.2 for L∗ > 8.0. In contrast, the normalised fre-

quency width tends to be constant with δf/fce ≈ 0.1 for all activities and L∗, as long

as there is significant wave amplitude associated with it. The diffusion rates published

prior to this model were mostly calculated using a fixed frequency model, where the

peak frequency was set to fm/fce = 0.35 [Albert et al., 2009; Fok et al., 2008; Shprits

et al., 2009b; Varotsou et al., 2005, 2008]. The results of the statistical model suggest

that, since the frequencies drop with increasing L∗, the diffusion rates should be higher

at larger energies.

The fitted parameters in the same region for upper band chorus (Figure 4.4) show

mostly a different behaviour. While the wave amplitude also increases with AE, upper

band chorus waves tend to be confined to L∗ < 6.5, with the exception of AE > 400 nT.
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The reason for the confinement to lower values of L∗ is not clear, while the exceptions

at large geomagnetic activities are most likely due to the fitting of sparse data that

represent an extreme event. The latter is also most likely to be the reason for the spike

that can be found at L∗ = 4.0 and AE > 400 nT. The normalised peak frequency tends

to be almost constant with L∗ and AE at about fm/fce ≈ 0.55, if the wave intensity

is greater than about 5 pT. Similar to the lower band chorus, the normalised frequency

width tends to be constant with δf/fce ≈ 0.1, although some significant variation for

the lowest geomagnetic activities, where the wave power is low, is present. This indi-

cates that the fitting algorithm is likely to pick up wave power that is inside the noise

level. However, since the corresponding wave power is low, the effect on the diffusion

rates is negligible.

Wave Normal Angle

The wave normal angle ψ is the angle between the ambient magnetic field and the wave

vector k of the wave. As explained in Section 3.2, the wave normal angle of chorus

waves was found to be mainly field aligned for all latitudes, but can be spread over a

range of up to about 40◦ - 50◦. There is no consensus on the distribution yet, with

measurements showing field aligned propagation over a wide range of latitudes, while

others show that chorus waves become more oblique at higher latitudes. Therefore it

was decided to adopt the wave normal angle model that was most agreed on at the

time of the study, which were based on Cluster and THEMIS data [Agapitov et al.,

2013; Li et al., 2011]. The PADIE code assumes a Gaussian distribution in X, where

X = tan(ψ). Based on these publications, the peak of the wave normal angle for both

the fitted lower and upper band chorus, was set to ψm = 0◦ with a spread of δψ = 30◦,

and hence Xm = tan(0◦) and Xw = tan(30◦). In order to include waves at larger wave

normal angles, the cut-offs for the wave normal angle were set to Xcut = 2Xw, outside

which the wave power is set to zero.

Evaluation of the Fitting Method

In order to evaluate the obtained wave power, the fitted wave power B2
w(fit) is com-

pared with the integrated wave power B2
w(data) (as presented in Section 4.3.1, in par-
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ticular Figure 4.2). The ratio of the fitted wave power and the integrated wave power

B2
w(fit)/B2

w(data) is shown in Figure 4.5. If the fitted wave power was identical with the

integrated wave power, the data and the fit would agree perfectly and the ratio would

be equal to 1, while values greater than 1 would correspond to the fit overestimating the

measured wave power and values smaller than 1 correspond to the fit underestimating

the measured wave power.

The results show that for lower band chorus the fitted wave power typically captures at

least 80 % of the wave power with most of the fits capturing more than 90 %. There are

however cases, where the fitted wave power was significantly lower than the measured

data, capturing only about 50 % of the wave power, while only in very few cases the

wave power was overestimated by the fits. The wave power of the upper band chorus is

generally captured better than the lower band chorus wave power. Typically about 90

- 95 % of the upper band wave power is captured by the fitting process, with only few

cases where the wave power was significantly underestimated and no cases where the

wave power was overestimated. The cases where the fitting fails to capture the wave

power well are typically associated with a power spectral density distribution that is

not of Gaussian form and it is therefore difficult to capture the wave power with a

Gaussian fitting method. This problem is particularly prominent for the cases where

there was significant wave power at very low or high frequencies. Overall, the fitted

chorus wave model presents a reliable statistical model for lower and upper band chorus

waves, although some cases remain where fitting a Gaussian distribution to the PSD is

not the best approach. Therefore improved chorus models were developed, which are

described in the next subsection.

4.3.2 Improved Chorus Models

As described in the previous subsection, the method of fitting the power spectra, while

being reliable and creating valid results, still has some problems, especially when the

power spectra are not distributed in a Gaussian shape, where the fitting underestimates

the wave power. During the course of this PhD a new version of PADIE was developed

that allows the use of the integrated wave intensity data from the chorus wave database
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Figure 4.5: Ratio of the fitted wave power B2
w(fit) and the integrated wave power

B2
w(data) for lower and upper band chorus in the region 0◦ < |λm| < 6◦.
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directly, instead of requiring a Gaussian profile for the wave data (see section 2.2).

Therefore, as a first improvement of the chorus wave model, a model entirely based on

the tabulated wave data was created. The frequency range and all other parameters

(cut-off frequencies, wave normal angle, and fpe/fce) of this model were set to be

identical to the fitted chorus model, in order to allow for a direct comparison of the

results, which is shown in section 4.6. In plots and tables the short-hand “directly from

data” will be used for this model.

As explained in Section 3.2, there is no consensus about the wave normal angle of

chorus waves yet. Since the creation of the fitted chorus model, there were indications

that the wave normal angle of chorus waves are distributed over a slightly narrower

range than used in the presented models. Therefore a new chorus model was created,

where the width of the wave normal angle for both lower and upper band chorus was

set to be δψ = 15◦. As in the previous model, the wave spectral data are provided

directly instead of using a Gaussian fit. For this model the short-hand notation “from

data (δψ = 15◦)” will be used.

Using the tabulated wave data allows the inclusion of the wave power at frequencies

lower than 0.1 fce, which were dropped for the fitted model, since they were causing

issues for the fitting process. This allowed the creation of a new lower band chorus model

that includes the data in the frequency range from 0.02333 fce−0.1 fce, which were not

included in any previous chorus models. Consequently, the lower cut-off frequency was

set to flc = 0.022 fce, in order to model the wave power at lower frequencies. Since

the upper band chorus is not affected by these changes, the model for the upper band

chorus remains unchanged. Furthermore, the smaller wave normal angle distribution

(δψ = 15◦) was used for this model for both lower and upper band chorus. From here

on, this chorus model will be called the “lower frequency chorus model”. An overview

of the different chorus models is given in Table 4.4
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Chorus Wave Wave power, Frequency Range Wave Normal
Model fm, and δf (lower & upper band) Angle

Fitted Model fitted 0.1 fce − 0.5 fce δψ = 30◦

0.5 fce − 0.9 fce

Data Driven Model from data 0.1 fce − 0.5 fce δψ = 30◦

(δψ = 30◦) 0.5 fce − 0.9 fce

Data Driven Model from data 0.1 fce − 0.5 fce δψ = 15◦

(δψ = 15◦) 0.5 fce − 0.9 fce

Lower frequency from data 0.022 fce − 0.5 fce δψ = 15◦

chorus (δψ = 15◦) 0.5 fce − 0.9 fce

Table 4.4: Overview of the different chorus wave models derived from the chorus wave
database.

4.4 The Ratio of fpe/fce

In order to calculate the diffusion rates using PADIE the plasma density at the location

where the calculation should be performed is required. In particular, the ratio of

fpe/fce needs to be provided, which is often used to describe the plasma density, since

it is proportional to the square root of the plasma density (See Eq. 2.21).

For chorus waves, a new plasma density model was derived entirely from observations of

the CRRES and THEMIS satellites. The plasma density measurements were obtained

from the CRRES wave instrument directly and in the case of the THEMIS satellite

they were inferred from measurements of the electron thermal speed and the spacecraft

potential [Li et al., 2010]. For the other satellites, measurements of the plasma density

were not easily available and hence they were not included. Only the data outside the

plasmapause (defined by the criteria described in Section 4.2) were stored, since chorus

waves are mainly found outside the plasmapause. The plasma densities obtained in

this way were then converted into L∗ and arranged into the same L∗ and geomagnetic

activity levels as the chorus model, but with a 1h MLT resolution. In order to increase

the data coverage, the data inside the latitude range of 0◦ < |λm| < 9◦ were combined,

while data at larger latitudes were not included to minimise latitudinal effects.

The resulting measurements of fpe/fce are presented in Figure 4.6 (a). It can be seen

that the data coverage of fpe/fce has no gaps, except close to the Earth, especially
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for AE < 50 nT, and at higher L∗ for AE > 400 nT. The coverage tends to move

closer to the Earth with increasing geomagnetic activity, which generally agrees with

the observed shape of the plasmapause [O’Brien and Moldwin, 2003; Carpenter and

Anderson, 1992], which moves closer to the Earth with increasing activity. Nevertheless,

the data presented here extends much closer to the Earth than expected, especially for

AE < 100 nT where the plasmapause typically lies near L∗ = 4 and above, while

fpe/fce data can be found as low as L∗ = 2.0. Since the presented fpe/fce data was

only measured outside the plasmapause, this suggests that the previously explained

criteria used to distinguish between data inside and outside the plasmapause are not

perfect and hence some events might be incorrectly associated with chorus. However,

the diffusion rates are directly proportional to the measured wave power, which is very

low at low L∗ and hence the calculated diffusion coefficients are unlikely to have a

significant contribution to the overall diffusion rates.

In order to use the measured plasma density as a model for the chorus wave models

presented here, the fpe/fce data inside the latitude range of 0◦ < |λm| < 9◦ were

interpolated to fill all gaps and cover all L∗. Furthermore, the data were averaged to

3h MLT bins, rather than 1h MLT bins, in order to increase the sample size and to

match the MLT resolution of the chorus wave model. The interpolation was performed

in a number of steps for each level of AE individually. First, the largest L∗ for which

there were at least 8 MLT sectors containing data, without missing data in two adjacent

sectors, was determined for the dayside and nightside individually. The resulting value

of L∗max hence represents the largest L∗ where at least 66 % of data were still available

without large gaps. Within L∗ = 1.5 and the determined L∗max a linear interpolation

using the nearest neighbours, weighted by the number of samples at each neighbour,

was performed to fill in the missing data. In the next step, the missing values between

L∗max and L∗ = 10.0 were filled using a linear extrapolation along L∗. As a last step, the

fpe/fce model was reduced to a 3h MLT resolution by calculating the average, weighted

by the number of samples in each bin.

The resulting model for the plasma density represents fpe/fce at the equator, for 18

levels of L∗, 8 MLT sectors, and 5 levels of geomagnetic activity determined by AE
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and is presented in Figure 4.6 (b). For higher latitudes, fpe/fce was recalculated using

a dipole magnetic field model to cover the full range of the chorus model (0◦ < |λm| <

60◦). This recalculation is entirely based on the equatorial density model that contains

data within 0◦ < |λm| < 9◦ and any possible variation of (measured) fpe/fce with

latitude is hence excluded in this model.

4.5 Bounce Averaged Diffusion Rates

The effect of lower and upper band chorus waves on the electron flux can be predicted

from the pitch-angle and energy diffusion rates, which provide a measure of the change

in electron pitch-angle and electron energy caused by the corresponding waves. The

BAS-RBM uses the drift and bounce averaged diffusion rates, which are calculated from

the bounce averaged diffusion rates, by (drift) averaging them over all MLT. In order

to understand how the drift and bounce averaged diffusion rates are composed, the

bounce averaged diffusion rates are presented for the fitted chorus model in this section

first. The comparison of the different chorus models is presented in the next section on

the basis of the drift and bounce averaged diffusion rates.

All diffusion rates for all models were calculated from individual runs of the PADIE

diffusion code for 111 energy levels evenly spread over a logarithmic energy range from

100 eV to 10 MeV. Each run was performed with a pitch-angle resolution of 1◦, covering

all equatorial pitch-angles between 0◦ and 90◦. The runs included the dominant reso-

nances from n = −10...10 and the diffusion rates were only calculated if the integrated

wave amplitude was greater than the threshold of 0.1 pT.

Within each of the 6◦ latitude bins specified for the model, the bounce averaging was

performed by PADIE directly assuming a dipole magnetic field. The full bounce aver-

aged diffusion rates covering the whole latitude range at each L∗, MLT, energy, and

geomagnetic activity sector were calculated by adding the bounce averaged diffusion

rates of the 6◦ latitude sectors inside the corresponding L∗, MLT, energy, and activ-

ity sectors. In order to save computational time, the total latitude range covered was

restricted to geomagnetic latitudes < 42◦ for lower band chorus and < 12◦ for upper
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Figure 4.6: (a) fpe/fce derived from the CRRES and THEMIS satellites outside the
plasmapause for 0◦ < |λm| < 9◦ and five levels of AE. (b) Final fpe/fce model at the
equator, achieved through weighted interpolation and extrapolation of the CRRES and
THEMIS data.
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band chorus, since studies have shown that the most of the wave intensity can be found

within these limits.

Figure 4.7: Bounce averaged pitch-angle 〈Dαα〉 and energy 〈DEE〉/E2 diffusion rates
for lower band chorus (fitted model) at L∗ = 5.5 within 0◦ < |λm| < 42◦ as a function
of equatorial pitch-angle and energy. MLT increases from left to right and the top rows
are for AE < 50 nT, while the bottom rows are for AE > 400 nT.

As an example, the bounce averaged pitch-angle diffusion rates 〈Dαα〉 and the bounce

averaged energy diffusion rates 〈DEE〉/E2 of the fitted lower band chorus model are

presented in Figure 4.7 for all 8 MLT sectors at L∗ = 5.5 for the quietest and most

active geomagnetic activity levels (AE < 50 nT and AE > 400 nT). During the quiet

period, both the pitch-angle and energy diffusion rates are generally weaker than during

the active period. At small equatorial pitch-angles the stronger pitch-angle diffusion

coefficients typically extend from about 1 keV to 100 keV, and with increasing equato-

rial pitch-angles the condition for stronger pitch-angle diffusion widens and shifts to

higher energies, covering the energy range from about 10 keV to about 1 MeV at about

60◦. For pitch-angles close to 90◦, the covered energy range becomes narrower again

and only covers high electron energies between about 100 keV and about 1 MeV.

For AE < 50 nT there is little variation with MLT, where the maximum pitch-angle
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diffusion rates are of the order of 10−4 s−1 in the strongest MLT sector and 10−5 s−1 in

the weakest MLT sector. For AE > 400 nT the pitch-angle diffusion rates are generally

significantly stronger than during quiet conditions with pitch-angle diffusion rates of

up to about 10−3 s−1. There is also a clear trend in MLT, where the lower band chorus

diffusion rates are generally strong between about 21 - 09 MLT, and weak in the after-

noon and evening sector (12 - 21 MLT) with a minimum between 15 - 18 MLT, where

the pitch-angle diffusion rates are of the order of 10−5 s−1.

The energy diffusion rates show a similar trend in MLT and geomagnetic activity, i.e.

no clear MLT dependence during quiet conditions, as opposed to active conditions, and

much stronger energy diffusion during active conditions than during quiet conditions.

The energy diffusion is typically strong at slightly lower electron energies compared

to the pitch-angle diffusion. At small equatorial pitch-angles the energy diffusion is

strong at about 0.5 - 50 keV and 1 - 500 keV at 60◦. The energy diffusion rates are gen-

erally about one decade lower than the pitch-angle diffusion rates, and are strongest

at smaller energies than the pitch-angle diffusion rates, indicating that a particle of a

particular energy and pitch-angle is either predominantly scattered in pitch-angle, or

predominantly accelerated.

An example of the bounce averaged diffusion rates of the fitted upper band chorus

model is shown at the same L∗, MLT sectors, and geomagnetic activities in Figure 4.8.

In this case the much higher frequencies of the upper band chorus result in diffusion

at much lower energies. Upper band chorus pitch-angle and energy diffusion rates are

significant at energies as low as a few 100 eV, which is lower than the energies where

lower band chorus is effective. The energy range covered at each equatorial pitch-angle

is generally much smaller than the one of the lower band chorus. The trends in MLT

and AE are similar to the ones found for lower band chorus, where the diffusion rates

increase with geomagnetic activity and are weakest between noon and the evening sec-

tor. The peaks of the upper band chorus diffusion rates are of the same order as the

lower band chorus diffusion rates. Note that the lower diffusion rates at 00 - 03 MLT

are due to the relatively high L∗ chosen. At lower L∗ the upper band diffusion rates

are strong all the way through 21 - 09 MLT.
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Figure 4.8: Bounce averaged pitch-angle 〈Dαα〉 and energy 〈DEE〉/E2 diffusion rates
for upper band chorus (fitted model) at L∗ = 5.5 within 0◦ < |λm| < 12◦ as a function
of equatorial pitch-angle and energy. MLT increases from left to right and the top rows
are for AE < 50 nT, while the bottom rows are for AE > 400 nT.

Overall the lower and upper band chorus diffusion rates tend to complement each other,

covering a wide range of energies and pitch-angles. As a result, it can be expected that

chorus waves are effective at scattering particles into the loss cone and accelerate elec-

tron at energies ranging from a couple hundred eV up to about 1 MeV. At energies

above about 1 keV these processes are likely to be dominated by lower band chorus.

The MLT distribution of the diffusion rates show that the electrons will be affected the

most between about 21 - 12 MLT during their drift orbits around the Earth.

4.5.1 Comparison of the Chorus Models

As discussed in Section 4.3.2 the model for lower and upper band chorus waves were

improved over time resulting in four successive chorus models (see Table 4.4). In this

section the different chorus models are compared against each other by studying the

effects of the change made in each model on the bounce averaged pitch-angle and energy

diffusion rates. Since each change is incremental, the comparison is only made between
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the succeeding and preceding model. The comparison will be presented at one value of

L∗, where chorus is strong and which is representative for the results that are shown.

The variation of the diffusion rates with L∗ will be shown in Section 4.6.

Although lower and upper band chorus waves were calculated independently, the BAS-

RBM expects the diffusion rates of chorus waves to be one set of diffusion coefficients,

rather than using lower and upper band chorus waves independently. Therefore, the

bounce averaged diffusion rates of lower and upper band chorus waves were combined

by adding them in each individual L∗, energy, and geomagnetic activity bin.

Fitted Chorus Model

The combined lower and upper band chorus pitch-angle and energy diffusion rates

of the fitted chorus model are presented as a reference in Figure 4.9 for the region

L∗ = 5.5, 200 nT < AE < 400 nT, and for all MLT. As before, the bounce averaging

was performed between 0◦ < |λm| < 42◦ for the lower band chorus diffusion rates and

0◦ < |λm| < 12◦ for the upper band chorus diffusion rates. Combining the diffusion

rates allows the chorus waves to cause diffusion in the combined energy and pitch-angle

range of lower and upper band chorus. Note that the striped structure in the diffusion

rates are due to the combination of the diffusion rates.

Figure 4.9: Bounce average pitch-angle and energy diffusion rates of combined lower
and upper band chorus waves of the fitted chorus model in the region of L∗ = 5.5,
0◦ < |λm| < 42◦, and 200 nT < AE < 400 nT for 8 levels of MLT.
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Figure 4.10: Bounce average pitch-angle and energy diffusion rates of combined lower
and upper band chorus waves of the data driven chorus model with a wave normal
angle width of δψ = 30◦ (top) in the region of L∗ = 5.5, 0◦ < |λm| < 42◦, and 200 nT
< AE < 400 nT for 8 levels of MLT. The bottom panel shows the ratio of the diffusion
rates of the data driven chorus model and the fitted chorus model.

Directly from Data Chorus Model

The first improvement made to the chorus models was to use the integrated wave in-

tensity data directly instead of fitting the data first and providing Gaussian spectral

profiles. Comparing this “data driven” model with the “fitted model” allows further

evaluation of the quality of the fitting process, since the resulting diffusion rates of

the two chorus models should be similar. However, it is expected that there will be

differences due to bad fits. For instance, if the fitting process was unable to capture

the wave intensity data properly, the resulting diffusion rates could either be underes-

timated or overestimated, depending on the fit. The bounce averaged pitch-angle and

energy diffusion rates of the “data driven” model are shown in the top panel of Figure

4.10 for the same region as before, while the bottom panel of the same figure shows the

ratio of the diffusion rates of the data driven model and the fitted chorus model.

The results show that using the data driven model overall produces diffusion rates
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that are close the ones of the fitting process. In the MLT regions where the overall

wave power is strong and the fitting generally agrees well with the data, the ratio of

the diffusion rates is close to 1, indicating that the two models are identical in this

region. The largest differences between the two models can generally be found at en-

ergies greater than about 100 keV and pitch-angles between about 35 - 55◦, where the

pitch-angle diffusion rates of the data driven model are decreased by about one decade

compared to the fitted model. Furthermore, there is an increase of the pitch-angle

diffusion rates in the region of 15-18 MLT at low energies, where the wave power (and

hence the diffusion rates) are low compared to the other MLT sectors. In these regions

the corresponding spectral profiles of the data are usually difficult to fit. Overall, the

largest differences of the diffusion rates usually occur in an energy region or pitch-angle

region where the diffusion rates are low, and hence the absolute values of the diffusion

rates are insignificant for the fluxes.

Overall, the comparison of the data driven model and the fitted model shows that the

fitting method reliably captures most of the wave power at all times, except in regions

of low wave power. Conversely, the data driven model does not deviate significantly

from the fitted model, and as a consequence, the data driven approach can be used to

further improve the chorus wave models, by including spectral information that had to

be excluded in the fitting process.

From Data (δψ = 15◦) Chorus Model

The effects of the change of the wave normal angle on the pitch-angle and energy

diffusion rates are presented in Figure 4.11. Here, the top panel shows the bounce

averaged diffusion rates of the “data driven” chorus model with a width of the wave

normal angle of δψ = 15◦ in the same range as before. The bottom panel shows the

ratio of the data driven chorus model with δψ = 15◦ and the data driven chorus model

with δψ = 30◦.

It can be seen that reducing the wave normal angle generally decreases both the pitch-

angle and energy diffusion rates. At energies greater than about 10 keV the diffusion

rates are decreased to a minor degree by up to about 1 decade, with the largest decrease
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Figure 4.11: Bounce average pitch-angle and energy diffusion rates of combined lower
and upper band chorus waves of the data driven chorus model with a wave normal
angle with of δψ = 15◦ (top) in the region of L∗ = 5.5, 0◦ < |λm| < 42◦, and 200 nT
< AE < 400 nT for 8 levels of MLT. The bottom panel shows the ratio of the diffusion
rates of the data driven chorus model with δψ = 15◦ and data driven chorus model
with δψ = 30◦.

for pitch-angle diffusion occurring at pitch-angles between about 30◦ and 60◦. In this

region, the absolute diffusion rates of the data driven model decreased from about

10−6s−1 down to 10−7s−1, which are both significantly lower than the diffusion rates

at lower energies and hence the pitch-angle scattering of electrons is only affected

insignificantly by the change in wave normal angle at energies greater than about

10 keV.

However, at energies below about 10 keV a significant reduction of both the pitch-

angle and energy diffusion rates can be found. The diffusion rates decrease from about

10−5s−1 down below the minimum value. A further investigation showed that this

drastic change is only prominent in the upper band chorus diffusion rates and it is due

to the wider wave normal angle distribution, which allows the waves to resonate with

the particles, while a smaller wave normal angle distribution doesn’t. An illustration

of this effect is shown in Figure 4.12, which presents the dispersion relation of the
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upper band chorus waves for a case that represents the conditions near L∗ = 5.5 and

06-09 MLT. The wave normal angle has been chosen to be slightly below the upper

cut-off of the wave normal angle distribution Xuc = 2 tan(δψ). It can be seen that

for a wave normal angle of ψ = 25◦ the dispersion relation does not intersect with

the resonance condition within the frequency limits imposed by the lower and upper

cut-off frequencies flc and fuc. In contrast, a wave normal angle of ψ = 50◦ changes

the dispersion relation so that all resonances n ≤ 0 can intersect with the dispersion

relation, allowing for pitch-angle and energy diffusion.

Figure 4.12: Dispersion relation for the whistler mode branch (blue line) of upper band
chorus waves in proton-electron plasma with fce = 5.23 kHz and fpe/fce = 4.8 for a
wave normal angle of ψ = 25◦ (left) and ψ = 50◦ (right). The dashed lines show the
resonance condition for the resonance numbers n = 0...−10 for an electron with energy
E = 500 eV and pitch-angle α = 15◦ at the corresponding wave normal angle.

Lower Frequency Chorus Model

Using the tabulated wave data directly allows modelling the effects of wave intensity

below 0.1 fce, which could not be done reliably using the fitting process. Contributions
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of waves at lower frequencies are expected to result in larger diffusion rates at larger

energies. The bounce averaged pitch-angle and energy diffusion rates of the combined

lower and upper band chorus waves of the “lower frequency chorus” model, which in-

cludes the chorus wave power at frequencies as low as 0.022 fce, are shown in Figure

4.13 (top) in the same range as in the previous figures. Similarly, the bottom panel

of the same figure shows the ratio of the diffusion rates of the lower frequency chorus

model and the data driven model (both calculated with δψ = 15◦).

Figure 4.13: Bounce average pitch-angle and energy diffusion rates of combined lower
and upper band chorus waves of the lower frequency chorus model (top) in the region
of L∗ = 5.5, 0◦ < |λm| < 42◦, and 200 nT < AE < 400 nT for 8 levels of MLT. The
bottom panel shows the ratio of the diffusion rates of the lower frequency chorus model
and data driven chorus model with δψ = 15◦.

The results show that for energies less than about 100 keV both the pitch-angle and

energy diffusion rates are virtually unaffected, with the ratio of the diffusion rates being

close to unity. As expected, at energies greater than about 100 keV the pitch-angle and

energy diffusion rates increase up to 5 decades, in particular close to about 1 MeV. The

new absolute values of the diffusion rates are in the region of 10−5s−1. In comparison

with the diffusion rates without the lower frequency component, it can be seen that
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in particular the pitch-angle diffusion rates at lower pitch-angles are significantly in-

creased, closing the gap to the diffusion rates at larger pitch-angles, allowing chorus

waves to be effective at scattering particles over all pitch-angles for energies as high

as about 1 MeV, instead of just a few hundred keV. In this energy range, this allows

electrons of all pitch-angles to be diffused to lower equatorial pitch-angles and hence

reach much higher latitudes during their bounce period. Consequently, they can reach

the loss cone, where they can be scattered into the atmosphere and are removed from

the radiation belts. Therefore it can be expected that the resulting distribution of the

electron flux will most likely be decreased between 100 keV and 1 MeV, if the lower

frequency components of the chorus waves are included. Furthermore, the similar in-

crease of the energy diffusion coefficients is expected to allow for increased electron

acceleration in this energy range.

4.6 Drift and Bounce Averaged Diffusion Rates

Most models to calculate the electron fluxes in the Earth’s radiation belts, including

the BAS-RBM, do not include a MLT resolution, and there are very few models that are

able to do so. Instead, most models use diffusion rates that are drift averaged over all

MLT, since drift averaged simulations are able to predict the overall shape of the pitch

angle distribution accurately.

Here, the drift and bounce averaged pitch-angle diffusion rates 〈Dαα〉d and the drift

and bounce averaged energy diffusion rates 〈DEE〉d/E2 at a given L∗, geomagnetic

latitude, and AE were computed by adding the bounce averaged diffusion rates of all

MLT sectors at the same location and dividing them by the number of MLT sectors,

i.e. eight. There are gaps in the coverage of the chorus wave model at high L∗ of

typically about L∗ > 8.5 between 09 and 15 MLT, especially during geomagnetic active

conditions. Since the drift averaging is always performed by dividing by the total

number of MLT sectors instead of only the sectors that contain data, this approach is

likely to underestimate the diffusion rates at very large L∗ and geomagnetic activities.

Since the drift average approach is only valid for electron energies greater than about
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Figure 4.14: Latitudinal distribution of the drift and bounce averaged pitch-angle and
energy diffusion rates of the lower band chorus of the lower frequency chorus model at
L∗ = 5.5 for AE < 50 nT (top) and AE > 400 nT (bottom). The first column shows
the diffusion rates in the range of 0◦ < |λm| < 42◦, while the other columns show the
diffusion rates at each individual 6◦ latitude bin, with increasing latitude from left to
right.

100 keV (see Section 2.2.3), the drift and bounce averaged diffusion rates are presented

only for energies between 100 keV and 10 MeV.

4.6.1 Latitudinal Distribution

To evaluate the influence of each contributing latitudinal sector to the drift and bounce

averaged diffusion rates, the latitudinal distribution of the drift and bounce averaged

pitch-angle and energy diffusion rates of the lower band chorus of the lower frequency

chorus model are presented in Figure 4.14 for geomagnetic quiet and active conditions

at L∗ = 5.5. The first column shows the diffusion rates over the complete latitude

range of 0◦ < |λm| < 42◦, while the other columns show each contributing 6◦ latitude

sector, increasing in latitude from left to right.

The results show that the drift and bounce averaged diffusion rates are dominated by

the diffusion due to waves near the equator, i.e. 0◦ < |λm| < 6◦ and the contribution
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Figure 4.15: Latitudinal distribution of the drift and bounce averaged pitch-angle and
energy diffusion rates of the data driven (δψ = 15◦) upper band chorus model at
L∗ = 5.5 for AE < 50 nT (left) and AE > 400 nT (right). The first column shows the
diffusion rates in the range of 0◦ < |λm| < 12◦, the second covers 0◦ < |λm| < 6◦, and
the third shows the diffusion rates in the range of 6◦ < |λm| < 12◦.

decreases with each consecutive latitude range. For latitudes greater than about 24◦ the

diffusion rates are more than two decades lower than near the equator and for latitudes

greater than 36◦ there is no significant pitch-angle and energy diffusion caused by lower

band chorus waves. Furthermore, it can be seen that the equatorial pitch-angle range

where the diffusion rates are effective decreases with latitude, which is due to the fact

that electrons with a larger pitch-angles mirror at lower latitudes. While the lower

band chorus waves near the geomagnetic equator cover the whole pitch-angle range,

the diffusion rates at higher latitudes only extend to smaller equatorial pitch-angles,

reaching as low as about 30◦ for |λm| > 36◦. This suggests that pitch-angle and energy

diffusion to larger pitch-angles must take place near the equator

The latitudinal distribution of the data driven (δψ = 15◦) upper band chorus wave

model (Figure 4.15) shows a similar behaviour, where the strongest contribution is due

to the waves near the equator. The diffusion rates calculated for 6◦ < |λm| < 12◦ are

at least two decades lower than the diffusion rates near the equator. Therefore, these

results indicate that limiting the calculations to latitudes up to 42◦ and 12◦ for lower

and upper band chorus respectively is unlikely to have a noticeable effect on the drift

and bounce averaged diffusion rates and hence the calculated electron fluxes.

Furthermore, it can be seen that, inside the energy range relevant for the drift averaged

approach, the upper band chorus diffusion rates are only significant at large pitch-angles
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and they are generally only significant in a very limited energy and pitch-angle range,

compared to the lower band chorus. Hence, the electron acceleration and pitch-angle

scattering are dominated by lower band chorus waves.

4.6.2 Combined Lower and Upper Band Diffusion Rates

The drift and bounce averaged pitch-angle and energy diffusion rates of the combined

lower and upper chorus of the lower frequency chorus model are presented in Figure

4.16 for all five levels of AE and for three selected L∗, namely L∗ = 4.5, L∗ = 6.0, and

L∗ = 8.0, which represent the range of L∗ where chorus is effective.

It can be seen that both the pitch-angle and the energy diffusion rates increase with

AE, where peak diffusion rates are usually one to two decades higher at large geo-

magnetic activity compared to the peak diffusion rates at low activity. Furthermore,

the diffusion rates significantly increase with L∗, even during geomagnetic active con-

ditions. As a consequence, even the pitch-angle diffusion rates during quiet conditions

(AE < 50 nT) at L∗ = 8.0 are larger than the pitch-angle diffusion rates during active

conditions (200 nT < AE ≤ 400 nT) at L∗ = 6.0. The pitch-angle and energy diffusion

rates are generally high for L∗ > 6.0 and even at L∗ = 4.5 the diffusion rates are

significant during active times. Since the peak in the electron phase space density is

usually observed between L∗ = 4.0 - 6.0 [Green and Kivelson, 2004] this suggests that

acceleration due to chorus waves play an important role in creating this peak.

For energies between a few hundred keV up to about 500 keV the pitch-angle diffusion

rates are strong over all equatorial pitch-angles up to the loss cone. Hence, combined

lower and upper band chorus waves will be effective at diffusing electrons of all pitch-

angles into the loss cone in this energy range. For electron energies greater than about

500 keV chorus waves are only effective at larger pitch-angles, and hence electrons are

unlikely to be scattered into the loss cone and electron loss should be reduced with

increasing energy. Therefore, chorus waves are expected to create an energy dependent

structure of the electron flux.

The drift and bounce averaged energy diffusion is generally more peaked at lower

energies than the drift and bounce averaged pitch-angle diffusion rates. The peak
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of 〈DEE〉d/E2 is normally found at about 100 keV, while 〈Dαα〉d is peaked at about

200 keV.

Note that the contribution of the upper band chorus waves is restricted to L∗ less than

about 6.0, because the upper band chorus wave power becomes much smaller at larger

L∗.
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Figure 4.16: Drift and bounce averaged pitch-angle and energy diffusion rates for com-
bined lower and upper band chorus of the lower frequency chorus model for five levels
of AE at L∗ = 4.5, L∗ = 6.0, and L∗ = 8.0.
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4.7 Global Simulations of the Electron Flux

So far the differences of the various chorus models were studied on the basis of (drift

and) bounce averaged diffusion rates. It was shown that using the spectral wave data

directly instead of fitting Gaussian profiles caused only minor differences in the diffu-

sion rates. Similarly, changing the wave normal angle width had only an insignificant

effect with slightly reduced pitch-angle and energy diffusion rates. Including the lower

frequency chorus components however, resulted in a significant increase of the pitch-

angle and energy diffusion rates at lower pitch-angles and electron energies between

about 200 keV and 1 MeV, peaked around 500 keV. In order to study the influence of

the lower frequency chorus component on the distribution of the electron flux on a

global scale, the drift and bounce averaged diffusion rates of the lower frequency chorus

model and the data driven chorus model (with δψ = 15◦) were utilised in the BAS-RBM.

The model was run for a 100 day period in 1990 during which the boundary conditions

were derived from the CRRES satellite. For the simulations a 60× 60× 60 pitch-angle,

energy, and L∗ grid with a timestep of 300 seconds was used. The energy ranged from

Emin = 153.0 keV to Emax = 20.0 MeV at Lmax = 5.55 and Lmin = 2.05. In addi-

tion to the chorus diffusion rates, the model utilised the hiss diffusion rates by Glauert

et al. [2014], which are presented in Chapter 6 (the so-called “G14 hiss model”), and

the radial diffusion coefficients by Brautigam and Albert [2000]. The chorus and hiss

diffusion rates were driven by the AE index, while the radial diffusion was driven by

the Kp index.

Figure 4.17 shows the electron flux for electrons with an equatorial pitch-angle of 90◦

and an energy of 976 keV. Panel (a) shows the flux as measured by the CRRES satellite,

while panel (b) shows the results of the BAS-RBM, using the data driven chorus model

without the lower frequency chorus components included (flc = 0.1 fce), and panel (c)

shows the results using the data driven chorus model including the lower frequency

chorus components (flc = 0.022 fce). The location of the plasmapause as defined by

Carpenter and Anderson [1992] is indicated by the white line.

The flux measured by the CRRES satellite shows small variations during the initial

period near L∗ = 4 with the slot region increasing from about L∗ = 2.5 at the begin-



4.7. Global Simulations of the Electron Flux 143

ning of the period up to about L∗ = 3.0 at day 285. At this time a major increase of

the electron flux, AE, and Kp can be seen. The inner boundaries of the flux start to

move inwards at about day 290 and the flux eventually returns back to the initial level

at about day 315. Further periods of increased flux followed by a slow reduction to

previous levels can be found around days 310, 315, 322, and 330, although they are less

intense than the first major event. All these flux increases are driven by a rapid increase

of AE and Kp and directly preceded by a flux dropout, where the flux is significantly

reduced on a timescale of hours. Furthermore, it can be seen that each increase of the

flux is associated with the plasmapause rapidly moving inwards to lower L∗.

The simulation results in panel (b) reproduce the general variability of the outer belt,

but does not reproduce the flux dropout events mentioned before. During the begin-

ning of the simulation period the simulation overestimates the measured fluxes, while

they are similar after the first major flux increase at day 285. Comparing the results

of panels (b) and (c) it can be seen that the lower frequency components of the chorus

waves generally reduce the electron flux by a factor between about 2− 4, particularly

between L∗ = 3.5− 4.5, and the difference decreases with increasing L∗.

In order to quantify the differences more accurately, the electron flux is presented for

the same period as a set of line plots at constant values of L∗ in Figure 4.18. The

CRRES data are shown as the dotted lines, while the simulations utilising the chorus

model with (flc = 0.1 fce) and without (flc = 0.022 fce) the lower frequency chorus

component are shown as the blue and red lines, respectively. The results are presented

at L∗ = 3.57, L∗ = 3.97, and L∗ = 4.44, in order to highlight the differences between

the chorus models. The results show that during the whole simulation period the flux

is decreased by a factor of about 2-4 at L∗ = 3.57 and about 2 at L∗ = 4.44, when

the lower frequency chorus components are included in the chorus diffusion rates. The

difference is created during the adjustment period of the simulation, where the model

adjusts the initial state of the flux to fulfil the diffusion equation for the different chorus

diffusion rates. The resulting offset after the adjustment period shows that there is a

stronger net loss rate when the lower frequency chorus components are included. This

could be the result of either less acceleration or stronger losses, or a combination of
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the two. Since the comparison of the diffusion rates indicates that both the pitch-angle

and energy diffusion rates increase it must be concluded that the net loss is the result

of a comparably stronger pitch-angle diffusion. The variations of the flux in the two

models during the simulation period are generally small and only have an insignificant

effect on the overall difference between the two fluxes.

During the beginning of the simulation up to the first major flux increase around day

285 the flux calculated with the data driven chorus model overestimates the measured

flux by up to a factor of 8 at L∗ = 3.57 and a factor of about 2 at L∗ = 4.44, while there

is much better agreement between data and simulation if the lower frequency chorus

is included. After day 285, the simulation without the lower frequency chorus agrees

better with the measured flux at all L∗ during the flux increases, but since the loss rates

are not high enough to follow the data, the flux tends to be overestimated by about a

factor of 2 during the phases of decreasing flux. In these periods the simulations in-

cluding the lower frequency chorus components begin to show better agreement, while

they are unable to reproduce the data during the first days of a flux increase.
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Figure 4.17: Contour plot of the flux as a function of time and L∗ of electrons with an
equatorial pitch-angle of 90◦ and energy E = 976 keV (a) as measured by the CRRES
satellite, and calculated by the BAS-RBM using radial diffusion, the G14 hiss model, and
additionally the data driven chorus model including lower band chorus from (b) 0.1 fce
or (c) the lower frequency chorus model, including chorus from 0.022 fce. The model
was driven by the AE and Kp indices shown in panel (d), while the white line indicates
the plasmapause location as defined by Carpenter and Anderson [1992].
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Figure 4.18: Flux of electrons with an equatorial pitch-angle of 90◦ and energy E =
976 keV at (a) L∗ = 3.57, (b) L∗ = 3.97, and (c) L∗ = 4.44. The dotted lines show
the flux as measured by the CRRES satellite, while the solid lines were calculated
by the BAS-RBM using radial diffusion, the G14 hiss model, and additionally the data
driven chorus model with a wave normal angle width of δψ = 15◦ including lower band
chorus waves from 0.1 fce (blue line) or the lower frequency chorus waves starting from
0.022 fce (red line). The AE and Kp indices driving the model are shown in panel (d).
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4.8 Discussion

The chorus wave models presented in this chapter were derived from the data from

7 different satellites. As these are statistical models and as such average the data

into defined levels of L∗, MLT, geomagnetic latitude, and activity, rare and extreme

events will always be averaged out and are hence not represented in statistical models.

Since both the pitch-angle and energy diffusion rates tend to increase with activity,

it is difficult to predict the electron flux during severe geomagnetic storms from the

presented chorus models. A possible solution would be to add an additional level of

geomagnetic activity above the last level (AE > 400 nT), in order to represent extreme

events. Generally the reliability of the statistical model will increase, when the amount

of data included in the model is increased, for instance by adding the VAP wave data.

The comparison of the diffusion rates suggested that including the lower frequency

chorus components into the 3d model should produce noticeable differences compared

to simulations without the lower frequency components. However, most differences

are due to the offset created during the adjustment period of the simulations, while

variation between the two chorus models at later times was smaller. Nevertheless, the

offset after the adjustment period shows that there is a stronger net loss rate due to

increased pitch-angle diffusion when the lower frequency component is included.

There are indications that the lower frequency chorus model performs better in the

regions that are inside the plasmapause, while the model without it achieves better

agreement with the data outside the plasmapause. However, the provided plasmapause

location is based on a crude model and in order to draw viable conclusions a more

reliable model of the plasmapause needs to be included in the model first. Furthermore,

the plasmapause moves close to the Earth when the geomagnetic activity is increased.

Since currently the highest activity level is AE > 400 nT, a further refinement of the

resolution of the model in terms of AE might help to understand this situation. It

would be interesting to investigate a chorus model that includes the lower frequency

component only during the most intense storms or at lower L∗.

The chorus diffusion rates were calculated using quasi-linear theory since it is not

yet computationally feasible to simulate chorus waves using nonlinear models over the
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duration and spatial dimensions required by the BAS-RBM. Although chorus waves are

known to be highly nonlinear due to their short-duration rising-tone frequency structure

[e.g. Omura et al., 2009; Santoĺık et al., 2014a], it has been demonstrated by Albert

[2010] and Tao et al. [2012] that there is remarkable agreement between fully nonlinear

and quasi-linear simulations for waves with a wave power less than about 0.1 nT.

Since the chorus wave power presented here only reaches this magnitude in rare cases

during the highest geomagnetic activity, it can be assumed that nonlinear effects can

be neglected here.

The model for the plasma density (defined by fpe/fce) was based on the CRRES and

THEMIS data within 9◦ of the geomagnetic equator, but used to represent the plasma

density for all latitudes, since data at higher latitudes was sparse. The ratio of fpe/fce

defines the resonant energies for wave-particle interactions and is therefore a critical

parameter in determining the diffusion rates. However, since the chorus diffusion is

dominated by the waves between λm = 0◦ and about 12◦, the effects of possibly different

plasma densities at higher latitudes should be insignificant. An alternative would be to

use published models for fpe/fce that are defined at higher latitudes, such as Carpenter

and Anderson [1992], but these are based on fewer data and use fewer and different

levels of geomagnetic activity. The plasma density model presented here hence provides

an improvement over the other models, although limited to lower latitudes.

4.9 Conclusions

In this chapter novel statistical chorus wave models were developed based on the anal-

ysis of wave data from seven different satellites. The resulting models cover the range

from L∗ = 2.0 − 10.0 in steps of 0.5, the latitude range from 0◦ < |λm| < 42◦ in steps

of 6◦, and the whole MLT range in steps of 3 h for 5 levels of geomagnetic activity

measured by the AE index. Hence, the models extend the coverage of previous models,

particularly for large L∗ between L∗ = 7.0− 10.0, for the MLT regions of the dayside,

and for the various geomagnetic activities. Furthermore, these model include the upper

band chorus waves, which are rarely modelled. The models themselves differed in the
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way the data was evaluated, the width of the wave normal angle, and whether the lower

frequency chorus components were included or not. Additionally, an improved model

of the plasma density in the form of the ratio of fpe/fce was developed based on the

CRRES and THEMIS satellite data. The plasma density is provided in the form of a

statistical model in the same L∗, MLT, and activity region as the chorus model.

Drift and bounce averaged pitch-angle diffusion rates were calculated for each model

and compared against each other. It was found that the lower band chorus is dominant

at energies above about 1 keV, while upper band chorus dominated the diffusion rates

below about 1 keV. In this study, the lower band chorus is therefore more relevant for

the calculation of the electron flux, since this was only performed for energies greater

than 100 keV. Furthermore, the latitudinal distribution showed that most diffusion takes

place within about 12◦ of the equator. The comparison between the various models

showed that the fitting process is reliable and that the diffusion rates are relatively

insensitive to changes of the wave normal angle in the energy range, where the drift

averaging will be performed. More importantly, it was found that including the low

frequency chorus components resulted in an increase of both pitch-angle and energy

diffusion predominantly at pitch-angles less than about 30◦.

The most advanced chorus model with and without the lower frequency components

included were then utilised in the BAS-RBM to study their effects on a global scale. It

was found that the lower frequency chorus created a larger net loss rate compared to

the model without the lower frequency component. As a result, including the lower fre-

quency chorus at L∗ = 3.57 achieved better agreement with the CRRES data for most

times, while at larger L∗ either of the two models was able to reproduce the data during

different times. At periods of increased geomagnetic activity including the lower fre-

quency chorus components showed better agreement with the data, while during times

of medium and low geomagnetic activity excluding these components resulted in better

agreement.

Overall, the chorus models developed here provide a valuable extension of the radia-

tion belt model, that allows to include the lower frequency chorus components into the

global modelling of the electron flux.
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CHAPTER 5

Electromagnetic Ion Cyclotron Waves

5.1 Introduction

Wave-particle interactions with electromagnetic waves with a frequency of typically a

few Hertz, known as Electromagnetic Ion Cyclotron (EMIC) waves, are thought to be

a significant process for electron loss at electron energies greater than about 500 keV.

EMIC waves are typically separated by their frequency relative to the hydrogen, helium,

and oxygen ion cyclotron frequency. Hydrogen band EMIC waves are electromagnetic

waves with a frequency between the hydrogen ion (or proton) cyclotron frequency fcp

and the helium ion cyclotron frequency fcHe, Helium band EMIC waves are waves with

a frequency between fcHe and the oxygen ion cyclotron frequency fcO, while Oxygen

band EMIC waves are waves with a frequency below fcO that occur very rarely and are

difficult to detect against a noisy background.

This chapter presents an in depth study of the effects of EMIC waves on electron loss.

It starts with a description of the EMIC wave database used to derive a model for

EMIC waves, followed by an analysis of the wave properties. Diffusion rates, based

on the derived model, are then presented. In order to understand the influence of

the derived wave parameters, case studies are performed. The chapter concludes by

using the diffusion coefficients to model global simulations of the electron fluxes and

by assessing the importance of the EMIC waves on a global scale.

The EMIC wave model, diffusion rates and global simulation results presented in this

chapter were published in Kersten et al. [2014], while the EMIC wave database, from

which the EMIC wave model was derived, was published in a companion paper by

Meredith et al. [2014].
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5.2 EMIC Wave Data Analysis

The wave data used to derive a model for EMIC waves in this thesis is based on the

three-component fluxgate magnetometer data from the CRRES satellite. CRRES was

launched on 25 July 1990 into a highly elliptical (350 × 35, 548 km) geosynchronous

transfer orbit with a low inclination of 18.1◦ [Johnson and Kierein, 1992]. It operated

for about 15 months, during which it covered the range of L∗ from about 1.1 up to

L∗ = 6 near the equator and L∗ = 8 at high latitudes [Meredith et al., 2001]. The

magnetic local times (MLT) were covered from 14− 08 MLT, leaving a gap of coverage

between 08 − 14 MLT. One orbit took about 10 hours, allowing for good coverage of

the radiation belts during the mission period.

The fluxgate magnetometer data were analysed orbit by orbit by Meredith et al. [2014],

providing EMIC wave spectra covering the frequency range from 0 − 8 Hz in steps of

10 mHz. An excerpt of a typical spectrogram during a time of active EMIC waves

is shown in Figure 5.1. Here the wave power spectral density in nT2Hz−1 is plotted

as a function of frequency versus time, as well as the corresponding MLT, magnetic

latitude, and the calculated value of L∗ of the satellite’s position. The solid white line

denotes the proton (or hydrogen ion) cyclotron frequency, the dashed white line the

helium ion cyclotron frequency, and the dashed-dotted line the oxygen ion cyclotron

frequency. It can be seen that the EMIC wave events are short bursts lasting a few

minutes that are well defined in the hydrogen and helium EMIC wave bands, limited

by the corresponding ion cyclotron frequencies. Most detected EMIC wave events were

in the range of ±20◦ of geomagnetic latitude.

5.2.1 EMIC Wave Database

In order to create the EMIC wave database, a Gaussian fit was performed for each of

the 830 EMIC wave event intervals, as defined in a study by Fraser and Nguyen [2001],

at the 25.6 s resolution of the data set. The fitted peak spectral intensity, the frequency

of the peak spectral intensity (from here on referred to as the peak frequency fm), the

frequency width df , as well as the average wave intensity integrated over the wave band

(also known as the wave power B2
w) were stored for hydrogen and helium band EMIC



5.2. EMIC Wave Data Analysis 153

Figure 5.1: Wave power spectral density from 12:30 - 15:30 UT on 30 Aug 1991 during
CRRES orbit 968 as a function of frequency and UT. The solid white line denotes the
hydrogen ion cyclotron frequency, the dashed line the helium ion cyclotron frequency,
and the dash-dotted line the oxygen ion cyclotron frequency, while the AE index is
given in the top panel. Taken from Meredith et al. [2014].

events separately. Due to the orbital coverage of the CRRES satellite, EMIC wave

events were only found in the region between L∗ = 3.5−7.0 with a gap in the pre-noon

MLT sector, thereby excluding EMIC waves at higher L∗, as found by e.g. Anderson

et al. [1992a] and Usanova et al. [2012]. For each spectral profile the satellite position

in magnetic coordinates, the proton cyclotron frequency fcp, the plasma frequency fpe,

as well as the geomagnetic activity given by the AE and Kp indices were stored at the

25.6 s resolution of the data set, for times when EMIC waves were present as well as

times where EMIC waves were not detected.

Initially the data were arranged into 24 MLT bins, 35 bins of L∗ ranging from 3.5−7.0 in

steps of 0.1L∗, and 5 levels of geomagnetic activity (AE < 50 nT, 50 ≤ AE < 100 nT,

100 ≤ AE < 200 nT, 200 ≤ AE < 400 nT, AE ≥ 400 nT). Figures 5.2 and 5.3 show the

time-averaged wave power of the hydrogen and helium band EMIC waves, respectively,
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Figure 5.2: Time-averaged wave power of hydrogen band EMIC waves as measured
by the CRRES satellite. Grey areas show the area covered by the satellite where no
hydrogen band EMIC waves were measured.

as a function of L∗, MLT and AE. The grey areas show regions that were sampled

by the CRRES satellite, but no EMIC waves were detected. Most of the strong EMIC

wave events can be detected in the afternoon sector (12−18 MLT) with a clear increase

of the wave power and occurrence rate with geomagnetic activity, for both hydrogen

and helium band EMIC waves. The strongest events, with a wave power of up to about

0.5 nT2, occurred in the region of 5 < L∗ < 6, but EMIC wave events can be found for

the whole range of L∗ that was covered by CRRES. The number of events outside the

afternoon sector is insignificant and the corresponding wave power is weak compared

to the afternoon events.

The EMIC peak power spectral density measured by the CRRES satellite ranges typ-

ically between 1 and 100 nT2Hz−1 and might also reach up to 1, 000 nT2Hz−1for very

strong helium band events [Meredith et al., 2014], while the wave power reaches about

10 nT2 occasionally. Compared to a previous analysis of the AMPTE data, which

found that the average power spectral density lies between 1 and 10 nT2Hz−1 and the

wave power can reach up to 2.5 nT2 [Anderson et al., 1992a,b], the values measured
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Figure 5.3: Time-averaged wave power of helium band EMIC waves as measured by the
CRRES satellite. Grey areas show the area covered by the satellite where no helium
band EMIC waves were measured.

by the CRRES satellite are a little larger, but generally still agree with the AMPTE

observations.

5.2.2 Spectral Properties and Nominal Wave Model
Characteristic Frequencies

Since the number of detected EMIC wave events in the EMIC wave database is sparse,

a statistical event based wave model as used for chorus and hiss waves is not viable.

Instead, a nominal wave model for EMIC waves based on the properties stored in the

global wave database is used. In order to define this model, a separate analysis of the

frequency spectra of the hydrogen band and helium band EMIC waves was performed.

Since EMIC waves mainly occur in the afternoon sector, only waves in this sector were

taken into account, and furthermore a threshold for the peak power spectral density of

0.1 nT2/Hz was introduced, to only include EMIC waves of significant wave power. The

normalised peak frequency fm/fcp, normalised frequency width df/fcp and the ratio of

the electron plasma frequency to the electron cyclotron frequency fpe/fce of the EMIC



156 Chapter 5: Electromagnetic Ion Cyclotron Waves

Figure 5.4: Scatterplots of the normalised peak frequency fm/fcp (left column), nor-
malised frequency width df/fcp (middle column), and the ratio fpe/fce (right column)
for hydrogen band (top row) and helium band (bottom row) EMIC events with a peak
power spectral density greater than 0.1 nT2/Hz.

waves fulfilling the defined criteria are shown as scatterplots in Figure 5.4.

For hydrogen band EMIC waves the bulk of the normalised peak frequency varies from

fm/fcp ≈ 0.25 to fm/fcp ≈ 0.6 with some outliers at larger frequencies. Most hydrogen

band EMIC events can be found close to fm/fcp = 0.4 with no obvious trend in geo-

magnetic activity given by AE. Therefore the peak frequency of hydrogen band EMIC

waves is set to fm/fcp = 0.4.

The bulk of the frequency width varies by an order of magnitude from df/fcp = 0.01

to df/fcp = 0.1 with some outliers spreading to larger and smaller frequency widths.

Again, no clear trend in AE can be found. Since the wave power should not extend

into the cut-off frequencies (see below), a value of df/fcp = 0.02 was be chosen for

the hydrogen band EMIC wave frequency width and studies on the influence of this

parameter is performed in section 5.3.3.

The frequency width of helium band EMIC waves varies on a similar scale as df/fcp

of the hydrogen band EMIC waves and hence, the same frequency width was chosen.
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The peak frequency of helium band EMIC waves varies considerably, filling the whole

helium EMIC waves frequency band (0.0625fcp ≤ f ≤ 0.25fcp). In order to represent all

helium band EMIC waves, the value fm/fcp = 0.15 was chosen for the peak frequency

of helium band EMIC waves.

As described in section 2.2 PADIE requires a lower and upper cut-off frequency to be

specified, outside which the wave power is set to zero. Since the wave power of a

Gaussian spectrum falls off rapidly with frequency, the lower and upper cut-off fre-

quencies were set to lie at twice the frequency width around the peak frequency, for

each hydrogen and helium band EMIC waves individually.

The Ratio of fpe/fce

As detailed in section 2.2.3, the ratio of the plasma frequency to the electron cyclotron

frequency is an important parameter that defines the resonant energies at which electron

diffusion are most effective. It is often used to describe the plasma density, as according

to Eq. 2.21 it is proportional to the square root of the plasma density.

The right hand panels of Figure 5.4 show that fpe/fce varies significantly with L∗ and

geomagnetic activity, ranging from about 5 < fpe/fce < 13 for hydrogen band EMIC

wave events and 5 < fpe/fce < 18 for helium band wave events. The former are

clustered around fpe/fce ≈ 10, while the latter are clustered around fpe/fce ≈ 15. The

large variation is due to the low number of fpe/fce measurements taken during the short

bursts of EMIC waves. Building a complete plasma density model for the EMIC waves

is therefore not possible. Instead, a fixed value for fpe/fce needs to be used. Since

one important part of this investigation is to study EMIC waves while chorus waves

are present at the same time, the plasma densities used for EMIC waves and chorus

waves need to be of the same order. The average value of fpe/fce in the afternoon

sector outside the plasmapause was fpe/fce = 10, which is why this value is used to

model the hydrogen and helium band EMIC waves. In order to understand the effects

of this generalisation, in depth studies of the influence of fpe/fce on the diffusion rates

is performed in section 5.3.3.
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Latitudinal Distribution

It is believed that EMIC waves are generated close the geomagnetic equator by a

temperature anisotropy in the energetic proton distribution of ring current ions. These

EMIC waves then propagate along the magnetic field to higher latitudes. Although

there have been hardly any satellite measurements of EMIC waves at latitudes above

15◦, EMIC waves can be observed on the ground and hence at higher latitudes. The

MLT distribution is usually similar to the one measured at lower latitudes by satellites,

although there can be significant differences [Posch et al., 2010].

Therefore, for the nominal model it will be assumed that EMIC waves are present at

all latitudes.

Wave Normal Angle

The wave normal angle ψ is the angle between the ambient magnetic field and the wave

vector k of the wave. Generally, there is very limited information about the wave normal

angle of EMIC waves available. Wave polarisation experiments have shown that near

the equator EMIC waves exhibit a wide range of wave normal angles. They range from

left hand circularly polarised waves to highly elliptical or even linear polarised waves,

with a trend to becoming more linearly polarised towards higher latitudes [Anderson

et al., 1992b]. This mixture of wave polarisations suggests that EMIC waves are either

not strictly field aligned or that there are two distributions of EMIC waves, where the

first one is field aligned and circularly polarised propagating away from the equator and

the second distribution consists of EMIC waves that were reflected at high latitudes

and have a large wave normal angle, which could account for the linear polarisation at

the equator [Horne and Thorne, 1994].

The PADIE code assumes a Gaussian distribution in X, where X = tanψ. In order to

model the mixture of wave normal angles of EMIC waves, the Gaussian distribution

was chosen to be peaked in the field aligned direction, i.e. Xm = tan0◦ with a width of

Xw = tan15◦. In order to include waves at larger wave normal angles, the cut-offs for

the wave normal angle were set to Xcut = 2Xw. Outside of the cut-offs the wave power

is set to zero.
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Ion Composition

The ion composition of the plasma through which an electromagnetic wave propagates

sets limits on the characteristic wave frequencies of a multi-ion plasma. Therefore, the

ion composition is a very important parameter for the modelling of EMIC waves. Un-

fortunately, it is extremely difficult to measure the ion composition in space, because

the ion distribution is dominated by thermal ions with energies of about 1 eV. In this

energy region, the plasma detectors used on satellites are hindered by problems asso-

ciated with the satellites potential and by sheath effects around the satellite. Efforts

to estimate an ion composition were made by Albert [2003] and Summers and Thorne

[2003], who estimated both the helium fraction and oxygen fraction to lie between 5 and

10 %, while the rest are hydrogen ions. It is believed that the oxygen fraction is usu-

ally significantly lower and only reaches high fractions during very strong geomagnetic

storms. During storm times the hot O+ concentration might increase substantially

[Daglis et al., 1999] but this is beyond the scope of capability of the computational

tools used in this thesis, since only cold plasma theory is used. Therefore, an oxygen

fraction of 1 % O+ was chosen for the nominal EMIC model.

Additionally, it is possible to estimate the helium ion concentration by using observed

EMIC wave frequencies and exploiting properties of the dispersion relation. As shown

in Figure 5.5 hydrogen band EMIC waves are right hand polarised for parallel propaga-

tion, if their frequency lies between the helium ion cyclotron frequency and the so-called

(hydrogen) cross-over frequency fcr,H+ [Horne and Thorne, 1993], while they are left

hand polarised, if their frequency lies above fcr,H+ . Theory shows that EMIC waves

are generated as left hand (circularly) polarised waves near the equator and that very

high energies are required to change the polarisation [Kozyra et al., 1984] and hence

hydrogen band EMIC waves should very rarely be observed below fcr,H+ . For a plasma

consisting only of hydrogen and helium ions, which is a valid approximation for the

case of the nominal model, the cross-over frequency can be estimated as

fcr/fcp = 1/4 ·
√

1 + 15η , (5.1)
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Figure 5.5: Dispersion relation of EMIC waves in a plasma containing 94 % H+, 5 %
He+, and 1 % O+. The electron gyrofrequency was set to fce = 5230 Hz and the ratio
of fpe/fce was set to 10. The waves are completely field aligned (ψ = 0◦).

where η is the ratio of the helium number density to the total number density, and

defines the helium fraction of a H+-He+ plasma. Since hydrogen band EMIC waves

should not be present below fcr,H+ , Eq. 5.1 can be used to estimate the concentration

of helium ions by finding the upper limit of the frequency where EMIC waves are ob-

served.

As shown in Figure 5.4, hydrogen band EMIC waves can be observed with peak fre-

quencies as low as about fm ≈ 0.28 fcp. Taking the frequency width into account a

helium fraction between 2 and 3 % can be derived from Eq. 5.1. However, most of

the hydrogen band EMIC waves can be found at larger frequencies and therefore a

slightly larger helium concentration must be present on average. Since the average

peak frequency of hydrogen band waves lies at about fm = 0.4 fcp, which corresponds

to a helium concentration of about 10 %, the helium fraction must lie between 2−10 %,

with a tendency to a lower fraction. Therefore, a fraction of 5 % He+ is estimated for

the nominal model. As a consequence, the resulting ion composition of the nominal
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Parameter Hydrogen band waves Helium band waves
BW 1 nT2 1 nT2

fm/fcp 0.4 0.15
df/fcp 0.02 0.02
flc/fcp (fm − 2df)/fcp = 0.36 (fm − 2df)/fcp = 0.11
fuc/fcp (fm + 2df)/fcp = 0.44 (fm + 2df)/fcp = 0.19
fpe/fce 10.0
Xm 0.0
Xw tan 15◦
Xcut 2 ·Xw

Latitude All latitudes
Resonances −10 ≤ n ≤ 10

Ion composition 94 % H+, 5 % He+, 1 % O+

Table 5.1: Parameters of the EMIC waves nominal model used to calculate the pitch-
angle diffusion rates using PADIE.

EMIC model is 94 % H+, 5 % He+, and 1 % O+.

All the parameters of the nominal model discussed here are summarised in Table 5.1.

Note that for the nominal model a wave power of Bw = 1 nT2 was chosen. Since the

diffusion rates are proportional to B2
w the actual diffusion rates at any given location

can easily be derived from the nominal model, without the need to perform the com-

putationally expensive calculations of the diffusion rates using PADIE for each location.

The method and model used for the wave power are detailed in the following section.

5.2.3 Wave Power

Since the EMIC wave data are sparse, a statistical model for each L∗ and MLT sector

could not be developed. Instead, in order to only model the significant wave power of

EMIC waves, the average wave power of each L∗ sector taken over the whole afternoon

sector (in MLT) was used, derived for each range of AE individually. During the

averaging, the wave power was averaged over all times, including times where no EMIC

waves were present, and hence the wave power used is significantly lower than a single

event, which will in effect restrict the model to capture only average EMIC events,

although sporadically short burst EMIC events exist that can cause strong diffusion

even at wave powers of about 1 nT2 [e.g. Summers and Thorne, 2003]. The wave power

outside the afternoon sector was set to zero, as there were hardly any EMIC events
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detected in these regions.

The resulting average wave power as a function of L∗ is shown for the five levels of

geomagnetic activity used for the model in Figure 5.6. It can be seen that the average

wave intensity of hydrogen band EMIC waves is usually lower than the intensity of

helium band EMIC waves. For AE > 200 nT, helium band waves are usually about a

decade stronger than hydrogen band EMIC waves, while for 100 nT < AE < 200 nT

the wave intensity of both types of waves are more or less the same. There is no clear

trend of the average intensity with geomagnetic activity and L∗. The variations in

L∗ are rather small, where the average intensity seems to be more or less constant for

L∗ > 4.5 for larger geomagnetic activity. For AE < 100 nT the data above the noise

level was so sparse that only a limited region in space was covered, with only one data

point being left at AE < 50 nT. It was decided that this single data point is dropped

and not used in the calculation of the diffusion rates.

Due to the way in which the wave intensity was processed, the resulting EMIC wave

model has no MLT resolution and instead models the EMIC waves in the complete

afternoon sector (12 − 18 MLT) as one sector. The intensity for the other sectors is

set to zero. The wave model has 5 levels of geomagnetic activity measured by AE and

covers the range L∗ = 3.5− 7.0.
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Figure 5.6: Average wave intensity used to model the EMIC waves as function of L∗
and AE. The dotted line shows the intensity of the hydrogen band EMIC waves, while
the solid line shows the intensity of the helium band EMIC waves.
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5.3 Diffusion Rates
5.3.1 Bounce Averaged Diffusion Rates

EMIC waves are expected to only be effective at scattering electrons into the loss cone

at energies greater than a couple of MeV. In order to illustrate the dependence of the

electron distribution on the EMIC wave energy, Figure 5.7 shows the bounce averaged

EMIC pitch-angle diffusion rates 〈Dαα〉 for both hydrogen (left) and helium band EMIC

waves (right) for AE ≥ 400 nT calculated using PADIE and the nominal EMIC wave

model. Furthermore, the strong diffusion rate DSD, as given in [Summers and Thorne,

2003], at an energy of 10 MeV is plotted as the dotted line. Since the diffusion rates are

proportional to the wave power, the largest geomagnetic activity level (AE ≥ 400 nT)

was chosen, as the wave power is comparably strong there.

In the case of hydrogen band EMIC waves, the bounce averaged diffusion rates extend

from the loss cone, which is typically located at about 4◦, up to larger equatorial pitch-

angles. At an energy-dependent pitch-angle the diffusion rates rapidly drop to zero.

This angle increases with energy, from about 45◦ at 5.5 MeV to slightly above 65◦ at

10 MeV. Even for energies above the limit usually studied, the pitch-angle at which the

diffusion rates drop to zero does not extend all the way up to 90◦.

Figure 5.7: Bounce averaged pitch-angle diffusion rates as a function of the equatorial
pitch-angle for hydrogen band EMIC waves (left) and helium band EMIC waves (right).
The diffusion rates were calculated for different energies at L∗ = 4.5 and AE ≥ 400 nT
using the PADIE code. Also shown is the strong diffusion rate DSD at E = 10 MeV.
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In contrast to the hydrogen band EMIC waves, helium band EMIC waves become

effective at even larger energies, starting at about 8.0 MeV. The diffusion rates show a

similar behaviour, as they are also not able to diffuse electrons with large equatorial

pitch-angles. The effective pitch-angle range of helium band EMIC waves is much

smaller, with the diffusion rates dropping to zero at about 35◦ at 10 MeV. The diffusion

rates of helium band EMIC waves are peaked between 10 and 20 MeV, while the diffusion

rates of hydrogen band EMIC waves peak at about 5.5 MeV.

Overall, this suggests that EMIC waves can indeed diffuse electrons into the loss cone,

which are then lost into the atmosphere, but since the diffusion rates do not extend all

the way to 90◦, EMIC waves cannot diffuse electrons with a large pitch-angle into the

loss cone. Therefore, electrons with large pitch-angles are unaffected and hence remain

trapped in the magnetosphere, resulting in a so-called “pancake distribution” of the

electrons. The diffusion rates of both types of EMIC waves are on average about 3

decades lower than the strong diffusion rate.

The relative importance of the pitch-angle diffusion coefficients and energy diffusion

coefficients is shown in Figure 5.8. It can be seen that even at the largest energy and

geomagnetic activity where the effects of EMIC waves are relatively strong, the energy

diffusion rates are at least 6 decades lower than the pitch-angle diffusion rates. This

suggests that there will be no significant electron acceleration caused by either hydrogen

or helium band EMIC waves.

To confirm this hypothesis, Figure 5.9 shows the energy dependence of the energy

diffusion coefficients for both hydrogen (left) and helium band (right) EMIC waves at

L∗ = 4.5 and AE ≥ 400 nT. It can be seen that larger electron energies allow EMIC

waves to resonate at larger pitch-angles, but they do not reach all the way up to 90◦.

More importantly, even the largest energy diffusion rates are insignificant compared to

the pitch-angle diffusion rates, and they do not increase significantly for larger electron

energies.
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Figure 5.8: Bounce averaged pitch-angle and energy diffusion rates as a function of the
equatorial pitch-angle for hydrogen band EMIC waves (left) and helium band EMIC
waves (right). The diffusion rates were calculated for E = 10 MeV at L∗ = 4.5 and
AE ≥ 400 nT using PADIE.

Figure 5.9: Bounce averaged energy diffusion rates as a function of the equatorial pitch-
angle for hydrogen band EMIC waves (left) and helium band EMIC waves (right). The
diffusion rates were calculated for different energies at L∗ = 4.5 and AE ≥ 400 nT using
the PADIE code.
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5.3.2 Drift and Bounce Averaged Diffusion Rates

As detailed in Section 5.2.3 the presented EMIC wave model has no MLT resolution

and instead covers the whole 6 h afternoon sector as one large bin. Since the wave power

in the other MLT regions is set to zero, the drift and bounce averaged diffusion rates

are calculated by simply dividing the bounce averaged diffusion rates of the afternoon

sector by four. The drift and bounce averaged pitch-angle diffusion rates 〈Dαα〉d are

shown in Figure 5.10 for both hydrogen (top) and helium (middle) band EMIC waves

for all 5 levels of AE as a contour plot as a function of the equatorial pitch-angle and all

electron energy levels, ranging from 100 eV to 10 MeV. In order to assess the importance

of EMIC waves compared to other loss processes, the bottom panel shows the hydrogen

and helium EMIC wave diffusion rates combined with the chorus diffusion rates with

a wave normal angle spread of δψ = 15◦ and including the lower frequency chorus, as

presented in Chapter 4.

Naturally, the drift and bounce averaged diffusion rates show an equivalent behaviour

Figure 5.10: Drift and Bounce averaged pitch-angle diffusion rates for hydrogen band
(top) and helium band (middle) EMIC waves at L∗ = 4.5 for the 5 levels of geomagnetic
activity used. The bottom panel shows the pitch-angle diffusion rates of hydrogen and
helium band EMIC waves combined with lower and upper band chorus (including the
very low frequency chorus with a wave normal angle of δψ = 15◦).
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to the bounce averaged diffusion rates, since they are only scaled down by a factor of

four. Overall, the most important feature of the EMIC diffusion rates is that EMIC

waves only cause significant pitch-angle diffusion at energies greater than about 4 MeV.

The contribution at the lower MeV energies are mainly due to hydrogen band EMIC

waves, while helium band EMIC waves become important at energies of about 7 MeV.

Since they only cover a narrower pitch-angle region than the hydrogen band EMIC

waves, they only significantly contribute at small pitch-angles and large energies. At

the selected L∗ the wave power of the hydrogen band EMIC waves only slightly varies

with AE and hence there is no clear trend in the diffusion rates with geomagnetic ac-

tivity. In contrast, the pitch-angle diffusion rates caused by helium band waves increase

significantly with AE. Since there was no wave power measured above the background

level for AE < 100 nT for hydrogen band EMIC waves and AE < 50 nT for helium

band EMIC waves (see Figure 5.6), there is no pitch-angle diffusion caused by EMIC

waves at these activity levels.

Additionally there is pitch-angle diffusion caused at lower electron energies that extend

from very close to 90◦ at large energies down to pitch-angles as low as about 30◦ for

electron energies lower than about 5 keV. At these low energies the diffusion rates cover

a wide range of pitch-angles but do not extend up to 90◦ anymore. More importantly,

the diffusion rates are only significantly strong at a very narrow pitch-angle range of a

few degrees.

In contrast to the EMIC waves, the diffusion rates caused by lower and upper band

chorus are present at all pitch-angles and cover a wide range of energies, except very

large energies and small pitch-angles, which is the region that is dominated by the

effects of the EMIC waves. Generally the pitch-angle diffusion rates caused by chorus

are between one and two decades larger than the one caused by EMIC waves. It can be

seen that chorus diffusion rates generally fill the areas where EMIC waves are ineffective

and hence EMIC waves complement the chorus waves allowing diffusion of particles at

a wide range of energies and all pitch-angles.

The energy diffusion due to EMIC waves, and combined chorus and EMIC waves are

shown in Figure 5.11. As expected, there is no significant energy diffusion caused by
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Figure 5.11: Drift and Bounce averaged energy diffusion rates for hydrogen band (top)
and helium band (middle) EMIC waves at L∗ = 4.5 for the 5 levels of geomagnetic
activity used. The bottom panel shows the energy diffusion rates of hydrogen and
helium band EMIC waves combined with lower and upper band chorus (including the
very low frequency chorus with a wave normal angle of δψ = 15◦).

neither hydrogen nor helium band EMIC waves. When compared to the energy diffu-

sion caused by lower and upper band chorus, the EMIC energy diffusion is negligible.

Therefore, it is highly unlikely that EMIC waves are able to accelerate electrons at any

energies or pitch-angles.

5.3.3 Parameter Studies

The spectral properties of the EMIC waves are important parameters that determine

the minimum energy at which electrons can resonate with the waves. This can be shown

theoretically by using the resonance condition (see section 1.6.1), which was derived as

(Eq. 1.131)

vq = ω

kq

(
1− nΩσ

γω

)
. (5.2)

In the case of wave resonance with an electron, Ωσ is the electron cyclotron frequency,

i.e. Ωσ = Ωe = eB/m. The frequency of EMIC waves is roughly of the order of the
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hydrogen ion cyclotron frequency ΩcH which is much smaller than the electron cyclotron

frequency, i.e. ω ≈ ΩcH � Ωe. Using this approximation for mildly relativistic electrons

(γ ≈ 1) and the dominant resonance number n = ±1 it directly follows that

nΩe

γω
� 1 . (5.3)

Therefore the resonance condition for EMIC waves with electrons can be approximated

by

vq ≈
ω

kq

(
nΩe

γω

)
≈ nΩe

kqγ
. (5.4)

From the dispersion relation it can be seen that an increase of the wave frequency ω

results in an increase of kq, and according to Eq. 5.4 a decrease of vq. Thus the minimum

resonant energy is reduced, and the waves are therefore able to diffuse electrons at lower

energies, resulting in increased diffusion rates at lower electron energies.

Equivalently, an increase of the ratio fpe/fce reduces the phase velocity ω/kq. Therefore,

an increase of the plasma density causes waves at a given frequency ω to be able to

resonate with electrons of lower energies, since an increase of fpe/fce results in an

increase of kq and hence decrease of vq.

Therefore, the spectral properties of the Gaussian distribution of the EMIC waves, as

well as the ratio fpe/fce are vital in defining the minimum resonant energies of EMIC

waves. Since these parameters had to be set to average values for the nominal model,

although the underlying data varied significantly, case studies of the influence of these

parameters are presented here. The spectral properties are determined by the Gaussian

profile of the wave model, defined by the peak frequency, the frequency width and the

lower and upper cutoff frequencies, outside which the wave power is set to zero.

As shown in the previous sections, the (drift and) bounce averaged energy diffusion

rates caused by hydrogen and helium band EMIC waves are insignificant compared to

the pitch-angle diffusion rates as well as the diffusion rates caused by chorus waves and

hence unlikely to cause any significant energy diffusion. Therefore, the case studies are

be presented for the pitch-angle diffusion rates.
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Peak Frequency

The peak frequency fm specifies the peak of the wave power spectral density, which is

then distributed in a Gaussian form defined by the frequency width. The dependence of

the bounce-averaged pitch-angle diffusion coefficients on the peak frequency is shown

in Figure 5.12 for hydrogen band (left) and helium band EMIC waves (right). The

diffusion rates were calculated at a representative value of L∗ = 4.5, and at the largest

geomagnetic activity (AE ≥ 400 nT), as well as the highest energy value used in the

model (E = 10 MeV). The pitch-angle diffusion rates of both wave bands show a clear

increase of the maximum equatorial pitch-angle at which the EMIC waves are still

effective. For hydrogen band EMIC waves the maximum pitch-angle at which diffusion

is still possible increases from about 45◦ at fm = 0.30 fcp to about 75◦ at fm = 0.55 fcp.

The maximum pitch-angle diffusion rate and the overall shape are unaffected by the

change of the peak frequency, only the position in pitch-angle of the peak of the diffusion

rates moves towards larger pitch-angles. Hence, using a larger peak frequency in the

nominal model for the hydrogen band EMIC waves allows hydrogen band EMIC waves

to be effective up to slightly larger pitch-angles, while still not covering the whole pitch-

angle range.

In the case of helium band EMIC waves it can be seen that the peak frequency of

the nominal model is the lowest peak frequency that produces significant pitch-angle

diffusion. In contrast to the hydrogen band EMIC waves, the peak of the helium band

pitch-angle diffusion rates increases by about a factor of 5 at larger peak frequencies

than the one used in the nominal model. The equatorial pitch-angle at which the pitch-

angle diffusion rates drop to zero increases from about 36◦ at fm = 0.15 fcp up to about

79◦ at fm = 0.225 fcp.

Therefore, the peak frequency chosen for the nominal model of helium band EMIC

waves might underestimate the effects of helium band EMIC waves at larger pitch-

angles. Since the presented model was built on a statistical evaluation of the data, it

is therefore only able to represent an average case of helium band EMIC waves and

the diffusion rates of some events with a larger peak frequency could be increased

significantly at larger pitch-angles. Nevertheless, helium band EMIC waves are still
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Figure 5.12: Bounce-averaged pitch-angle diffusion rates for hydrogen band (left) and
helium band (right) EMIC waves at an electron energy of E = 10 MeV for a variable
peak frequency fm. All other parameters are the same as the one of the nominal model.
The wave power has been set to the value corresponding to L∗ = 4, 5 and AE ≥ 400 nT.

unable to cover the whole pitch-angle range using a large peak frequency and are

therefore not able to diffuse all particles into the loss cone.

To assess the influence of the peak frequency on the minimum energy at which EMIC

waves can be effective at scattering electrons into the loss cone, Figure 5.13 shows

the pitch-angle rates for a variety of energies using the highest peak frequency of the

previous studies (fm = 0.55 and fm = 0.225) for both hydrogen (left) and helium band

EMIC waves (right). It can be seen that setting the peak of the wave power to very large

frequencies allows both hydrogen and helium band EMIC waves to become effective at

energies as low as about 3 MeV, but not at lower electron energies, suggesting that even

an extreme value of fm does not enable EMIC waves to resonate with electrons at lower

energies.

Frequency Width

In the nominal model the EMIC wave power spectral density is distributed in a Gaussian

form, which is defined by the peak frequency fm and the frequency width df of the

Gaussian distribution. The frequency width determines how quickly the wave power is

reduced from its peak value at the peak frequency. Since the width varies significantly
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Figure 5.13: Bounce-averaged pitch-angle diffusion rates for hydrogen band (left) and
helium band (right) EMIC waves for various electron energies at a peak frequency of
fm = 0.55fcp and fm = 0.225fcp, respectively. All other parameters are the same as
the one of the nominal model. The wave power has been set to the value corresponding
to L∗ = 4, 5 and AE ≥ 400 nT

for EMIC wave events, this section studies the influence of the frequency width on the

pitch-angle and energy diffusion coefficients. The wave power of an EMIC wave must

lie between the corresponding ion cyclotron frequencies and since the peak frequency

has been set to average values in the centre of the bands for the nominal model, only

frequency widths that allow the wave power to tail off within these frequency bands

are studied here, namely df = 0.01 fcp, df = 0.03 fcp, df = 0.04 fcp, and df = 0.02 fcp,

which is the value used in the nominal model.

The results of these studies are shown in Figure 5.14 for hydrogen band (left) and helium

band EMIC waves (right). It can be seen that for hydrogen band EMIC waves the pitch-

angle diffusion rates are only affected to a minor degree. The peak of diffusion rate is

located at the same equatorial pitch-angle and the diffusion rates decrease by about

a factor of five close to the peak for increasing frequency width, while the maximum

pitch-angle at which the hydrogen band EMIC waves are still effective is varying by a

few degrees.

In contrast, changing the frequency width for the helium band EMIC waves causes



174 Chapter 5: Electromagnetic Ion Cyclotron Waves

Figure 5.14: Bounce-averaged pitch-angle diffusion rates for hydrogen band (left) and
helium band (right) EMIC waves at an electron energy of E = 10 MeV for a variable
frequency width df . All other parameters are the same as the one of the nominal model.
The wave power has been set to the value corresponding to L∗ = 4, 5 and AE ≥ 400 nT.

large changes of the pitch-angle diffusion rates. They increase up to a decade when

the frequency width is increased from df = 0.01 fcp to the value of the nominal model

(df = 0.02 fcp), with only minor increases of the diffusion rates at larger frequency

widths. The angle at which the pitch-angle diffusion rate drops to zero also depends

strongly on the frequency width, increasing from about 16◦ at df = 0.01 fcp up to about

61◦ at df = 0.04 fcp.

The energy dependence of the pitch-angle diffusion rates for hydrogen and helium band

EMIC waves in the case of a very wide frequency distribution (df = 0.04 fcp) is shown

in Figure 5.15. It can be seen that the minimum effective energy for hydrogen band

EMIC waves is at a value of about 4 MeV, while the minimum energy at which helium

band EMIC waves can be effective about 5 MeV, where the pitch-angle diffusion rates

start to become effective at low pitch-angles.

Overall, these results show that the frequency width can be an important parameter,

but only if the peak frequency is close to the ion cyclotron frequencies, in which case a

wider Gaussian frequency distribution of the wave power shows significant effects.

As a last study of the frequency distribution of the wave power, the two cases showing

the strongest effects on the diffusion rates are combined, namely a frequency width of
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Figure 5.15: Bounce-averaged pitch-angle diffusion rates for hydrogen band (left) and
helium band (right) EMIC waves for various electron energies at a frequency width of
df = 0.04fcp. All other parameters are the same as the one of the nominal model. The
wave power has been set to the value corresponding to L∗ = 4, 5 and AE ≥ 400 nT.

df = 0.04 fcp, and the largest peak frequency for hydrogen and helium band EMIC

waves, fm = 0.55 fcp and fm = 0.225 fcp, respectively. The results are shown in Figure

5.16 as a function of energy. Setting these maximum values allows hydrogen band

and helium band EMIC waves to become effective at electron energies as low as about

2 MeV and 3 MeV, respectively. Since this is an extreme case modelling an highly

unlikely event, EMIC waves usually won’t reach such low energies and these values

therefore define a lower boundary for very extreme cases of EMIC wave events.

Cut-Off Frequency

The lower and upper cut-off frequencies of the Gaussian distribution were set to 2 · df

in the nominal model in order to include most of the wave power. Li et al. [2014]

and Ukhorskiy et al. [2010] have shown that the upper cut-off frequency fuc is an

important parameter for the scattering of electrons, as wave power close to the hydrogen

or helium ion cyclotron frequency is known to be able to cause significant diffusion rates.

Since this parameter was not taken from CRRES measurements in the nominal model,

additional tests of the upper cut-off frequency are performed here.
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Figure 5.16: Bounce-averaged pitch-angle diffusion rates for hydrogen band (left) and
helium band (right) EMIC waves for various electron energies at the maximum peak
frequency (fm = 0.55 fcp and fm = 0.225 fcp) and frequency width of df = 0.04fcp. All
other parameters are the same as the one of the nominal model. The wave power has
been set to the value corresponding to L∗ = 4, 5 and AE ≥ 400 nT.

For the hydrogen band EMIC waves the upper cut-off frequency was varied between

fuc = 0.41 fcp and fuc = 0.50 fcp, where the latter corresponds to 5 · df at which point

the wave power is significantly lower than at the peak. In the case of helium band

EMIC waves, fuc was varied between fuc = 0.16 fcp and fuc = 0.24 fcp, where the latter

allows wave power very close to the helium ion cyclotron frequency fcHe = 0.25fcp. The

resulting pitch-angle diffusion rates are shown in Figure 5.17 for an electron energy of

E = 10 MeV at L∗ = 4, 5 and AE ≥ 400 nT. It can be seen that in the case of hydrogen

band EMIC waves the effect of an increased upper cut-off frequency is marginal, while

in the case of helium band EMIC waves the pitch-angle diffusion rates extend to larger

pitch-angles when the upper cut-off frequency is increased. While the diffusion rate

drops to zero close to 16◦ for fuc = 0.16 fcp it extends to about 46◦ for fuc = 0.24 fcp,

and drops to zero near 36◦ for the value used in the nominal model (fuc = 0.19 fcp).

Overall these results show that the choice for the upper cut-off frequency of the nominal

model was sufficient to capture the effects of both hydrogen and helium band EMIC
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Figure 5.17: Bounce-averaged pitch-angle diffusion rates for hydrogen band (left) and
helium band (right) EMIC waves for a variable upper cut-off frequency fuc at an electron
energy of E = 10 MeV. All other parameters are the same as the one of the nominal
model. The wave power has been set to the value corresponding to L∗ = 4, 5 and
AE ≥ 400 nT.

waves well, since a larger upper cut-off would only slightly increase the maximum pitch-

angle at which helium band EMIC waves are effective. This result does not contradict

the findings of Li et al. [2014], since the peak helium band frequency used in this thesis

is much lower and hence further away from the helium ion cyclotron frequency.

The ratio fpe/fce

As explained at the beginning of this section, the ratio of fpe/fce defines the minimum

resonant energy for EMIC waves, where an increase of fpe/fce allows waves to resonate

with electrons of lower energies. In order to study the effects of fpe/fce, Figure 5.18

shows the bounce-averaged pitch-angle diffusion rates for hydrogen band (left) and

helium band (right) EMIC waves for different values of fpe/fce ranging from fpe/fce =

5 to 17 at an electron energy of 10 MeV. It can be seen that the choice of fpe/fce

determines the maximum pitch-angle at which EMIC waves are effective. For instance,

if fpe/fce = 5 for hydrogen band EMIC waves, the maximum equatorial pitch-angle lies

at about 35◦, while for the nominal model value fpe/fce = 10 the diffusion rates drop to
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Figure 5.18: Bounce-averaged pitch-angle diffusion rates for hydrogen band (left) and
helium band (right) EMIC waves for various values of fpe/fce at an electron energy of
E = 10 MeV. All other parameters are the same as the one of the nominal model. The
wave power has been set to the value corresponding to L∗ = 4, 5 and AE ≥ 400 nT.

zero at about 65◦. At larger values, for instance fpe/fce = 17, the diffusion rates drop to

zero at about 75◦. Helium band EMIC waves start to resonate with 10 MeV electrons

at about fpe/fce = 8 and they show a similar increase of the maximum equatorial

pitch-angle at which they cause diffusion.

The maximum value of the diffusion rate is only slightly affected by the choice of fpe/fce

for hydrogen band EMIC waves, while larger values of fpe/fce can increase the diffusion

rates for helium band EMIC waves about a decade compared to the value of the nominal

model.

The effects of fpe/fce on the minimum resonant energy can be seen in Figure 5.19 for

hydrogen (left) and helium band (right) EMIC waves. Since the minimum resonant

energy is determined by the highest value of fpe/fce, for these plots the ratio was set

to fpe/fce = 17, which represents a rather extreme case. In this case, the minimum

resonant energy for hydrogen band waves reaches values as low as about 3 MeV, while

the minimum resonant energy for helium band EMIC waves reaches about 5 MeV. These

results show that a reliable plasma density model for the EMIC waves is important,

since it affects the minimum resonant energy. Comparing these results with the results

of the nominal model, it can be seen that the minimum resonant energy of the nominal
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Figure 5.19: Bounce-averaged pitch-angle diffusion rates for hydrogen band (left) and
helium band (right) EMIC waves for various electron energies at fpe/fce = 17. All
other parameters are the same as the one of the nominal model. The wave power has
been set to the value corresponding to L∗ = 4, 5 and AE ≥ 400 nT.

model is of the same order for hydrogen band EMIC waves and slightly larger for helium

band EMIC waves, where the minimum resonant energy lies at about 7 MeV, showing

that the choice of fpe/fce = 10 for the nominal model captures the EMIC effects well.

5.4 Global Simulations of the Electron Flux

In order to assess the importance of EMIC waves on a global scale, the BAS-RBM was

run for the same 100 day period in 1990 that was studied in chapter 4 for chorus waves,

driven by the AE index. The model was run on a 60 × 60 × 60 pitch-angle, energy,

and L∗ grid with a timestep of 300 seconds. The energy ranged from Emin = 153.0 keV

to Emax = 20.0 MeV at L∗max and L∗ ranged from 2.05 to 5.55. The objective of this

section is to study the effects of EMIC waves on the electron fluxes by comparing

simulations with and without EMIC waves included in the model runs, which allows

to assess the relative influence of EMIC diffusion rates on the electron fluxes in the

radiation belts. Since EMIC waves are expected to only be effective at energies greater

than a few MeV, which is outside the energy range measured by the CRRES satellite,



180 Chapter 5: Electromagnetic Ion Cyclotron Waves

a comparison to real data cannot be performed.

5.4.1 Temporal Distribution

The drift and bounce averaged diffusion rates suggest that EMIC waves are effective at

scattering electrons with pitch-angles less than about 60◦ and ineffective at scattering

electrons with larger pitch-angles (see section 5.3.2). To demonstrate these effects on

a global scale, the electron flux is studied for a high and a lower pitch-angle case.

In order to study the effects of EMIC waves on the electron distribution at large pitch-

angles, a comparison of the electron flux for 10 MeV electrons with an equatorial pitch-

angle of 90◦ for simulations with and without EMIC waves is presented in Figure 5.20.

Here the top panel shows the electron flux caused by radial diffusion, hiss, and lower

and upper band chorus as a function of time and L∗. The second panel shows the

electron flux caused by radial diffusion, hiss, and lower and upper band chorus, and

hydrogen and helium band EMIC waves. The third panel shows a comparison of the

flux between the runs with and without EMIC waves at a constant value of L∗ = 3.97,

while the bottom panel shows the AE and Kp indices which drive the simulation.

The simulations without the EMIC waves show that there are small variations of the

electron flux during the initial period near L∗ = 4 with the slot region increasing from

about L∗ = 2.5 at the beginning of the simulation period up to about L∗ = 3.0 at

day 285. At this time a major increase of the electron flux, AE, and Kp can be seen.

The inner boundaries of the flux start to move inwards until about day 290 and the

flux eventually returns back to the initial level at about day 315. Further periods of

increased flux followed by a slow reduction to previous levels can be found around

days 310, 315, 322, and 330, although they are less intense than the first major event.

All these flux increases are driven by a rapid increase of AE and Kp and directly

preceded by a flux dropout, where the flux is significantly reduced on a timescale of

hours. Furthermore, it can be seen that each increase of the flux is associated with the

plasmapause rapidly moving inwards to lower L∗.

The comparison between the results of the simulation with and without EMIC waves

shows that the flux of 90◦ electrons is nearly unaffected by EMIC waves at most L∗, but
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the line plots show that there is a difference noticeable at very low L∗ (e.g. L∗ = 2.98).

At these very low L∗ the electron flux is reduced by about 15% if EMIC waves are

present in the simulations. The diffusion rates indicate that EMIC waves alone cannot

be responsible for electron loss at large pitch-angles, especially since the model is only

defined at L∗ > 3.5. Li et al. [2007] and Albert and Shprits [2009] have shown that

EMIC waves may be able to facilitate losses by hiss and chorus over all pitch-angles by

creating large gradients in pitch-angle, and the results presented here are an indication

that changes of the electron flux at lower L∗ could be caused by EMIC waves indirectly,

although the changes are small compared to the direct effects of EMIC waves at smaller

pitch-angles.

In contrast, the results of the simulations of the 10 MeV electron flux for electrons

with an equatorial pitch-angle of 45◦, as presented in Figure 5.21, show a significant

reduction of the electron flux caused by EMIC waves up to about a factor of 5. The

reduction is especially strong during day 285 and 310 for L∗ > 3.5, because the EMIC

model is only defined for L∗ > 3.5, as explained in section 5.2.3. For L∗ < 3.5 the

(indirect) losses caused by EMIC waves are of the same order as for the 90◦ electron

flux.
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Figure 5.20: Temporal distribution of the flux of 10 MeV electrons with an equatorial
pitch-angle of 90◦ as a function of L∗. The flux was calculated using the BAS-RBM driven
by (a) radial diffusion, hiss, and lower and upper band chorus, and (b) additionally by
hydrogen and helium band EMIC waves. Panel (c) shows the electron flux at constant
L∗ = 2.98 and L∗ = 3.97 without (solid lines) and with EMIC waves being present
(dotted lines). The location of the plasmapause is indicated by the white line, while
the geomagnetic activity given by the AE and Kp indices during the simulation period
is presented in panel (d).
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Figure 5.21: Temporal distribution of the flux of 10 MeV electrons with an equatorial
pitch-angle of 45◦ as a function of L∗. The flux was calculated using the BAS-RBM driven
by (top) radial diffusion, hiss, and lower and upper band chorus, and (second panel)
additionally by hydrogen and helium band EMIC waves. Panel (c) shows the electron
flux at L∗ = 2.98 and L∗ = 3.97 without (solid lines) and with EMIC waves being
present (dotted lines). The location of the plasmapause is indicated by the white line,
while the geomagnetic activity given by the AE and Kp indices during the simulation
period is presented in panel (d)
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5.4.2 Pitch-angle Distribution

So far only the fluxes at two selected pitch-angles were presented as a function of

time and L∗. In order to show how the electron flux changes with pitch-angle, Figure

5.22 shows the pitch-angle distribution of the electron flux for E = 6.0 MeV (panels

a and (b), and E = 10.0 MeV (panels c and d) during the same simulation period as

before, with and without EMIC waves being present (panels b and d). The pitch-angle

distribution is shown at L∗ = 4.00 since the differences between the simulations with

and without EMIC waves are large in this region. Note that the simulations were

performed for equatorial pitch-angles up to 90◦, while the presented pitch-angles range

up to 180◦, since this is a common way to present pitch-angle distributions. The full

range of the electron flux is shown by mirroring the calculated results at 90◦.

As expected from the drift and bounce averaged diffusion rates (see section 5.3.2), the

EMIC waves are significantly decreasing the electron flux over a range of pitch-angles

that increases with the electron energy, but does not go all the way up to 90◦. In the

case of E = 6.0 MeV electrons the reduction of the flux affects pitch-angles between

about 0◦ and 45◦, and for E = 10.0 MeV electrons the reduction caused by EMIC waves

is more pronounced, being effective from about 0◦ up to about 75◦. The effects seen

in these pitch-angle distributions are consistent with measurements taken by the Van

Allen Probes [e.g. Usanova et al., 2014].

To quantify the effect of EMIC waves on the electron flux and to further demonstrate

their effect on the pitch-angle distribution, a slice through the simulations at day 288

of year 1990 has been taken. The flux at this day for various energy levels where

EMIC waves are effective (4.0 MeV, 6.0 MeV, 8.0 MeV, 10.0 MeV) is shown in Figure

5.23. It can be seen that the pitch-angle range at which EMIC waves are able to

scatter electrons, increases with the electron energy. At 4.0 MeV the EMIC waves only

cause a minor change of the electron flux, mainly at pitch-angles less than about 30◦.

For 6.0 MeV electrons the effective range in pitch-angle has increased to about 50◦ and

the flux is reduced by up to a factor of 4, while for 10.0 MeV electrons the electron

flux can be reduced up to about a factor of 5 over a wide range of pitch-angles up to

about 70◦. Furthermore, EMIC waves are able to maintain the electron flux at very
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low pitch-angles of less than about 10◦, where they compensate the electron losses by

other processes and actually increase the overall electron flux.

Figure 5.22: Equatorial pitch-angle distribution of the electron flux at L∗ = 4.00 calcu-
lated with the BAS-RBM utilising radial diffusion, hiss, and chorus (panels a and c), and
additionally by hydrogen and helium band EMIC waves (panels b and d) for electron
energies of E = 6.0 MeV (panels a and b) and E = 10.0 MeV (panels c and d). The
simulation period is the same as in Figures 5.20 and 5.21.
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Figure 5.23: Equatorial pitch-angle dependence of the flux at L∗ = 4.00 for different
electron energies calculated with the BAS-RBM utilising radial diffusion, hiss, and chorus
(solid lines), and additionally by hydrogen and helium band EMIC waves (dotted lines).
The simulation period is the same as in Figures 5.20 and 5.21.
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5.5 Discussion

The results presented in this chapter are based on a nominal model, which in turn is

based on the EMIC wave events measured by the CRRES satellite. Since the data are

sparse, the nominal model has some uncertainties, especially in the Gaussian frequency

distribution and in the fixed value of the plasma frequency that was used. The param-

eter studies that were performed showed that, in the case of the frequency distribution,

the hydrogen band EMIC waves are only affected to a minor degree by the choice of

the peak frequency, frequency width, and the upper cut-off frequency. In contrast,

the model for the helium band waves might underestimate the diffusion rates at lower

energies significantly. The studies have shown that the combined hydrogen and helium

band waves diffusion rates can be roughly doubled at energies between about 3−7 MeV,

if larger values for the peak frequency and frequency width were chosen for the helium

band EMIC waves. However, choosing these larger values still did not allow EMIC

waves to diffusion electrons at large pitch-angles.

Similarly, the parameter study of the ratio of the plasma frequency to the electron cy-

clotron frequency has shown that high values of fpe/fce allow EMIC waves to resonate

with electrons at larger pitch-angles, but still not up to 90◦. Overall, these results

underline that the presented model is only a statistical model and it is hence unable to

model extreme events with large values of fm, df , and fpe/fce, which is not its purpose.

Furthermore, the presented simulation results neglect warm plasma effects that could

allow EMIC waves to resonate with electrons of lower energies by affecting the resonant

energies. The warm plasma effects are expected to be strongest during geomagnetic

storms [Silin et al., 2011] particularly when the ring current is strong, which is found

during times of low Dst. Since EMIC waves show little correlation with Dst and are

rather more closely related to substorm activity, it can be assumed that warm plasma

effects may not be very important for EMIC waves, especially for a statistical model.

There is evidence from ground observations that EMIC waves result in the precipita-

tion of electrons with energies larger than a couple MeV [Clilverd et al., 2007; Millan

et al., 2007; Rodger et al., 2008]. This suggests that EMIC waves might play a role in

high energy electron flux dropout events that can be seen during the main phase of
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geomagnetic storms [e.g. Blake et al., 2001; Green et al., 2004]. On the other hand,

satellite observations could not find any evidence for strong precipitation of high energy

electrons during the main phase of geomagnetic storms [Horne et al., 2009; Meredith

et al., 2011; Turner et al., 2012]. The simulations based on the presented EMIC wave

model support these results, since it was shown that EMIC waves can cause precipi-

tation of high energy electrons with energies greater than about 3 MeV near the loss

cone, but the bulk of the electron population at larger pitch-angles was unaffected by

EMIC waves. Therefore, it seems unlikely that EMIC waves are directly responsible

for flux dropout events of high energy electrons.

It needs to be noted that EMIC waves usually appear in short strong bursts that might

be able to cause strong diffusion. Since the presented model is using time-averaged

wave power, including times when no EMIC waves were present, the model is unable

to capture the strongest EMIC bursts. The calculated pitch-angle diffusion rates are

on average about 3 decades lower than the strong diffusion rate. It was shown by

Meredith et al. [2014] that the time-averaged intensity of EMIC wave events is about

30− 50 times lower than the event-averaged intensity, which means that even if event-

averaged intensities were used instead of time-averaged intensities the diffusion rates

caused by EMIC wave events would still be at least one decade lower than the strong

diffusion rate, indicating that the measured EMIC wave events are unlikely to cause

strong diffusion.

5.6 Conclusions

In this chapter a global, average, statistical model for hydrogen and helium band EMIC

waves was developed based on the CRRES satellite data. The resulting model covers

the range of L∗ = 3.5− 7.0 in the afternoon sector (12− 18 MLT) covering all latitudes

for 5 levels of geomagnetic activity defined by the AE index. The model was used to

calculate pitch-angle and energy diffusion rates which were then used to calculate the

electron fluxes during a 100 day period in 1990. The results show that EMIC waves

can be a significant loss process for the high energy electron flux with energies greater
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than about 3 MeV and equatorial pitch-angles ranging from the loss cone up to about

60◦. EMIC waves are hence able to scatter all electrons with a pitch-angle less than

60◦ into the loss cone over time.

The remaining distribution therefore looks like a pancake distribution, which means it

is depleted between the loss cone and an energy-dependent pitch-angle and constant

afterwards up to 90◦. Since EMIC waves are unable to cause this effect at energies lower

than about 3 MeV and the highest energy channel of the CRRES MEA instrument, that

provides measurements of the electron flux, is at E = 1582 keV, no comparison of the

simulated electron fluxes with real data could be performed. Nevertheless, a recent

study by Usanova et al. [2014] showed that evidence of electron loss of ultrarelativistic

electrons with pitch-angles below about 45◦ caused by EMIC waves can be found in the

Van Allen Probes data, which supports the results predicted by the presented EMIC

wave model.

Lastly, the presented results suggest that EMIC waves are unlikely to set an upper

limit on the energy flux of the radiation belt electrons, since even at very large electron

energies of 30 MeV EMIC waves are not able to cause diffusion for all pitch-angles

and still leave the high pitch-angle electron distribution unaffected. Finding the upper

energy limit of the electron flux is an important issue in space weather research and of

high interest for satellite operators and engineers, since the shielding of the electronic

components of the satellite needs to be designed to withstand the high energy electrons,

in order to prevent internal charging that could damage the satellite.
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CHAPTER 6

Plasmaspheric Hiss

6.1 Introduction

Plasmaspheric hiss is a broadband and structureless electromagnetic emission that is

typically found at frequencies between a few tens of Hz and several kHz. Resonant wave-

particle interactions with plasmaspheric hiss are known to be an important loss process

for electrons in the outer radiation belt [Summers et al., 2007; Meredith et al., 2006b]

and the main cause for the formation of the slot region between the inner and the outer

radiation belt [Lyons and Thorne, 1973; Meredith et al., 2007, 2009]. Previous studies of

plasmaspheric hiss analysed the effects of individual wave profiles representing average

or extreme geomagnetic conditions in order to determine the importance of hiss on the

electron distribution in the radiation belts. While existing statistical wave models of

plasmaspheric hiss are able to represent the variability with L∗, MLT, and geomagnetic

activity, they are usually based on data from a single satellite and hence lack in spatial

or temporal resolution.

In this chapter a novel, statistical model for plasmaspheric hiss is presented, that is

derived from the wave spectral data of 7 different satellites, considerably improving

the resolution of existing statistical wave models. Furthermore, a new technique to

separate chorus waves from plasmaspheric hiss was developed, based on the spatial

distribution of the two kinds of whistler mode waves. Additionally, a corresponding

plasma density model was derived from the data of the CRRES satellite, replacing

existing parametrised plasma density models. The wave model is used to calculate

drift and bounce averaged pitch-angle and energy diffusion rates. These diffusion rates

are compared to the previously published hiss diffusion rates and their effect is studied

on a global scale by employing them into the BAS-RBM individually.
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6.2 Plasmaspheric Hiss Wave Database

The wave data that was used to derive the novel statistical model for the plasmaspheric

hiss presented here is part of the SPACECAST whistler mode wave database, which

is based on the data from seven different satellites, namely CRRES, DE 1, Cluster 1,

Double Star TC1, and THEMIS A, D, and E. The instrumentation and data analysis

is presented in detail in Section 4.2.

6.2.1 Separating Hiss from Chorus

Plasmaspheric hiss and lower band chorus are both whistler mode waves and hence their

frequency range overlaps. Hiss is typically found between 100 Hz and about 4 kHz, al-

though recent research based on the Van Allen probes mission data suggests that hiss

can be found at frequencies starting as low as a few tens of Hz. The plasmaspheric

hiss wave power is peaked at a few hundred Hz, while lower band chorus waves are

typically peaked near 0.3 fce. Using Eq. 1.9, the peak of the chorus wave power can be

determined in the frequency domain as about 2.8 kHz at L∗ = 4.5, 1.2 kHz at L∗ = 6.0,

and 510 Hz at L∗ = 8.0 (all at λm = 3◦). At lower L∗ and higher latitudes, the peak

of the lower band chorus corresponds to frequencies above 4 kHz, while hiss is usually

not found outside of L∗ = 6.0. Therefore, hiss and chorus waves share the same fre-

quency range but are mostly separated by L∗, although some overlap exists. However,

plasmaspheric hiss and chorus waves are typically separated by their location relative

to the plasmapause, as chorus can only be found outside of it, while hiss is confined to

higher density regions inside the plasmapause. Furthermore, chorus is usually strong

in the night sector starting at about 22 MLT all the way through to the early afternoon

sector (about 14 MLT), while hiss is dominant from about 6 MLT to 22 MLT. Hence,

the greatest overlap between chorus and hiss is expected to be found on the dayside

between 6 and 14 MLT.

In order to define a plasmapause location based on the satellite data, a method us-

ing the CRRES measurements of electron cyclotron harmonic (ECH) waves that are

found at frequencies between harmonics of the electron cyclotron frequency fce was

used. Since ECH waves are usually only found outside the plasmapause, simultaneous
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measurements of ECH and whistler mode waves can be used to specify whether the

CRRES satellite was inside (no ECH waves present) or outside (ECH waves are present)

the plasmapause. The ECH criterion was used to create a parametrised plasmapause

location for 6 levels of geomagnetic activity defined by AE within 3◦ < λm < 15◦. As a

similar method is not available for the other satellites, this template based on the ECH

CRRES measurements (from now on referred to as the CRRES template) was applied

to the whistler mode wave data of all satellites. Because of the statistical nature of the

whistler mode wave model, there are times where a satellite has been either inside or

outside the plasmapause at the same spatial position. Applying the CRRES plasma-

pause template to the data of all satellites other than CRRES hence can include times

where chorus waves and hiss waves overlap.

Figure 6.1 (a) shows the average intensity in the frequency band from 200 - 500 Hz

with the CRRES template for the plasmapause location superposed (red line). It can

be seen that there are two regions of high intensity, clearly separated by their location

in L∗, corresponding to waves inside and outside the plasmapause. The CRRES ECH

plasmapause criterion performs reasonably well to separate chorus and hiss in this fre-

quency range, where chorus can only be found at very large L∗. However, at larger

absolute frequencies, chorus moves further inwards, due to the L∗ dependence of the

electron cyclotron frequency. At the same time, the CRRES plasmapause location is

fixed. As an example, Figure 6.1 (b) shows the average intensity in the frequency band

from 1 - 2 kHz with the CRRES template for the plasmapause location superposed (red

line). While there are still two regions of high intensity, separated by their location

in L∗, it can be seen that at this frequency range the CRRES template starts to in-

clude both chorus and hiss waves, particularly at larger geomagnetic activities, where

the plasmapause is closer to the Earth. Nevertheless, the ECH criterion captures the

outer boundary of the plasmaspheric hiss reasonably well in the MLT regions where no

chorus is present (14 - 22 MLT). Therefore, using the ECH criterion as a template for

the data of all satellites does not work well enough if both chorus and hiss are present,

and another method to separate the two wave modes needs to be derived.

An individual study of all the chorus and hiss wave data solely based on the CRRES
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Figure 6.1: Average wave intensity of whistler mode waves in the frequency range of
200 Hz - 500 Hz (top) and 1 kHz - 2 kHz (bottom) in the region 3◦ < |λm| < 15◦ for the
6 activity levels of the wave database. The red line indicates the CRRES plasmapause
location derived using the ECH wave criterion.
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satellite showed that, at fixed frequencies, there are two regions of high intensity at

different L∗. These regions are usually separated by a gap of low intensity. The ECH

criterion furthermore shows that the inner region of high intensity is clearly inside the

plasmapause, while the outer region is always outside the plasmapause. The frequency

distributions showed that the inner region is strongest at frequencies of a couple hun-

dred Hz, while the outer region is strongest at the largest frequency band (3kHz -

4kHz). Due to the individual shape of the two frequency distributions and since chorus

waves are expected to be present mainly outside the plasmapause, while hiss is located

inside the plasmapause, it is assumed here that the waves in the inner region are hiss

and the outer region is the inner edge of lower band chorus waves.

Similar patterns of the L∗ distribution of the average wave intensity can be found in

the data from the other satellites, and hence this feature can be exploited to derive

a method to separate hiss from chorus. An analysis showed that the chorus and hiss

intensity distribution in L∗ can be represented by a Gaussian form, where the peak

moved to smaller values of L∗ for increasing geomagnetic activity. It was found that

hiss peaked between 200 - 500 Hz for AE < 200 nT and between 500 - 1000 Hz for

AE > 200 nT, while chorus generally peaked in the largest frequency bin between 3 -

4 kHz. However, chorus could be identified more accurately at slightly lower frequency

ranges of 1 - 2 kHz for AE < 200 nT and between 2 - 3 kHz for AE > 200 nT. In the first

two mentioned frequency bands (associated with hiss) the L∗ distribution of the wave

intensity is usually strongest at lower L∗ and quickly tails off with no significant wave

intensity found at higher L∗. Similarly, the L∗ distribution of the wave intensity in the

two frequency bands associated with chorus is strongest at larger L∗, with comparably

low wave intensity at lower L∗. In order to identify the boundary between hiss and

chorus as well as possible, the L∗ distributions of the intensity for hiss and chorus were

fitted with a Gaussian profile separately for the specified individual frequency bands.

To exclude any potential wave intensity associated with chorus while fitting hiss and

vice versa, all wave intensity above a specific cut-off value L∗cut were set to zero while

fitting hiss. Similarly, the intensities below L∗cut were set to zero in the case of fitting

to chorus. The value of L∗cut was set to L∗cut = 4.0 for all activities with AE < 400 nT
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and to L∗cut = 3.0 for AE > 400 nT. The fits were performed using the nonlinear least

squares fitting procedure called MPFIT [Markwardt, 2009]. In the case of chorus waves,

fits where the peak was identified below L∗ = 3.5 were disregarded, as this is typically

inside the plasmapause and hence not chorus. Furthermore, unreasonably wide distri-

butions of the wave intensity were excluded in order to be able to distinguish between

chorus and hiss at all times.

This method was performed for all 6 levels of geomagnetic activity, but since cho-

rus is not present or only weak between 14 - 22 MLT, only the MLT range from 22

- 14 MLT was included. For these activity and MLT levels most of the peaks of the

wave intensity were well identified in the L∗ distribution. The boundary to separate

plasmaspheric hiss and chorus waves was then defined as the L∗ value where the two

Gaussian fits intersected. An example illustrating this process is shown in Figure 6.2

for 100 nT ≤ AE < 200 nT (top row) and 400 nT ≤ AE < 750 nT (bottom row) for

four different MLT. The average intensity of plasmaspheric hiss and chorus waves in

the corresponding frequency bands is shown as a function of L∗, where the dotted lines

left of the vertical green line are the satellite data inside the hiss frequency band, while

the dotted lines right of the vertical green line are the satellite data inside the chorus

frequency band. The solid blue and red lines are the Gaussian profiles fitted to the

L∗ distribution inside the individual frequency bands associated with hiss and chorus,

respectively. The intersection between the two Gaussian fits that define the boundary

to separate plasmaspheric hiss from chorus waves is shown as the dashed line.

Based on the Gaussian boundary, a template to identify plasmaspheric hiss was created,

where it is assumed that all wave power inside the L∗ value defined by the boundary

corresponds to hiss, rather than chorus. Since this method was only applied to waves

within 22 - 14 MLT, and chorus is weak outside this region, the ECH criterion was used

as the outer boundary between 14 - 22 MLT. This includes hiss in plumes, which oth-

erwise would be excluded. The boundary defined in this way is from now on called the

“hiss boundary”. Between 22 - 14 MLT this method identifies hiss from L∗ = 1.5 up to

about L∗ = 4.5 during geomagnetically quiet conditions and to about L∗ = 3.0 during

very active times. Furthermore, between 14 - 22 MLT hiss extends to larger values of
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Figure 6.2: L∗ distribution of the average wave intensity (dotted line) for 100 nT ≤
AE < 200 nT (top row) and 400 nT ≤ AE < 750 nT (bottom row) for four different
MLT. The data left of the green line corresponds to the hiss frequency band (top:
200 Hz < f < 500 Hz, bottom: 500 Hz < f < 1 kHz), while the data right of the green
line corresponds to the chorus frequency band (top: 1 kHz < f < 2 kHz, bottom: 2 kHz
< f < 3 kHz). The Gaussian fits to the L∗ distribution in each band are indicated by
the blue and red lines.

L∗ up to about L∗ = 6.0 for all activities showing the bulge representing the plumes.

Global maps of the average intensity with the derived hiss boundary superposed as a

red line are shown in Figure 6.3. The derived method is able to capture the outer edge

of plasmaspheric hiss at 200 - 500 Hz well, while the inner edge of chorus at 1 - 2 kHz

is still well outside the hiss boundary. Even at 3 - 4 kHz only very few contributions of

chorus waves are included (not shown).

Note that this hiss boundary is not to be confused with a definition of a plasmapause,

since this concept is based on the L∗ distribution of the wave intensity of plasmaspheric

hiss and chorus waves, while a plasmapause model needs to be defined by a rapid change

of the plasma density. Measurements of the plasma density were not available for all
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satellites, however. For details about the plasma density, see Section 6.4.
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Figure 6.3: Average wave intensity of whistler mode waves in the frequency range of
200 Hz - 500 Hz (top) and 1 kHz - 2 kHz (bottom) in the region 3◦ < |λm| < 15◦ for the
6 activity levels of the wave database. The red line indicates the derived hiss boundary
that separates plasmaspheric hiss and chorus waves.
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6.3 Wave Model

The plasmaspheric hiss model was derived from the SPACECAST whistler mode wave

database described in Section 4.2. As explained, a boundary to separate chorus from

hiss was derived and applied to the database, resulting in a statistical, parametrised

model for plasmaspheric hiss. The resulting model covers the frequency range from

100 Hz to 4 kHz in the frequency bands 100 - 200 Hz, 200 - 500 Hz, 500 Hz - 1 kHz,

1 - 2 kHz, 2 - 3 kHz, 3 - 4 kHz. The L∗ range covered extends from L∗ = 1.5 to

L∗ = 4.0 on the dawn side, and up to about L∗ = 6.0 inside the plumes on the dayside,

with a bin size of ∆L∗ = 0.5. The model’s magnetic local time resolution is 1 hour,

and it is defined for six levels of geomagnetic activity, defined by the AE index, i.e.

AE < 50 nT, 50 nT ≤ AE < 100 nT, 100 nT ≤ AE < 200 nT, 200 nT ≤ AE < 400 nT,

400 nT ≤ AE < 750 nT, and AE ≥ 750 nT. The covered latitude range extends from

3◦ above the geomagnetic equator up to λm = 60◦, distributed over 10 latitude sectors,

each in steps of 6◦. The first sector thereby ranges from 3◦ to 9◦, while the second starts

at 6◦ geomagnetic latitude. The waves close to the equator were omitted in order to

exclude magnetosonic waves, which overlap with the lower hiss frequency bands inside

the plasmapause. The parametrisation is summarised in Table 6.1.

Frequency bands 100 Hz - 200 Hz 200 Hz - 500 Hz 500 Hz - 1 kHz
1 kHz - 2 kHz 2 kHz - 3 kHz 3 kHz - 4 kHz

Activity Levels AE < 50 nT 50 nT ≤ AE < 100 nT 100 nT ≤ AE < 200 nT
200 nT ≤ AE < 400 nT 400 nT ≤ AE < 750 nT AE ≥ 750 nT

MLT levels 24 with 1 h MLT resolution

L∗ lvl (dawn side) Ranging from 1.5 - 4.0 with ∆L∗ = 0.5

L∗ lvl (dusk side) Ranging from 1.5 - 6.0 with ∆L∗ = 0.5

Latitude levels 3◦ < |λm| < 9◦, 6◦ < |λm| < 12◦, 12◦ < |λm| < 18◦, ..., 54◦ < |λm| < 60◦

Table 6.1: Frequency bands, maximum covered L∗ range at dawn and dusk, MLT
resolution, latitude levels, and geomagnetic activity levels of the plasmaspheric hiss
model.
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Figure 6.4: Frequency distribution of the power spectral density of plasmaspheric hiss
at L∗ = 3.0 (top) and L∗ = 5.5 (bottom) for various levels of MLT in the region 3◦ <
λm < 9◦. The blue line is for AE < 50 nT, the green line for 100 nT ≤ AE < 200 nT,
and the red line for 400 nT ≤ AE < 750 nT.

6.3.1 Spectral Properties

Plasmaspheric hiss is typically found in the frequency range between about 100 Hz and

4 kHz. A few typical frequency spectra at various MLT and L∗ = 3.0 (top) and L∗ = 5.5

(bottom) for AE < 50 nT, 100 nT ≤ AE < 200 nT, and 400 nT ≤ AE < 750 nT in the

region 3◦ < λm < 9◦ are shown in Figure 6.4. It can be seen that hiss is strong in

the frequency range between 100 Hz - 1 kHz and is usually peaked between 200 Hz -

500 Hz. In contrast to chorus waves, hiss is usually not distributed in a Gaussian form

and hence it is difficult to represent hiss by individual Gaussian spectra. Therefore, in

this study, the average wave intensity inside each frequency band is used directly to

model the plasmaspheric hiss.

The MLT and L∗ dependence of the frequency distribution is shown in Figure 6.5 for
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Figure 6.5: Frequency distribution of the average intensity of plasmaspheric hiss in
the 6 hiss frequency bands of the model in the region 3◦ < λm < 9◦ and medium
geomagnetic activity (200 nT ≤ AE < 400 nT).

plasmaspheric hiss near the equator. As before, hiss is usually peaked between 200 Hz

- 500 Hz and occasionally between 100 Hz - 200 Hz, where the average peak intensity is

of the order of about 1000 pT2. It is strongest on the dayside, ranging from about 6

- 22 MLT, and at 2 < L∗ < 4. The waves found inside the plumes region are usually

dominant in the region between 14 - 16 MLT, where the average wave intensity is of the

same order as in other regions. At later MLT, the peak wave intensity in the plumes is

at least one decade lower than at the other regions where hiss is strong.

The latitudinal distribution of the average wave power in the frequency band, where

hiss is usually the strongest (200 Hz - 500 Hz), is shown in Figure 6.6 for medium

geomagnetic activity of 200 nT ≤ AE < 400 nT. There is no obvious change in the

distribution or average intensity of the plasmaspheric hiss with geomagnetic latitudes

up to about 30◦, where all satellites except the THEMIS spacecraft contributed to the

data set. Above 30◦ the coverage gets sparse, and especially above 48◦ large gaps of

coverage inside L∗ = 4 are found. There are indications that the average intensity of
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Figure 6.6: Latitudinal distribution of the average intensity in the frequency band
200 Hz - 500 Hz of plasmaspheric hiss at 6 selected latitude ranges of the model covering
the region 3◦ < λm < 54◦ at medium geomagnetic activity (200 nT ≤ AE < 400 nT).

hiss at high latitudes are lower than at lower latitudes.

6.3.2 Wave Power

The wave power B2
w of the plasmaspheric hiss was obtained by integrating the peak

spectral intensity inside each wave band with respect to the frequency. The results for

the hiss wave power between 100 Hz and 4 kHz are shown for the near equatorial waves

as a function of L∗, MLT, and geomagnetic activity in Figure 6.7. It can be seen that

the wave power increases with geomagnetic activity, while the covered L∗ decreases

with activity on the dawn side, since the plasmapause is moving inwards. The hiss

in plumes however, extends to the same value of L∗ for all activities, but the wave

power inside the plumes is peaked at medium geomagnetic activity and weak for high

activities. Generally B2
w is strongest at the dayside, reaching a few pT2, and weaker on

the night side (about 22 - 6 MLT), where B2
w is typically of the order of about 100 pT2.
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Figure 6.7: Integrated wave power B2
w of plasmaspheric hiss, identified using the hiss

boundary. The integration was performed in the frequency range of 100 Hz - 4 kHz in
the region 3◦ < |λm| < 9◦.

6.3.3 Wave Normal Angle Model

The wave normal angle ψ is known to be an important wave parameter with significant

influence on the resonance condition and hence the diffusion rates. The PADIE code,

which is used to calculate the diffusion coefficients, assumes a Gaussian distribution of

the wave normal angle in X, where X = tan(ψ) (see Section 2.2.3). Based on obser-

vations, previous studies mostly assumed parallel wave propagation near the equator

with an increasing wave normal angle at higher latitudes. Ni et al. [2011] improved the

precision of these assumptions by modelling the wave normal angle using ray tracing

techniques, presenting a set of wave normal angle distributions up to 45◦ in latitudinal

steps of 5◦, which are consistent with the observations from e.g. Santoĺık et al. [2001];

Agapitov et al. [2012, 2013]. Instead of assuming values for the wave normal angle, this

study exploits the actual wave normal angle data derived from the Cluster measure-

ments as presented in Agapitov et al. [2013]. In order to use the data together with the

statistical wave model, the data has been recalculated into steps of 6◦ in latitude, and
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furthermore has been parametrised for low and high geomagnetic activity, as well as

day- and nightside. The data are used in the statistical model with the dayside defined

to be between 06-18 MLT, while the nightside is between 18-06 MLT. Low geomagnetic

activity is assumed to be for AE < 200 nT, while high geomagnetic activity is for

AE ≥ 200 nT. The data above λm = 42◦ is used for all latitude bins above λm = 42◦.

For each of these MLT, AE, and latitude ranges, the peak ψm and the width δψ are

presented in Table 6.2. In order to include most of the wave power, the cut-offs of the

wave normal angle distribution are set to Xcut = 2Xw = 2 tan(δψ), outside which the

wave power is set to zero.

AE < 200 nT 06-18 MLT 18-06 MLT
Latitude ψm δψ ψm δψ

0◦ ≤ |λm| < 6◦ 13.4725◦ 6.19047◦ 17.1324◦ 6.54510◦
6◦ ≤ |λm| < 12◦ 19.6978◦ 9.68693◦ 23.1888◦ 10.0760◦
12◦ ≤ |λm| < 18◦ 28.9783◦ 14.0075◦ 32.2230◦ 16.7275◦
18◦ ≤ |λm| < 24◦ 38.6343◦ 17.7940◦ 40.8107◦ 25.2186◦
24◦ ≤ |λm| < 30◦ 47.1840◦ 21.3452◦ 46.0278◦ 27.4462◦
30◦ ≤ |λm| < 36◦ 58.3558◦ 21.7122◦ 60.1125◦ 22.5592◦
36◦ ≤ |λm| < 42◦ 77.9516◦ 19.9582◦ 88.5431◦ 27.4168◦
|λm| ≥ 42◦ 87.4366◦ 20.1395◦ 94.2141◦ 28.1823◦

AE ≥ 200 nT 06-18 MLT 18-06 MLT
Latitude ψm δψ ψm δψ

0◦ ≤ |λm| < 6◦ 13.9093◦ 6.38871◦ 16.0609◦ 7.61205◦
6◦ ≤ |λm| < 12◦ 21.2528◦ 8.62547◦ 22.1168◦ 11.7368◦
12◦ ≤ |λm| < 18◦ 26.6015◦ 14.1706◦ 31.9405◦ 18.7053◦
18◦ ≤ |λm| < 24◦ 31.2622◦ 16.7695◦ 35.7351◦ 17.6968◦
24◦ ≤ |λm| < 30◦ 39.7995◦ 24.9828◦ 45.7663◦ 22.6379◦
30◦ ≤ |λm| < 36◦ 58.6850◦ 42.6963◦ 55.1494◦ 22.9673◦
36◦ ≤ |λm| < 42◦ 70.3578◦ 15.3201◦ 97.1397◦ 28.2361◦
|λm| ≥ 42◦ 70.0240◦ 13.4893◦ 97.1397◦ 28.2361◦

Table 6.2: Distribution of the peak ψm and the width δψ of the wave normal angle for
dayside (06-18 MLT) and nightside (18-06 MLT) during low (AE < 200 nT) and high
(AE ≥ 200 nT) geomagnetic activity.
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6.3.4 Comparison with the Glauert et al. [2014] Hiss Model

In this study the effects of the presented novel statistical model for plasmaspheric hiss

(from now on referred to as “new hiss model”) is evaluated by a comparison with the

preceding hiss model used at the British Antarctic Survey. This model (from now on

referred to as “G14 hiss model”) was first presented in Glauert et al. [2014] and it in-

cludes whistler mode waves in the frequency range between 100 Hz and 5 kHz measured

by the CRRES satellite. Whistler mode chorus and plasmaspheric hiss were separated

using the ECH criterion for ECH waves in the frequency range fce < f < 2 fce, while

magnetosonic waves were excluded by restricting hiss to magnetic latitudes outside of

±5◦.

In order to calculate the drift and bounce averaged pitch-angle and energy diffusion

rates, the wave spectral intensities were separated into bins of 0.5L∗ ranging from

L∗ = 2.0 - L∗ = 6.5 and into three levels of geomagnetic activity, namely AE∗ < 100 nT,

100 nT ≤ AE∗ < 500 , and AE∗ ≥ 500 nT, where AE∗ is the maximum value of the AE

index in the preceding 3 hours. The wave spectral intensities were then first averaged

over the magnetic latitude from 5◦ < |λm| < 30◦ and then over magnetic local time.

The calculation of the diffusion rates was performed using the PADIE code, which re-

quired a Gaussian frequency distribution of the wave power. Since the resulting spectral

profiles of the plasmaspheric hiss were not of Gaussian form, it was shown that the best

approach was to fit three individual Gaussians to separated frequency ranges. The first

of these ranges from 100 Hz to the frequency where the fit departed from the data. The

second frequency range extends to 2 kHz, while the third covers the lightning-generated

whistlers in the range between 2 kHz - 5 kHz. For the calculation of the diffusion rates

the resonances between −5 ≤ n ≤ +5 were included and the average spectral profiles

were assumed to be the same for all latitudes. The plasma density was defined as the

mean value of fpe/fce at the defined levels of L∗ and geomagnetic activity derived from

the CRRES data. The wave normal angle was defined by a variable wave normal angle

model derived from ray tracing that assumes field aligned wave propagation close to the

magnetic equator and highly oblique waves at larger latitudes. The peak wave normal

angle is 0◦ at the equator and increases to about 80◦ at λm = 40◦.
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The new hiss model therefore gives a much more detailed representation of the plasma-

spheric hiss, in particular a 24 hour MLT and 6◦ latitude resolution is now available.

Furthermore it doubles the resolution of the geomagnetic activity and includes signifi-

cantly higher resonances, that are important when modelling plasmaspheric hiss. And

lastly, no fits to the wave spectral data are required anymore.

6.4 The Ratio of fpe/fce

In order to calculate pitch-angle and energy diffusion rates using the PADIE diffusion

code, the plasma density must be provided in the form of the ratio of the plasma fre-

quency to the electron cyclotron frequency fpe/fce. It was shown (See Eq. 2.21) that

this ratio is proportional to the square root of the plasma density.

For this study of plasmaspheric hiss a novel plasma density model was derived entirely

from satellite data in order to complement the new hiss model. Initially a similar ap-

proach to derive the plasma density model as presented in Chapter 4 for chorus waves

was tested. Hence, plasma density measurements were obtained from the CRRES wave

instrument and also inferred from measurements of the electron thermal speed and the

spacecraft potential of the THEMIS satellite [Li et al., 2010]. In both cases, only the

data from inside the plasmapause were stored, in order to represent the plasma den-

sities in regions where plasmaspheric hiss is found. The data within 0◦ < |λm| < 9◦

were combined in order to increase the data coverage, while still minimising latitudinal

effects. The plasma densities were then converted into L∗ and arranged into the same

L∗ and geomagnetic activity levels as the chorus model.

However, analysis of the individual satellite data showed that the ratio of fpe/fce de-

rived from the THEMIS satellite was consistently about a factor of 2 - 3 larger than the

CRRES data, where the latter are in good agreement with published plasma density

models [e.g. Carpenter and Anderson, 1992; O’Brien and Moldwin, 2003]. Therefore,

it was decided to discard the THEMIS fpe/fce data and build a plasma density model

entirely based on CRRES measurements instead.

In order to create a good coverage for the plasma density model, the data was inter-
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polated in MLT and L∗ inside the hiss boundary as defined in Section 6.2.1. As a first

step, an interpolation weighted by the number of samples was performed for every L∗

and MLT sector between L∗ = 1.5 - 9.0, as long as the number of neighbours that

contained data was at least 6. All remaining gaps were then closed in two further

steps. First by a weighted interpolation at all L∗ and MLT using the values of fpe/fce

of the adjacent activity bins, and second, if gaps were still present, by calculating the

weighted average in MLT at fixed L∗. In order to keep the shape of the plumes intact,

these last two steps were performed only within the plasmapause location as defined

by O’Brien and Moldwin [2003].

The resulting model for the plasma density is specified to represent fpe/fce at the equa-

tor, for up to 11 levels of L∗ within L∗ = 1.5 - 6.5, 24 MLT sectors, and 6 levels of

geomagnetic activity determined by AE and is presented in Figure 6.8. For higher lat-

itudes, fpe/fce was recalculated using a dipole magnetic field model to cover the range

of the hiss model (0◦ < |λm| < 60◦).

The model shows a clear increase of fpe/fce with L∗, while it seems to be rather con-

stant with geomagnetic activity. On the dawn side the model extends out to about

L∗ = 5.0 at low activity and about L∗ = 4.0 during most active conditions. While

these values are mostly determined by the plasmapause location as defined by O’Brien

and Moldwin [2003], the model extends into plumes, which are found on the dusk side.

There, the model extends from L∗ = 1.5 up to about L∗ = 6.5 during quiet conditions,

while the plumes become less pronounced during higher activities.

On the dawn side, fpe/fce of the hiss model is generally slightly larger than fpe/fce in

the chorus model, with values between fpe/fce = 5 - 15. Similar values can be found on

the dusk side, and hence fpe/fce of the chorus model is greater than in the hiss model

in this region. This is because the chorus plasma density model is defined outside the

plasmapause, while the hiss model is defined inside. Since the plasmapause is defined

as the region where the plasma density rapidly decreases by more than one decade and

fpe/fce is proportional to the square root of the plasma density, this ratio must hence

be higher for chorus than for hiss. The ratio fpe/fce defines the resonant energies at

which electron diffusion is most effective, where larger values allow waves to resonate
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Figure 6.8: Interpolated model for the ratio of fpe over fce inside the hiss boundary for
the 6 levels of geomagnetic activity of the hiss model.

with electrons of lower energies. As a consequence, it is expected that the diffusion

rates due to plasmaspheric hiss are most effective at slightly higher electron energies

than the diffusion rates due to chorus waves.

6.5 Bounce Averaged Diffusion Rates

The effect of plasmaspheric hiss on the distribution of the electron flux in the radiation

belts can be predicted from the pitch-angle and energy diffusion rates, since they provide

a measure of the change of the electron pitch-angle and electron energy caused by the

corresponding waves. The BAS-RBM uses drift and bounce averaged diffusion rates,

that are calculated from the bounce averaged diffusion rates, by averaging them over

a whole drift orbit (i.e. all MLT). In this section, the bounce averaged diffusion rates

are presented, in order to understand the contribution of each MLT sector to the drift

averaged diffusion rates.

The pitch-angle and energy diffusion rates at all L∗ and MLT sectors at each level of
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geomagnetic activity of the plasmaspheric hiss model were calculated from individual

runs of the PADIE diffusion code. The diffusion rates were calculated for 111 electron

energy levels evenly spread over a logarithmic energy range from 100 eV to 10 MeV.

Each run covered equatorial pitch-angles between 0◦ and 90◦ in steps of 1◦ and no

threshold for the integrated wave amplitude was set. For the dominant resonances an

adaptive model was developed, allowing the inclusion of resonances from n = 0 up to

n = ±30. The details and justification of this model are discussed in the next section.

The bounce averaging within each of the 6◦ latitude bins specified for the model was

directly performed by PADIE assuming a dipole magnetic field. The bounce averaged

diffusion rates covering the complete geomagnetic latitude range from 0◦ to 60◦ at each

L∗, MLT, energy, and geomagnetic activity sector were calculated by adding the bounce

averaged diffusion rates of the 6◦ latitude sectors inside the corresponding L∗, MLT,

energy, and activity sectors.

As an example, the bounce averaged pitch-angle diffusion rates 〈Dαα〉 and the bounce

averaged energy diffusion rates 〈DEE〉/E2 during medium geomagnetic activity (200 nT

≤ AE < 400 nT) are presented in Figure 6.9 for 8 different MLT sectors. The top panels

show the diffusion rates well inside the plasmapause at L∗ = 3.0, while the bottom

panels show the diffusion rates at L∗ = 5.0, which corresponds to a region where hiss

is only found inside the plumes. In the first case, the MLT sectors were spread evenly

among all MLT, while they are focused on the plumes region in the last case.

In the case of L∗ = 3.0 the pitch-angle diffusion rates, as well as the energy diffusion

rates, are strong between about 4 - 19 MLT, where the peak of the pitch-angle diffusion

rate is up to 100 times larger than in the MLT region where hiss is weak. The pitch-

angle diffusion rates are strong between a few tens of keV and about 3 MeV, where they

cover the whole pitch-angle range. The pitch-angle diffusion rates are usually peaked

between a few hundred keV and 1 MeV. At lower energies, the hiss diffusion rates are

restricted to large pitch-angles around 80◦. Similarly to the chorus diffusion rates,

the stripy features are due to latitudinal effects, where the diffusion rates are peaked

at different equatorial pitch-angles and combining them results in stripes of slightly

increased diffusion rates.
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Figure 6.9: Bounce average pitch-angle and energy diffusion rates of plasmaspheric
hiss at L∗ = 3.0 (top) and L∗ = 5.0 (bottom) for 200 nT ≤ AE < 400 nT in the region
0◦ < |λm| < 60◦. In the top panels the values of MLT have been spread evenly among
all MLT, while the MLT values in the bottom panel where chosen to highlight the
diffusion in the plumes region.

In contrast, the pitch-angle diffusion rates due to hiss in plumes only cause significant

diffusion between 14 - 21 MLT, where the model allows for hiss wave-power. The pitch-

angle diffusion rates are strongest between 14 - 15 MLT, where the diffusion rate is

peaked around about 100 keV and covers all pitch-angles. Between 14 - 17 MLT the

pitch-angle diffusion rates are at least one decade stronger than the maximum diffusion

rate at L∗ = 3.0. Generally, the pitch-angle diffusion rates are strong at lower electron

energies, between a few tens of keV and up to less than 1 MeV.

In both cases, the pitch-angle diffusion rates suggest that plasmaspheric hiss is able to

affect particles of all pitch-angles. However, this is limited to electron energies between

a few hundred keV and about 1 MeV at L∗ = 3.0 and about a few tens of keV up

to about 1 MeV inside the plumes region. Furthermore, the scattering of electrons is

possible at all MLT for L∗ = 3.0, but restricted to the plumes region at larger L∗.
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The energy diffusion rates are generally much weaker compared to the pitch-angle

diffusion rates, in particular at L∗ = 3.0, where the maximum energy diffusion rate

is of the order of 10−7 s−1, which is at least 4 decades lower than the highest pitch-

angle diffusion rates. At L∗ = 5.0 the energy diffusion rates are much stronger than at

L∗ = 3.0, but they are still significantly lower than the pitch-angle diffusion rates in

the corresponding sectors. At both levels of L∗ the energy diffusion rates are peaked

at very low electron energies below 1 keV. The distribution of the energy diffusion rates

in MLT is similar to the distribution of the pitch-angle diffusion rates. Therefore, it

is unlikely that there will electron acceleration caused by hiss at lower L∗, while only

a small distribution of electrons with low pitch-angles and low energies can be slightly

accelerated inside the plumes.

6.5.1 Included Number of Resonances

It was shown in Section 1.6.1 that a careful definition of the resonances included in the

calculations of the diffusion coefficients is important. In principle, all resonances should

be included, however this would not be computationally feasible and hence the number

of resonances has to be limited carefully. In contrast to chorus waves, plasmaspheric

hiss usually has significant contributing higher resonances. Therefore, the principal

resonances between the Landau resonance and n = ±10, n = ±30, or even n = ±50

[e.g. Thorne et al., 2013; Li et al., 2015] are routinely included into the calculation of

the hiss diffusion rates.

In order to determine the relevant resonances for this study, calculations of the diffusion

rates were performed that include the resonances of the chorus model (−10 < n <

+10), as well as separate calculations including only the higher resonances ranging from

−30 < n < −11 and 11 < n < 30. The latter range was split into two sets, including

the resonances n = ±11,±12, ...,±20 and n = ±21,±22, ...,±30. The resulting bounce

averaged pitch-angle and energy diffusion rates of the different simulations at 15 -

16 MLT in the region 0◦ < |λm| < 60◦ and at the geomagnetic activity of 200 nT

≤ AE < 400 nT are presented in Figure 6.10. The top panels show the diffusion rates

including the resonances between −10 < n < +10 for all levels of L∗ between 2.5 and
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Figure 6.10: Bounce averaged plasmaspheric hiss pitch-angle and energy diffusion rates
at 15 - 16 MLT and 200 nT ≤ AE < 400 nT in the region 0◦ < |λm| < 60◦ for all levels
of L∗ between 2.5 and 6.0. The top panels show the pitch-angle and energy diffusion
rates for the resonances between −10 ≤ n ≤ +10. The middle panels show the diffusion
rates for the resonances −20 ≤ n ≤ −11 and +11 ≤ n ≤ +20, while the bottom panels
are for −30 ≤ n ≤ −21 and +21 ≤ n ≤ +30.

6.0, increasing from left to right. The middle panels show the diffusion rates due to

the higher order resonances with −20 < n < −11 and 11 < n < 20, while the bottom

panel shows the diffusion rates due to the highest resonances between −30 < n < −21

and 21 < n < 30.
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It can be seen that the diffusion rates caused by the higher order resonances (n > ±10)

are generally much weaker than the diffusion rates of the resonances between −10 <

n < +10. Furthermore, at larger resonance numbers, the energy range where diffusion

can be found increases with L∗. At L∗ = 3.0 diffusion can only be found at energies

greater than about 6 MeV, while at L∗ = 5.5 diffusion is found at energies as low as

a few hundred keV. At L∗ = 6.0, pitch-angle and energy diffusion due to resonances

outside of n = ±10 covers the complete energy range. However, the diffusion at the

highest resonances between −30 < n < −21 and 21 < n < 30 is already very low and

insignificant compared to the diffusion rates due to resonances with −10 < n < +10.

Therefore, the contribution above n = ±30 are assumed to be negligible, and hence

these can safely be discarded, while significantly decreasing the computational effort.

In order to only calculate the relevant resonances, a L∗ and energy dependent model

for the included resonance numbers was developed. This model specifies the minimum

value of the energy, above which the principal resonances between −30 < n < +30

are included. At energies below the minimum energy, the calculations are performed

including the resonances between −10 < n < +10. The resulting minimum energies

are presented in Table 6.3.

L∗ Minimum energy L∗ Minimum energy
1.5 - 4.0 300 keV
2.0 - 4.5 200 keV
2.5 3000 keV 5.0 60 keV
3.0 1000 keV 5.5 20 keV
3.5 600 keV ≥ 6.0 0.1 keV

Table 6.3: Minimum energy at each level of L∗ above which diffusion rates were calcu-
lated with n = −30, ...,+30 instead of n = −10, ...,+10.

6.6 Drift and Bounce Averaged Diffusion Rates

Since the BAS-RBM, as well as most other radiation belt models, does not include a MLT

resolution, the bounce averaged diffusion rates need to be averaged over a full drift orbit.

Here, the drift and bounce averaged pitch-angle diffusion rates 〈Dαα〉d and the drift

and bounce averaged energy diffusion rates 〈DEE〉d/E2 at a given L∗, geomagnetic
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latitude, and AE were computed by adding the bounce averaged diffusion rates of all

MLT sectors at the same location and dividing them by the number of all MLT sectors,

i.e. 24. Inside of about L∗ < 4.0 the coverage of plasmaspheric hiss is mostly complete

for latitudes less than 48◦ and hence the drift averaging is able to capture the effects

of hiss waves well in an average sense. However, outside of L∗ = 4.0 the hiss is mainly

present inside the plumes between 14 - 22 MLT. Since the drift averaging is always

performed by dividing by the total number of MLT sectors instead of only the sectors

that contain data, this approach therefore is likely to underestimate the diffusion rates

inside the plumes. In the 3d model, the overall diffusion rates of the plumes region are

applied in an average sense at values of L∗ that correspond to the plumes, since there

is no MLT resolution in the model available.

The drift and bounce averaged diffusion rates are presented only for energies between

100 keV and 10 MeV, since the drift average approach is only valid for electron energies

greater than about 100 keV (see Section 2.2.3) and the minimum energy used for the

simulations of the radiation belts is therefore usually set to values greater than about

150 keV.

6.6.1 Latitudinal Distribution

To assess the influence of each contributing latitudinal sector to the drift and bounce

averaged diffusion rates, the latitudinal distribution of the drift and bounce averaged

pitch-angle and energy diffusion rates of plasmaspheric hiss are presented in Figure 6.11

for moderate geomagnetic activity of 200 nT ≤ AE < 400 nT. The latitudinal distri-

bution is presented inside the plasmapause at L∗ = 3.0 (top panels) and in the region

associated with hiss in plumes at L∗ = 5.0 (bottom panels). The first column shows the

diffusion rates over the complete latitude range covered by the model (0◦ < |λm| < 60◦),

while the other columns show the contributing 6◦ latitude sectors, increasing from left

to right. The rightmost latitude sector ranges from 42◦ < |λm| < 48◦ and since there is

no significant diffusion at these high latitudes, no higher latitudes are presented. In this

section, only the latitudinal distribution of the diffusion rates is discussed, a detailed

analysis of the features of the diffusion rates are presented in the next section.



216 Chapter 6: Plasmaspheric Hiss

Figure 6.11: Latitudinal distribution of the drift and bounce averaged pitch-angle and
energy diffusion rates of plasmaspheric hiss at L∗ = 3.0 (top) and L∗ = 5.0 (bottom)
for 200 nT ≤ AE < 400 nT. The first column shows the diffusion rates in the range
of 0◦ < |λm| < 60◦, while the other columns show the diffusion rates at individual 6◦
latitude bins, with increasing latitude from left to right.

The results show that the contribution of the plasmaspheric hiss near the equator is the

strongest, but in contrast to chorus waves, the equatorial diffusion rates do not dom-

inate the overall diffusion rates, since the pitch-angle diffusion rates at geomagnetic

latitudes up to 18◦ are only between 2 and 5 times lower. Nevertheless, the diffusion

rates do not cover the whole pitch-angle range. With increasing latitude, the maxi-

mum pitch-angle, at which significant pitch-angle and energy diffusion can be found,

decreases. For instance, at the latitude range 12◦ < |λm| < 18◦ the diffusion rates cover

equatorial pitch-angles from αeq = 0◦ to about αeq = 65◦. At latitudes greater than

about 18◦ the diffusion rates slowly decrease with increasing latitude, in comparison

with the diffusion rates near the equator. Above 30◦ only small contributions can be

found and above 42◦ the diffusion rates become insignificant. More importantly, it can

be seen that the contribution to the diffusion rates at small pitch-angles and energies

greater than a few MeV are only due to the plasmaspheric hiss at higher latitudes. For
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instance, there is no pitch-angle diffusion in the equatorial region above about 1 MeV

at pitch-angles less than about 30◦, while the hiss at higher latitudes causes diffusion in

this region. All these features are generally similar at L∗ = 3.0 and L∗ = 5.0, showing

that the hiss in plumes contributes in the same latitude range as the hiss at lower L∗.

6.6.2 Comparison of the G14 and the New Hiss Model

Most models to calculate the electron fluxes in the Earth’s radiation belts, including

the BAS-RBM, don’t include a MLT resolution, and there are very few models that are

able to do so. Instead, most models use diffusion rates that are drift averaged over all

MLT, since drift averaged simulations are able to predict the overall shape of the pitch

angle distribution accurately.

Here, the drift and bounce averaged pitch-angle diffusion rates 〈Dαα〉d and the drift and

bounce averaged energy diffusion rates 〈DEE〉d/E2 at a given L∗, geomagnetic latitude,

and AE were computed by adding the bounce averaged diffusion rates of all MLT sectors

at the same location and dividing them by the number of MLT sectors, i.e. 24. Since

the drift averaging is always performed by dividing by the total number of MLT sectors

instead of only the sectors that contain data, the averaged diffusion rates at higher

L∗, where the hiss can only be found in plumes, are lower than the bounce averaged

diffusion rates in the plumes region. This might lead to underestimated electron fluxes

at large L∗ and can only be circumvented using a 4d radiation belt model. Since the

drift average approach is only valid for electron energies greater than about 100 keV

(see Section 2.2.3), the drift and bounce averaged diffusion rates are presented only for

energies between 100 keV and 10 MeV.

As an example, the drift and bounce averaged pitch-angle and energy diffusion rates

at L∗ = 3.5, L∗ = 4.0, and L∗ = 5.5 are presented in Figures 6.12 - 6.14. The latter

therefore represents hiss in plumes at larger geomagnetic activity. The pitch-angle

diffusion rates are shown for the new (first row) and the G14 hiss model (second row),

while the energy diffusion rates are shown for the new (third row) and the G14 hiss

model (fourth row). The new diffusion rates are shown for the 6 levels of geomagnetic

activity of the model, measured by the AE index, while the G14 model is presented for
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Figure 6.12: Drift and bounce averaged pitch-angle (top) and energy diffusion rates
(bottom) of the new hiss model (first and third row) and the G14 hiss model (second
and fourth row) at L∗ = 3.5 and 0◦ < |λm| < 60◦ for the activity levels of each model.

3 levels of AE∗.

For L∗ = 3.5 there is a clear increase of the diffusion rates with geomagnetic activity

for both models. Generally, the pitch-angle diffusion rates are peaked at energies of a

few hundred keV and strong from about 100 keV to about 1 MeV. However, there is a
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Figure 6.13: Drift and bounce averaged pitch-angle (top) and energy diffusion rates
(bottom) of the new hiss model (first and third row) and the G14 hiss model (second
and fourth row) at L∗ = 4.0 and 0◦ < |λm| < 60◦ for the activity levels of each model.

gap of low diffusion rates at large pitch-angles greater than about 65◦ at 100 keV and

increasing towards about 80◦ for higher energies. The diffusion rates might still be

large enough to scatter particles into the loss cone, but it indicates that the strongest

losses should be expected for pitch-angles of about 60◦ (and less).
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Figure 6.14: Drift and bounce averaged pitch-angle (top) and energy diffusion rates
(bottom) of the new hiss model (first and third row) and the G14 hiss model (second
and fourth row) at L∗ = 5.5 and 0◦ < |λm| < 60◦ for the activity levels of each model.

During very quiet conditions, the pitch-angle diffusion rates of the G14 and the new

hiss model are of the same order of magnitude, while for medium and high geomagnetic

activity, the pitch-angle diffusion rates of the new model are at least one order of

magnitude larger than the ones of the G14 hiss model. In contrast, the energy diffusion
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rates of the G14 hiss model are generally about one decade larger than the ones of

the new model, although the energy diffusion is very low compared to the pitch-angle

diffusion and hence it is unlikely that either model would cause significant electron

acceleration.

However, since the G14 hiss model was calculated for AE∗ rather than AE, conclusions

for the comparison of the effect of the new hiss model and the G14 hiss model on

the global electron fluxes can not be drawn directly. Using the fact that AE∗ is the

maximum value of AE in the previous 3 hours, the comparison can still give indications

to the effect on the fluxes, though. It is expected that due to the use of AE∗, short

periods of high AE result in overestimating the effects of the G14 hiss model at high

geomagnetic activity. During prolonged periods of high AE however, it should be

possible to compare the two hiss models directly, since AE and AE∗ are equivalent for

an extended period.

At L∗ = 4.0 the peak of the pitch-angle diffusion rates of the G14 and the new hiss

model is shifted towards lower energies, and they are about the same as at L∗ = 3.5,

while the diffusion rates of the G14 and the new hiss model are now of the same

order. However, inside the plumes at L∗ = 5.5 the pitch-angle diffusion rates of the

G14 hiss model become much stronger than the ones of the new model at medium

and high geomagnetic activities and the peak of the diffusion rates is reduced to even

lower electron energies. This effect is the same for the energy diffusion rates, which are

stronger for both models, but still too small, to cause acceleration, except at energies

of about 100 keV for the G14 hiss model.

Overall, the diffusion rates of the G14 hiss model tend increase with L∗, while they are

constant for the new model until the regions where hiss is only present in the plumes

region. These differences of the diffusion rates are due to the difference of the way the

two models were computed. The G14 hiss model is a statistical model that varies with

L∗, it has no MLT resolution, while the new model is much more sophisticated. At

very high geomagnetic activity, the plasmapause is likely to move further in to about

L∗ < 4.5 at most MLT, but there might be plumes in the afternoon sector. The hiss in

plumes is captured by the new hiss model, and the drift averaging of the diffusion rates



222 Chapter 6: Plasmaspheric Hiss

includes hiss only at the MLT sectors, if it is present, reducing the overall diffusion rates

in the regions of larger L∗. The G14 hiss model however, assumes hiss to be present

at all magnetic local times and hence overestimates the diffusion rates significantly at

larger L∗. This effect is most likely to be even more pronounced in the electron fluxes,

because of the differences between AE and AE∗ discussed above.

6.7 Global Simulation of the Electron Flux

In order to assess the influences of the changes made in the new plasmaspheric hiss

model on the electron fluxes in the Van Allen radiation belts, the BAS-RBM was run for

the same 100 day period in 1990 that was studied in chapter 4 for chorus waves, driven

by the AE index. As this period is well understood and comprehensively studied by

other authors, it is appropriate to evaluate the differences between the G14 and the new

plasmaspheric hiss model. The model was run on a 60×60×60 pitch-angle, energy, and

L∗ grid with a timestep of 300 seconds. The energy was ranging from Emin = 153.0 keV

to Emax = 20.0 MeV at L∗max and L∗ ranges between 2.05 and 5.55. In addition to the

new plasmaspheric hiss model or the G14 hiss model, the EMIC waves, as presented

in Chapter 5, as well as lower and upper band chorus waves, in particular the lower

frequency chorus model presented in Chapter 4, were included in the 3d model runs.

Furthermore, the radial diffusion coefficients by Brautigam and Albert [2000], driven

by the Kp index, were included. Here, the chorus and EMIC waves, as well as the

plasmaspheric hiss represented by the new hiss model were driven by the AE index,

while the plasmaspheric hiss defined by the G14 model, was driven by the AE∗ index.

As explained earlier, it is difficult to predict the effects of the drift and bounce averaged

diffusion rates of the different hiss models on the electron flux at lower L∗, since two

different geomagnetic indices were used. However, at larger L∗ of about 4.5 the diffusion

rates of the G14 hiss model are significantly stronger than the ones of the new hiss model

during the most active conditions. Therefore, it is expected that during prolonged times

of high geomagnetic activity, the electron fluxes driven by the new model, decay less

quickly, and hence the overall fluxes of the new hiss model should be higher, due to



6.7. Global Simulation of the Electron Flux 223

less pitch-angle scattering of the new hiss model.

The results of the simulations are shown as contour plots in Figure 6.15 for the flux of

electrons with an equatorial pitch-angle of 90◦ and an energy of E = 418 keV. Panel (a)

shows the CRRES data, panel (b) shows the simulations that include radial diffusion,

lower and upper band chorus, EMIC waves, and plasmaspheric hiss defined by the

G14 hiss model, and panel (c) shows the simulations that include the same waves as

panel (b), but with plasmaspheric hiss defined by the new hiss model. The geomagnetic

indices driving the simulations are shown in panel (d), while the white line indicates the

location of the plasmapause as defined by Carpenter and Anderson [1992]. The data

below L∗ = 3.0 is not plotted, since it is below the minimum energy of the simulation

at this energy level. It can be seen that simulations of the new hiss model and G14

hiss model are similar. At L∗ < 3.75 the flux of the new model is slightly lower than

the fluxes of the G14 hiss model at nearly all times. On the other hand, the fluxes

at larger L∗ tend to be slightly larger for the new model. Overall, the fluxes of both

models tend to underestimate the fluxes as measured by the CRRES satellite, but they

are able to reproduce the general shape of the electron belt at most times, while the

fine structure and sharp dropouts are not reproduced well by the model. Overall, the

results show that the differences between the G14 and the new hiss model are subtle,

indicating that the G14 hiss model already captured most effects of plasmaspheric hiss

well.

In order to quantify the differences more accurately, the electron flux is presented for

the same period and parameters as a set of line plots at constant values of L∗ in Figure

6.16. The CRRES data are shown as the dotted lines, while the simulations based on

the G14 hiss model are the blue lines and the ones based on the new hiss model are

the red lines. The results are presented at L∗ = 3.65, L∗ = 4.25, and L∗ = 5.05, in

order to represent the effects of hiss well inside the plasmapause, at medium L∗, and

in a region where hiss in plumes is already present.

The results show that at L∗ = 3.65 the fluxes calculated with the new hiss model decay

much faster than the fluxes calculated with the G14 hiss model, during periods of low

geomagnetic activity, while the decay rates are similar during enhanced geomagnetic
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activity. The resulting flux of the new hiss model can be up to 5 times smaller than

the fluxes calculated utilising the G14 hiss model. The differences of the flux caused by

the different hiss decay rates are evened out during the phases of a strong increase of

the electron flux, where both models reach the same flux levels. However, both models

underestimate the measured flux by about a factor of 5 to 10 during all times. This

difference is mainly due to a difference during the adjustment period of the simulation,

where the data and simulation quickly depart from each other, resulting in a permanent

shift between data and simulation. If this shift was adjusted for, the decay rates of the

new hiss model would represent the data better than the ones of the G14 hiss model

at L∗ = 3.65.

At larger L∗ this behaviour is inverted. For example, at L∗ = 4.25 the fluxes of the

new hiss model tend to be always larger than the ones of the G14 hiss model, with

differences up to about a factor of 2-3. The decay rates of the new hiss model tend to

be slightly smaller than the decay rates of the G14 hiss model, resulting in higher fluxes

of the new hiss model. The comparison with the CRRES data shows mixed results.

While the G14 model tends to underestimate the measured fluxes by up to a factor

of 3 during most times, there are times when the simulation agrees with the data, in

particular around flux dropout events around days 284, 305, and 330. The simulations

utilising the new hiss model however, tend to achieve better agreement during and after

times of enhanced fluxes (around days 260, 286, and 310), but tend to overestimate the

flux at other times. As a result, there are indications that a combination of the two

hiss models, with the diffusion rates from the new model during quiet times and G14

during active times, might be able to reproduce the measured fluxes better.

At L∗ = 5.05 this effect is the same, while the differences between data and both

simulations are much smaller, which is most likely due to imposed fluxes from the

L∗max boundary. Similarly to L∗ = 4.25 there are times where the G14 hiss model agrees

better with the data, and times where the new hiss model achieves better agreement.

The decay times of both models tend to be of the same order, with only minor differences

less than a factor of 2.

The results for electrons with an energy of 976 keV are shown in the same format in
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Figures 6.17 and 6.18. The contour plots show that the flux calculated utilising the

G14 model tends to underestimate the measured electron flux during most times, while

the flux calculated with the new hiss model achieves better agreement with the data.

Similarly to the lower energy level presented, the model is able to reproduce the general

structure of the measured electron flux, but is lacking the fine structure, in particular

the flux dropout events around days 284, 304, and 322. The lineplots at constant

L∗ confirm these observations, showing that the G14 hiss model underestimates the

measured flux at all L∗ up to a factor of 10 at L∗ = 3.65, a factor of about 5 at

L∗ = 4.25 and L∗ = 5.05. At all L∗ the fluxes calculated with the G14 and the new

hiss model diverge during the adjustment period of the model. While the decay rates

of the two models tend to be similar at L∗ = 4.25 and L∗ = 5.05, they are larger for

the new hiss model at L∗ = 3.65, resulting in more loss caused by the new hiss model

at this L∗. As a result, the measured flux tends to be overestimated by the new hiss

model during most times, while it is always underestimated by the G14 hiss model.

Both models are unable to fully reproduce the flux dropout events at the larger L∗.

Overall these results are similar to the ones at 418 keV.
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Figure 6.15: Flux of electrons with an equatorial pitch-angle of 90◦ and energy of E =
418 keV as measured by the CRRES satellite (a), and calculated by the BAS-RBM using
radial diffusion, lower and upper band chorus waves, EMIC waves, and additionally the
G14 hiss model (b) or new hiss model (c). The model was driven by the AE and Kp
indices shown in panel (d). The flux is presented as a function of the simulation period
time and L∗.
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Figure 6.16: Flux of electrons with an equatorial pitch-angle of 90◦ and energy of
E = 418 keV at the constant values of (a) L∗ = 3.65, (b) L∗ = 4.25, (c) L∗ = 5.05.
The blue line shows the fluxes calculated by the BAS-RBM using radial diffusion, lower
and upper band chorus waves, EMIC waves, and the G14 hiss model, the red line the
results of the same calculation but with the new hiss model instead. The dotted line
shows the electron flux as measured by the CRRES satellite, and the driving AE and
Kp indices are shown in panel (d).
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Figure 6.17: Flux of electrons with an equatorial pitch-angle of 90◦ and energy of E =
976 keV (a) as measured by the CRRES satellite, and calculated by the BAS-RBM using
radial diffusion, lower and upper band chorus waves, EMIC waves, and additionally the
(b) the G14 hiss model or (c) new hiss model. The model was driven by the AE and
Kp indices shown in panel (d). The flux is presented as a function of the simulation
period time and L∗.
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Figure 6.18: Flux of electrons with an equatorial pitch-angle of 90◦ and energy of
E = 976 keV at the constant values of (a) L∗ = 3.65, (b) L∗ = 4.25, (c) L∗ = 5.05.
The blue line shows the fluxes calculated by the BAS-RBM using radial diffusion, lower
and upper band chorus waves, EMIC waves, and the G14 hiss model, the red line the
results of the same calculation but with the new hiss model instead. The dotted line
shows the electron flux as measured by the CRRES satellite, and the driving AE and
Kp indices are shown in panel (d).
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6.8 Discussion

The presented wave model for the plasmaspheric hiss is based on a statistical analy-

sis of the average spectral intensity of the wave magnetic field component from seven

different satellites covering a wide range of latitudes. Since the CRRES satellite only

provided reliable measurements of the wave electric field components, a conversion of

the electric field to the magnetic field was performed assuming field aligned wave prop-

agation. However, plasmaspheric hiss is known to become highly oblique for increasing

geomagnetic latitudes. Therefore, the E-to-B conversion of the CRRES data might

produce wave intensities that are greater than the physically present waves at larger

latitudes. This effect should be most significant near the highest latitudes covered by

the CRRES satellite (λm = 30◦). Since there is still good coverage of most satellites at

these latitudes, it is believed that possible errors of the CRRES data are averaged out

by the data of the other satellites. Nevertheless, a revised version of the plasmaspheric

hiss wave database should be created at a later time, where the E-to-B conversion is

based on a more realistic wave normal angle distribution. However, this would require

a lot of additional work, since the complete raw satellite data needs to be recalculated.

Lower band chorus waves and plasmaspheric hiss can be found in the same frequency

ranges and are separated by being outside or inside the plasmapause, respectively. A

method to separate chorus from hiss was presented, where two individual Gaussian

profiles were fitted to the distribution in L∗ of the wave intensity. The intersection of

these Gaussians was used to define the boundary separating hiss from chorus between

22 - 14 MLT, while a plasmapause model was used between 14 - 22 MLT, in order to in-

clude hiss in plumes. While this method captures the hiss reasonably well and excludes

chorus from the model, there is no physical reason to assume a Gaussian distribution of

the peak wave power with respect to L∗. However, this method was not trying to model

the distribution of the wave power, but rather trying to identify the regions where hiss

and chorus are strong and then separate the two types of waves. Consequently, the

presented method does not describe or replace a definition of the plasmapause, instead

it is only used to define a boundary region between chorus and hiss.

Plasmaspheric hiss is usually found inside the plasmapause, which can extend into
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plumes on the afternoon side. The technique to separate chorus from hiss was chosen

in such a way that hiss in plumes is included into the wave model. Since the BAS-RBM

does not include MLT resolution, the diffusion rates had to be averaged over a drift

orbit. Since the averaging includes all MLT sectors, even the ones without data, the

drift averaged diffusion rates at values of L∗ that correspond to a plumes region are sig-

nificantly lower than the bounce averaged diffusion rates at the individual contributing

MLT sectors. The effects of hiss in plumes is therefore only applied in an average sense

and hence affects the electron fluxes at all MLT, instead of only inside the plumes. In

order to be able to simulate the hiss in plumes correctly, a 4d model that includes full

MLT resolution is needed, which unfortunately is outside the scope of the capabilities

of the available models at this time.

6.9 Conclusions

In this chapter a new global, statistical model for plasmaspheric hiss inside the plasma-

pause and the plumes was developed based on the data from seven different satellites.

The resulting model covers the range between L∗ = 1.5− 4.0 between 22 - 14 MLT and

L∗ = 1.5− 7.0 between 14 - 22 MLT with a one hour MLT resolution for geomagnetic

latitudes between 0◦ < λm < 60◦ for 6 levels of geomagnetic activity defined by the

AE index. The model was used to calculate drift and bounce averaged pitch-angle

and energy diffusion coefficients, which were compared with a previously published hiss

model. The models were used to calculate the electron fluxes during a 100 day period

in 1990 that was covered by the CRRES satellite. The results show that plasmaspheric

hiss is a significant loss process that can cause electron loss due to pitch-angle scattering

over all pitch-angles for electron energies between about 100 keV and about 1 MeV. At

the same time, hiss will only cause insignificant electron acceleration. The comparison

between the G14 and the new hiss model shows that the largest differences can be

found at L∗ < 4.0, where the new hiss model is causing significantly more electron loss.

At larger values of L∗, the losses of the new hiss model are less than those of the G14

hiss model, resulting in fluxes that are about a factor of 3 higher. The comparison
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with the CRRES data showed that the decay rates of the new hiss model might result

in better agreement between model and data than the G14 hiss model at L∗ = 3.65,

if the shift between data and simulation was accounted for. This could be achieved

by increased electron acceleration due to chorus waves, for example. At larger values

of L∗, the new hiss model showed better agreement with the data during times of low

geomagnetic activity, while the G14 hiss model produced better agreement during more

active times. Conversely, the loss rates of the new hiss model were too large during

times of high geomagnetic activity, while they were too low for the G14 hiss model

during quiet times. This indicates that a mix of the two diffusion models might be able

to reproduce the measured fluxes better.

In order to separate chorus and plasmaspheric hiss, which can be found in the same

frequency ranges, a novel technique was developed. From the seven satellites whose

data are included into the hiss wave database, only the CRRES satellite provides (re-

liable) measurements that allow to determine the plasmapause location, in particular

the measurements of ECH waves, which are only found outside the plasmapause. It was

shown that applying the ECH criterion to the data from all of the satellites includes

chorus wave power at large L∗. Therefore, a different method to separate chorus from

hiss was presented, where two individual Gaussian profiles were fitted to the distribu-

tion in L∗ of the wave intensity and the intersection of the two was used to define the

boundary between hiss and chorus waves between 22 - 14 MLT. In order to include hiss

in plumes, a plasmapause model was used between 14 - 22 MLT. The method is able

to separate chorus and hiss well, while allowing the modelling of hiss in plumes.

Furthermore, a global, statistical plasma density model was derived entirely from CR-

RES measurements that has the same resolution as the hiss wave model, but is only

based on measurements between 3◦ < λm < 15◦.

The calculation of the diffusion rates requires knowledge of the wave normal angle dis-

tribution of the waves. Previous studies have used different assumptions for the wave

normal angle, while this study uses a parametrised model derived from the THEMIS

data. The resulting wave normal angle model distinguishes between day and nightside

and provides the wave normal angle profiles for two different geomagnetic activity levels
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and all latitudes in steps of 6◦.

Although the comparison with the CRRES data showed mixed results, the significant

increase of the volume of data used for the presented new hiss model considerably im-

proves the confidence in the statistical model and hence provides a valuable extension

of the current radiation belt model.
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CHAPTER 7

Model Evaluation

7.1 Introduction

In the previous chapters novel and improved models for lower and upper band cho-

rus, EMIC waves, and plasmaspheric hiss were presented. Their effects were discussed

based on simulations of the electron flux during a selected period of the CRRES satel-

lite. However, the CRRES satellite only reliably measured the electron flux up to

energies of around 1 MeV and failed after about 15 months of operation. In August

2012 the NASA Van Allen Probes mission was launched, whose main objective was to

considerably extend the knowledge of the radiation belts. Of particular interest for this

study were the key objectives to “understand and quantify the conditions that control

the production and propagation of waves (e.g. EMIC, whistler-mode chorus and hiss)”

and to “determine the types and characteristics of plasma waves causing particle en-

ergisation and loss: including wave growth rates; energisation and loss mechanisms;

diffusion coefficients and loss rates” [Mauk et al., 2012]. In order to achieve these goals,

the Van Allen Probes cover a wide range of L∗ and more importantly, they measure

the fluxes of ultrarelativistic electrons with energies up to 20 MeV. These high energy

electron fluxes are known to have a significant impact on spacecraft, as they can cause

internal charging that can damage the electronics of satellites. For instance, Iucci et al.

[2005] found a significant correlation between satellite anomalies and the ultrarela-

tivistic electron flux at geosynchronous orbit. Therefore, the Van Allen Probes data

currently represent the best dataset available to evaluate the BAS-RBM against, and to

identify remaining problems.

In order to be able to compare the results of the simulations with the Van Allen Probes

data, the BAS-RBM will be driven by boundary and initial conditions derived directly

from the VAP data. An overview of the Van Allen Probes mission is presented in the

first section, followed by a description of the method to generate the boundary and

initial conditions. The results of the BAS-RBM utilising the models for lower and upper
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band chorus, EMIC waves, and plasmaspheric hiss presented in the previous chapters

are then evaluated by a comparison with the electron fluxes measured by the Van Allen

Probes. This chapter concludes with a detailed analysis and discussion of the results

as well as encountered problems.

7.2 The BAS Van Allen Probes Database

The NASA Radiation Belt Storm Probes (RBSP) mission was launched at the end of

August 2012 and on the 9th of November 2012 it was officially renamed to the Van Allen

Probes (VAP) mission. The mission is comprised of two identical spacecraft, RBSP-A

and RBSP-B. The two satellites were launched into highly elliptical orbits (1.1RE ×

5.8RE) with a low inclination of about 10◦ [Mauk et al., 2012]. The orbital period is

about nine hours and the orbits of the two satellites are slightly different, allowing one

spacecraft to lap the other about every 2.5 months. After small adjustments to the

orbits, the Van Allen Probes now cover the range of about L∗ = 1.1 - 6.5 at geomagnetic

latitudes between about 0◦ < λm < 20◦. There are a variety of instruments on board of

the spacecraft specifically designed to measure the physical processes inside the Earth’s

radiation belts. In this study, the data from the Magnetic Electron Ion Spectrometer

(MagEIS) and the Relativistic Electron Proton Telescope (REPT) instruments of the

Energetic Particle, Composition, and Thermal Plasma Suite (ECT) are used to evaluate

the BAS-RBM and to derive the boundary and initial conditions for a selected period

of the Van Allen Probes mission. Among other data, MagEIS and REPT provide

measurements of the electron flux in various pitch-angle channels that are different for

each instrument ranging between 0◦ and 90◦. The electron energies covered by MagEIS

range between about 30 keV and 4 MeV, while REPT covers electrons between about 2

- 20 MeV.

The datasets provided by NASA were revised significantly over the last few years.

Not only was erroneous data removed, but also the available pitch-angle and energy

channels, as well as the corresponding data coverage were changed. The Polar Data

Centre at the British Antarctic Survey created the BAS RBSP database, which is a local
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copy of the publicly available VAP datasets (Level 3, Version 7.2) extended with useful

additional data. For instance, the satellites position in L∗ was calculated using both

the Olson-Pfitzer Quiet Time [Olson et al., 1977] and the Tsyganenko ’89 [Tsyganenko,

1989] magnetic field model. Furthermore, the magnetic field at the mirror point, as well

as the equatorial field strength were calculated using both field models. The resulting

datasets were stored for each instrument and satellite individually. For the MagEIS

instrument they provide the electron flux in 17 energy channels for 6 values of the

average local electron pitch-angle, while for the REPT instrument the flux is provided

in 12 energy channels for 9 values of the average local electron pitch-angle. A summary

of the pitch-angle and energy channels of MagEIS and REPT as defined in the database

is given in Table 7.1. The electron fluxes are provided on a 11 second time resolution,

but due to the instrumentation data are not provided for all pitch-angles and all energy

channels at every timestep. The interval between each individual measurement is not

uniform with data missing for minutes in individual channels, and there are even longer

gaps covering the whole dataset.

MagEIS
Local pitch-angle 8.18182 24.5455 40.9091
channels [deg] 57.2727 73.6364 90.0000

Electron energy 31.5 53.8 79.8 108.3 143.5 183.4
channels [keV] 226.1 231.8 342.1 464.4 593.0 741.6

901.8 999.0 1077.7 1547 1701

REPT
Local pitch-angle 5.29412 15.8824 26.4706
channels [deg] 37.0588 47.6471 58.2353

68.8235 79.4118 90.0000

Electron energy 1.8 2.1 2.6 3.4 4.2 5.2
channels [MeV] 6.3 7.7 9.9 12.3 15.2 20.0

Table 7.1: Summary of the energy channels and pitch-angle channels covered by the
MagEIS and REPT instrument of the Van Allen Probes satellites.
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7.3 Boundary and Initial Conditions

The BAS-RBM solves the Fokker-Planck equation using two computational grids, the

(α-E) and the (µ-J) grid, where µ and J are the first and second adiabatic invariants,

α is the electron pitch-angle, and E the electron energy, which depends on L∗ (see

Section 2.3). In order to determine the temporal evolution of the electron flux using

the Fokker-Planck equation, the boundaries of the computational grids need to be

defined. As detailed in Section 2.3.2, there are six boundaries, the minimum pitch-

angle (α = 0◦) and maximum pitch-angle (α = 90◦) boundary, the minimum L∗ (L∗min)

and maximum L∗ (L∗max) boundary, and the minimum and maximum energy boundary.

For both pitch-angle boundaries, the gradient of the phase space density with respect

to the pitch-angle is defined to be zero, i.e.:

∂f

∂α

∣∣∣∣
α=0◦

= 0 , ∂f

∂α

∣∣∣∣
α=90◦

= 0 . (7.1)

Furthermore, the phase space density at the maximum energy is zero, i.e.:

f |E=Emax = 0 . (7.2)

The phase space density on the L∗min, L∗max, and Emin boundaries is provided to the

BAS-RBM by the user. In this chapter, these boundary conditions are directly derived

from the Van Allen Probes data during the simulation period.

Likewise, the initial state of the phase space density needs to be specified at the be-

ginning of the simulation period. In this study, the initial condition is derived directly

from the Van Allen probes data around the beginning of the simulation period.

7.3.1 Minimum and Maximum L∗ Boundary Conditions

The minimum and maximum L∗ boundary conditions specify a time series of the phase

space density of electrons with an equatorial pitch-angle of 90◦ at user defined values

of L∗min and L∗max during the simulation period. Thereby the phase space density is

provided for a constant set of energy levels between the parameters Emin and Emax, for

both the L∗min and L∗max boundary condition. In order to specify these boundaries based
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on the Van Allen Probes data, the phase space density of 90◦ electrons (converted from

the measured electron fluxes) at all energy levels of the MagEIS and REPT instruments

is provided each time either RBSP-A or RBSP-B passes through L∗min or L∗max and

intermediate timesteps are interpolated by the BAS-RBM. Since MagEIS and REPT do

not provide measurements for all energy channels at every single timestep of the 11 s

time resolution, the data of RBSP-A and RBSP-B is time averaged over a period of

60 seconds in order to be able to derive the boundary conditions for all energy levels

at the same time. The averaging is performed for each energy channel, instrument,

and satellite individually, taking only existing data into account, while missing data

are ignored. Consequently, the satellites position provided in L∗ is also averaged,

but due to the elliptical orbit of the satellites, L∗ does not vary uniformly during an

orbit. However, an analysis has shown that the maximum change of L∗ within the 60 s

averaging period is of the order of about ∆L∗ = 0.06 and hence negligible.

The electron fluxes measured by the Van Allen probes are provided in fixed local pitch-

angle channels rather than the required equatorial pitch-angles. Therefore, the flux

of electrons with a local pitch-angle αloc = 90◦ needs to be converted to the flux

corresponding to electrons with an equatorial pitch-angle αeq = 90◦. When an electron

moves along a field line, the local magnetic field Bloc(λm) changes with the geomagnetic

latitude λm. According to Eq. 1.153 the equatorial pitch-angle corresponding to the

local pitch-angle at a given latitude can be calculated as

αeq = arcsin
(√

Beq
B(λm) · sin(αloc)

)
. (7.3)

In this study, the magnetic field at the equator Beq and the magnetic field at the elec-

trons position B(λm) calculated with the Olson Pfitzer Quiet field model are extracted

from the BAS RBSP database. In order to calculate the flux of electrons with an

equatorial pitch-angle of αeq = 90◦ from the flux of electrons with an equatorial pitch-

angle αeq, knowledge of the pitch-angle distribution of the equatorial electron flux is

required. Pitch-angle distributions are highly variable and there is no consensus or reli-

able model available. Recent studies found a sinn(α) pitch-angle distribution, where n
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ranges between > 0 and about 9 [e.g. Shi et al., 2016; Horne et al., 2003a]. Since both

MagEIS and REPT measure the electron flux at various constant pitch-angle channels,

attempts were made to derive a pitch-angle distribution from this data. Unfortunately,

it was found that the pitch-angle distributions of the electron fluxes measured by the

Van Allen Probes were unsuitable to calculate valid αeq = 90◦ fluxes for the model.

Discussions with the MagEIS PI made clear that the current α values of the pitch-angle

channels, except for the 90◦ channel, are debated and effectively should not be used at

the time, and that they will be updated soon. Therefore, and since the current version

of the BAS-RBM assumes a pitch-angle distribution proportional to sin(α) for the initial

condition, it was decided to use a sin(α) pitch-angle distribution of the electron flux

for the boundary conditions as well.

The αeq = 90◦ electron fluxes derived from the MagEIS and REPT instruments in

this way were then combined into one dataset, spanning the combined energy range

covered by MagEIS and REPT. During this step, the MagEIS energy channels from

31.5 keV to 1701 keV, and the REPT energy channels from 1.8 MeV to 15.2 MeV were

used, while the overlapping higher energy channels of the MagEIS instrument and the

20.0 MeV REPT channel were discarded, since they proved to only provide data on rare

occasions. At every timestep of the 60 s time resolution of the time averaged dataset,

missing data of the energy channels were interpolated using a linear interpolation of

the log10 of the electron flux for each satellite individually. Lastly, the data of the two

satellites are interleaved timewise, creating the final data set used for the boundary

conditions and the initial condition.

The L∗min and L∗max boundary condition are derived from this dataset as the fluxes at

all energies at the timesteps where the two satellites passed through L∗min or L∗max,

respectively. An illustration of this procedure is presented in Figure 7.1, where the

orbits of the two Van Allen Probes are represented by the green and blue line. In this

example, the L∗min and L∗max data are taken at all blue and red circles, respectively. The

electron fluxes j obtained by this method are then converted to phase space densities
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Figure 7.1: Illustration of the method used to define the times at which the L∗min and
L∗max boundary condition are derived as the time when either RBSP-A or RBSP-B
passes of through L∗min or L∗max (not to scale).

f using the definition (see Chapter 2):

f = j/p2 , (7.4)

where p is the relativistic momentum, which can be related to the relativistic particle

energy by

p2 = E(E + 2E0)
c2 , (7.5)

with rest energy E0 and the speed of light c. Hence:

f = c2 · j(E, t)
E(E + 2E0) . (7.6)

In order to avoid discontinuities between the L∗ boundaries and the Emax boundary,

where the phase space density has to be equal to zero, additional energy levels were

added above the maximum energy level of the dataset (15.2 MeV) up to the maximum

energy, which was set to Emax = 30 MeV here. In order to minimise potential discon-

tinuities, the phase space density is tailed off to zero within these additional levels by
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Figure 7.2: Electron flux at the minimum and maximum L∗ boundary at L∗min = 2.0
and L∗max = 6.0 as a contour plot as a function of time and energy derived from the
Van Allen Probes data in the period between 3 March 2015 and 1 April 2015.

a linear interpolation from the PSD at 15.2 MeV to zero at 30 MeV.

The resulting L∗min and L∗max boundary conditions are presented in Figure 7.2 between 3

March 2015 and 1 April 2015. In these examples, the values L∗min = 2.0 and L∗max = 6.0

were chosen. It can be seen that the electron flux at the L∗min boundary is distributed

evenly along time with only small variations and the flux gradually decreases with in-

creasing energy. In contrast, the flux at the L∗max boundary is much more variable over

time, and the flux also decreases with increasing energy. The BAS-RBM is generally able

to cope with variations of the electron flux, as long as they are not too large or show

discontinuities between two boundaries that share a common border.

7.3.2 Minimum Energy Boundary Condition

The minimum energy boundary condition specifies the phase space density at Emin

for all values of L∗ between L∗min and L∗max. More specifically, for all values of Emin

that correspond to the energy values defined within L∗min and L∗max (see Section 2.3.2).

These values of the phase space density on the minimum energy boundary needs to be

provided continuously throughout the selected simulation period. At every timestep,

where the Emin boundary is specified, the phase space density for all levels of L∗ needs

to be provided. Since the satellite can not physically be present at all positions at the

same time, the data need to be interpolated.
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Figure 7.3: Illustration of the method to derive the Emin boundary condition (not to
scale).

The method used here provides the Emin boundary every 5 minutes. For each of these

timesteps the closest datapoints before and after any given timestep are stored for each

value of L∗ individually. The log10 of the electron flux is then averaged for each value

of L∗, weighted by the time distance of the flux to the timestep of the Emin boundary.

This process is illustrated in Figure 7.3 for three representative time steps ti and three

levels of L∗.

Since the L∗ values of the orbits of RBSP-A and RBSP-B can intersect at times,

this method might include data from just one satellite at the same timestep, but it

is not restricted to it. Depending on the satellites position at any given timestep,

certain values of L∗ always contain a larger uncertainty than others. But since the

Emin boundary is defined every 5 minutes, which is much shorter than the about 9

hours of one RBSP orbit, the affected values of L∗ change all the time, resulting in a

small average error of the fluxes at the Emin boundary. The resulting fluxes are then

converted into the corresponding phase space densities using Eq. 7.6, creating the final

structure of the Emin boundary.

The flux of the minimum energy boundary condition during the period of 3 March 2015

to 1 April 2015 is shown in Figure 7.4. The minimum energy at the maximum L∗ is set
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Figure 7.4: Electron flux at the minimum energy boundary derived from the Van Allen
Probes data in the period between 3 March 2015 and 1 April 2015. Here, Emin(L∗max) =
150 keV, with L∗max = 6.0.

to 150 keV and L∗ covers the range between L∗min = 2.0 and L∗max = 6.0 (left y-axis).

The energies corresponding to the values of L∗ are shown on the right y-axis.

7.3.3 Initial Condition

The initial condition specifies the electron flux for all values of L∗, energy, and all pitch-

angles of the (α-E) grid. As explained earlier, all MagEIS pitch-angle channels, except

α = 90◦, ought not be used at the moment and therefore, the electron fluxes at pitch-

angles other than 90◦ must be calculated from these assuming a pitch-angle distribution.

Here a sin(α) distribution is used to calculate the electron flux for each value of L∗

and energy individually. The fluxes are directly derived from the interpolated and

interleaved dataset created for the boundary conditions, similar to the Emin boundary

derivation. But instead of providing the data every 5 minutes, only the data at the

initial time of the simulation is provided. In order to avoid discontinuities between

the initial condition and the maximum energy boundary, one additional energy level at

20 MeV was introduced in the initial condition, where the flux is set to zero.

The resulting fluxes of the initial condition on 3 March 2015 (midnight) are shown
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Figure 7.5: Electron flux of the initial condition on 3 March 2015 (midnight) as a
contour plot of equatorial pitch-angle and energy for four different values of L∗.

in Figure 7.5 as contours as a function of equatorial pitch-angle and electron energy.

The initial fluxes are presented for L∗ = 2.0, L∗ = 3.33, L∗ = 4.67, and L∗ = 6.0.

The initial fluxes decrease smoothly with increasing energy and also smoothly with

decreasing pitch-angle, due to the employed sin(α) pitch-angle distribution.
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7.4 Results

In order to evaluate the BAS-RBM and the utilised wave models, the Van Allen Probes

period between 3 March 2015 and 1 April 2015 was chosen, since it provides a large

variation of the geomagnetic conditions and the measured electron fluxes. Quiet times

are followed by high geomagnetic activity with AE > 1000 nT, resulting in a large flux

dropout event followed by significantly increased electron fluxes that slowly decay over

the period of about two weeks. This period therefore poses a demanding challenge for

any radiation belt model, while providing the variability that allows the study of the

effects of different plasma waves.

7.4.1 VAP Electron Flux

The MAGEIS and REPT instruments on board the two Van Allen Probes (RBSP-A

and RBSP-B) measure the flux of electrons with an equatorial pitch-angle inside a

small range around the nominal pitch-angle. Here, it is assumed that the stated value

of any given pitch-angle channel represents the centre of the channel. Therefore, the

electrons measured in the 90◦ channel cover the pitch-angle range half way between

this and the next pitch-angle channel (≈ 78◦), i.e. 84◦ - 90◦. The flux measured by the

Van Allen Probes satellites in the period between 3 March 2015 and 1 April 2015 for

electrons with an equatorial pitch-angle of αeq = 84◦−90◦ and with an electron energy

of E = 593 keV are shown in Figure 7.6 (a), while Figures 7.7 (a) and 7.8 (a) are for

electron energies of 1547 keV and 4200 keV, respectively. The two lower energy levels

were chosen to cover the regions where the chorus and hiss wave-particle interactions

are most effective, while the highest energy level was chosen to study a range that is

rarely covered by previous satellites. The location of the plasmapause, as defined by

Carpenter and Anderson [1992] is indicated as the white line.

At the beginning of the period, the fluxes at all energies are moderately raised after

a preceding geomagnetic storm on 28 February 2015. They slowly decrease during

the recovery phase of about 14 days until 17 March 2015 where AE and Kp are at

moderate levels of about 100 nT< AE < 400 nT and Kp < 4. While the range of

the 593 keV electron flux narrows in L∗ with the inner edge of the outer radiation belt
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moving towards higher L∗, the 1547 keV and 4200 keV electron fluxes are slowly shifted

towards smaller L∗ moving the lower edge of the 1547 keV electron flux from about

L∗ = 3.8 on 3 March to L∗ = 3.6 on 16 March, and the 4200 keV electron flux from

about L∗ = 4.0 to about L∗ = 3.5. On 17 March a significant geomagnetic storm with

AE > 1200 nT and Kp ≈ 8 causes a flux dropout that rapidly decreases the electron

flux to below noise level at all L∗ over a period of about 18 hours. During this time

the plasmapause moves from about L∗ = 4.5 to L∗ = 2.6. The dropout is followed by

a phase of significantly increased electron fluxes during enhanced geomagnetic activity,

lasting until about 22 March after which the fluxes start to decrease again. During

the geomagnetic storm, the inner edge of the outer radiation belt is moved inwards to

lower L∗ for all electron energies. During the recovery phase, the 593 keV electron flux

is reduced to pre-storm levels within about 7 days, while the 1547 keV and 4200 keV

fluxes stay enhanced at medium L∗, but slowly decrease at L∗ > 5.0 (E = 1547 keV)

and L∗ > 4.6 (E = 4200 keV).
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Figure 7.6: Flux of 593 keV electrons with an equatorial pitch-angle averaged between
84◦ − 90◦ measured by RBSP-A and RBSP-B (a) and calculated using the BAS-RBM
utilising radial diffusion, hiss, lower and upper band chorus, and EMIC waves (b). The
electron flux of the simulation (solid lines) and the VAP data (dotted lines) at constant
L∗ = 3.2 and L∗ = 4.5 is shown in (c) and (d), respectively. The AE and Kp indices
are presented in panel (e).
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Figure 7.7: Flux of 1547 keV electrons with an equatorial pitch-angle averaged between
84◦ − 90◦ measured by RBSP-A and RBSP-B (a) and calculated using the BAS-RBM
utilising radial diffusion, hiss, lower and upper band chorus, and EMIC waves (b). The
electron flux of the simulation (solid lines) and the VAP data (dotted lines) at constant
L∗ = 3.2 and L∗ = 4.5 is shown in (c) and (d), respectively. The AE and Kp indices
are presented in panel (e).
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Figure 7.8: Flux of 4200 keV electrons with an equatorial pitch-angle averaged between
84◦ − 90◦ measured by RBSP-A and RBSP-B (a) and calculated using the BAS-RBM
utilising radial diffusion, hiss, lower and upper band chorus, and EMIC waves (b). The
electron flux of the simulation (solid lines) and the VAP data (dotted lines) at constant
L∗ = 3.2 and L∗ = 4.5 is shown in (c) and (d), respectively. The AE and Kp indices
are presented in panel (e).
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7.4.2 Model Results

The BAS-RBM was run for the period between 3 March 2015 and 1 April 2015 discussed

above using the initial and boundary conditions derived from the Van Allen Probes

data, as described in Section 7.3. The simulations were run between Lmin = 2.0 and

Lmax = 6.0, while the minimum energy was set to Emin = 150 keV at Lmax and the

maximum energy to Emax = 30 MeV at Lmax. The model was run on a 60 × 60 × 60

(pitch-angle, energy, L∗)-grid utilising lower and upper band chorus waves of the “lower

frequency chorus model” presented in Section 4.3.2, EMIC waves of the EMIC wave

model presented in Chapter 5, plasmaspheric hiss of the “new hiss model” presented

in Section 6.3, and the magnetic radial diffusion coefficients by Brautigam & Albert

presented in Section 2.3.1. As defined in the corresponding sections, the chorus, hiss,

and EMIC wave models are parametrised by the AE index, while the radial diffusion

coefficients are parametrised by the Kp index. The resulting flux of the simulation is

shown as contours as a function of time and L∗ for electrons with an energy of 593 keV

and an equatorial pitch-angle averaged between 84◦−90◦ in Figure 7.6 (b). The electron

fluxes at L∗ = 3.2 and L∗ = 4.5, representing the inner edge of the outer radiation belt

and a region well inside the outer belt, are compared to the Van Allen Probes data in

panels (c) and (d) of the same figure. Here, the red line is the flux of the simulation and

the blue dots are the measured data. The AE and Kp indices driving the simulation

are shown in panel (e). The fluxes of electrons with an energy of 1547 keV and 4200 keV

are presented in the same format in Figures 7.7 and 7.8, respectively.

At first glance, the 593 keV electron flux calculated by the model agrees reasonably well

with the measured satellite data. At most times, the data and simulation are of the same

order and most of the shape and variability of the radiation belt is reproduced, only

lacking the fine structure at some times. The line plots show that the rapid increases

of the electron flux during the main storm are captured reasonably well. During the

beginning of the simulation until about 9 March the simulated flux underestimates the

measured data by about a factor of 1.5 at L∗ = 3.2. During the following days up to

the storm on 17 March the difference between simulation and measured data increases

up to about two decades, as the simulated flux decreases, while the data resides at
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the same flux level. However, the number of data are extremely sparse and indicates

that the measured flux is in the noise level. The mismatch between model and data is

therefore unsurprising. After the storm, the data and simulation are nearly identical

at L∗ = 3.2. In contrast, the measured 593 keV flux at L∗ = 4.5 (Figure 7.6 (d) ) is

overestimated by about a factor of 1.5 by the simulation, while the decay times are

still comparable, resulting in general agreement between data and simulation after 17

March.

However, there are some important differences between model and simulation. First of

all, the model decay rates during the recovery phase between 3 March and 16 March are

slightly too low at L∗ = 4.5, resulting in overestimated electron fluxes inside the main

region of the outer belt (see panel (b) ). Furthermore, the first short high peak in AE

on 4 March causes the flux at L∗ = 4.5 to increase above the measured electron flux,

causing a difference of about a factor of 4. Due to the too low loss rates, this difference

increases over time, reaching about a factor of 8 shortly before the main storm on

16 March. Furthermore, the reduction of the flux of the inner edge of the electron

belt between about 7 March and 17 March in Figure 7.6 (b) is not fully reproduced.

Although, the inner edge of the simulation moves inward, the losses at about L∗ = 3.5

are not large enough to reduce the flux to the necessary degree. As a result, the

inner edge of the data moves quicker to larger L∗ than the simulation. It needs to

be noted that the features found around L∗ < 2.8 are primarily driven by the Lmin

boundary condition that is derived from the VAP data and lies at about L∗ = 2.6. The

reproduction of the connection of the inner and outer belt during the main storm is

hence forced by the boundary condition.

It can also be seen that the flux dropout on 17 March is reproduced by the model

at 593 keV, as well as the increased flux after the dropout. The decay rates after 17

March are of the correct order, however, due to a small increase on 22 March, the

simulated flux is shifted to a slightly too large value, but decreasing at the same rate

as the measured flux until about 29 March. Overall, the model is able to reproduce

the measured flux reasonably well, with only small differences in the decay rates that

accumulate to minor differences over time.
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The electron flux calculated with the BAS-RBM at 1547 keV presented in Figure 7.7 also

tends to reproduce most of the measured VAP data. Between 3 March and 17 March

the flux at all L∗ is reproduced by the model, in particular at larger L∗. The line

plots at L∗ = 4.5 show that the fluxes of simulation and data are of the same order,

except between 14 March and 16 March, where the decay rates are slightly too low and

therefore the measured flux is overestimated by about a factor of 3. Similarly, the flux

at L∗ = 3.2 is also overestimated as the simulated flux increases more strongly than

the measured flux.

However, the flux dropout during the main storm is not captured completely, as the

flux of the simulation is only reduced down to about L∗ = 3.5, but is unaffected at

lower L∗, while the RBSP data shows that the flux dropout penetrates through all

L∗. Consequently, it looks like a large number of electrons are transported from about

L∗ = 3.8 down to about L∗ = 2.4 within a couple of hours. Hence, instead of being

completely eradicated, the flux seems to move to lower regions of L∗. The increased

electron population at L∗ < 3.5 consequently defines the inner edge of the simulated

outer belt, located at about L∗ = 2.4, while the measured inner edge is located at

about L∗ = 2.9. However, at larger L∗ the simulation and the data tend to be of the

same order after about 22 March, while the simulation underestimates the measured

flux by about a factor of 5 before this date. Furthermore, the decay rates of data and

simulation after 22 March tend to be similar at L∗ = 3.2 and L∗ = 4.5.

Unlike at the lower energy levels, the flux of 4200 keV electrons (Figure 7.8) shows

large differences between simulation and the Van Allen Probes data. One of the major

differences is the deficit in modelling the flux dropout on 17 March, resulting in the

before mentioned increased fluxes at very low L∗. The second main difference is the

significantly overestimated electron flux during the initial quiet period leading up to 16

March, where the electron flux of the simulation steadily increases, while the measured

flux resides at the same level, leading to a difference of more than a decade just before

the main storm event. At this energy level the model is unable to reproduce the flux at

L∗ = 3.2, where there is either too much acceleration or the losses are too low at nearly

all times. However, at L∗ = 4.5 the model is able to reproduce the data during some
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periods, especially during and after the main storm. Even before 16 March the decay

rates of the model and the data tend to be of the same order, although the fluxes are

shifted against each other due to the times of larger geomagnetic activity during the

first few days of the simulation period.

7.5 Evaluation

The presented electron fluxes obtained with the BAS-RBM are the result of a complex

simulation, utilising the diffusion rates of several different plasma waves. In order to

evaluate the results and identify and quantify the contribution of each plasma wave,

as well as to understand the presented shortcomings of the BAS-RBM and identify their

underlying problems, each contributing wave-particle interaction, including radial dif-

fusion, needs to be assessed individually. Therefore, the lower and upper band chorus

wave model, plasmaspheric hiss wave model, and radial diffusion model are investi-

gated in this section. An evaluation of EMIC waves is excluded, since it was shown

that they are only effective at equatorial pitch-angles less than about 60◦, and hence

do not contribute to the presented electron flux at 90◦. A comparison of the RBSP

data at pitch-angles where EMIC waves are effective is currently not reasonable, as

the pitch-angle channels other than 90◦ are reported to be unreliable in the dataset

used here. Furthermore, the simulation of lower pitch-angles is known to require cross

diffusion terms in order to reproduce the data, but these are not included in the current

version of the BAS-RBM.

In all following results, the BAS-RBM was run for the same simulation period between 3

March 2015 and 1 April 2015 with Lmin = 2.0 and Lmax = 6.0. The minimum energy

was set to Emin = 150 keV at Lmax and the maximum energy to Emax = 30 MeV at

Lmax, and the model was run on a 60 × 60 × 60 (pitch-angle, energy, L∗)-grid. The

utilised wave models were changed, depending on the case that is illustrated. In or-

der to be concise, from now on it is implied that all simulations are run utilising the

lower and upper band chorus waves as defined by the “lower frequency chorus model”

presented in Section 4.3.2, the EMIC waves of the wave model presented in Chapter 5,
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the plasmaspheric hiss defined by the “new hiss model” presented in Section 6.3, and

the magnetic radial diffusion coefficients by Brautigam & Albert presented in Section

2.3.1. Deviations from this are explicitly specified. For example, if it is said that the

model is run without chorus waves, it is implied that all other plasma waves are still

included, which in this case are radial diffusion, hiss, and EMIC waves.

7.5.1 Chorus Waves

It was shown in Chapter 4 that whistler mode chorus waves are most effective in accel-

erating electrons as well as scattering electrons into the loss cone at energies between

about 100 keV and 1 MeV. At larger energies, the diffusion rates became low and the

contribution of chorus to electron acceleration and loss decreased. Lower energies were

not included in the study of the electron flux, due to the drift averaging approach. In

order to understand the contribution of the chorus waves to the electron fluxes of the

selected Van Allen Probes period, the BAS-RBM is run with and without chorus waves

being present.

The resulting electron fluxes are presented as a contour plot of time and L∗ in Figure

7.9 for electrons with an energy of 593 keV and averaged between pitch-angles of 84◦-

90◦. Panel (a) shows the electron flux as measured by the two VAP satellites, panel

(b) shows the simulated flux where chorus waves are not present, and panel (c) shows

the flux with chorus waves present. The AE and Kp indices driving the simulations

are shown in panel (d). The electron flux at the same energy and pitch-angle range is

shown as a function of time at L∗ = 3.0, L∗ = 4.0, and L∗ = 5.2 in Figure 7.10. Here,

the fluxes of the simulation where chorus is present are shown as the red lines, while

the fluxes of the simulation without chorus are shown as the blue lines. The fluxes

measured by RBSP-A and RBSP-B are indicated by the black dots. The results for

electrons with an energy of 1547 keV are presented in the same format in Figures 7.11

and 7.12, while the results for electrons with an energy of 4200 keV are presented in

Figures 7.13 and 7.14.

Figures 7.9 and 7.10 show that the measured flux at 593 keV is generally underestimated

if chorus waves are excluded from the simulation. This effect is most notable between
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18 March and 22 March in the region of about L∗ = 3.0, where the flux is reduced

by at least two decades if chorus waves are excluded. If chorus waves are included in

the simulation, the results agree much better with the measured VAP electron fluxes,

particularly after 18 March. Before this date at L∗ = 3.0, there is no difference between

simulations with and without chorus, and the large mismatch between simulation and

the data is not corrected. However, since the data are sparse and there are no measure-

ments of fluxes with lower values, the measurements are most likely to be in the noise

level. The small difference between the simulation with and without chorus is due to

the fact that chorus is mainly found outside the plasmapause and hence at larger L∗.

The results therefore show that at 593 keV chorus is a significant acceleration process

that is vital in order to reproduce the measured electron flux.

Similar results can be found for 1547 keV electrons, although the differences between

the simulations with and without chorus become less pronounced, particularly at low

L∗ before the main storm on 17 March, where both simulations are more or less iden-

tical. Before the main storm, the simulated flux is about one decade lower than the

measured flux, but as before, it is expected that the measurements are most likely in

the noise level of the instrument.

At 4200 keV (Figures 7.13 and 7.14) the influence of chorus waves on the electron flux is

reduced, although there are still differences between the simulations with and without

chorus. After 17 March the electron flux of the simulations with chorus waves present

are increased by about a factor of two compared to the simulations without chorus

waves, but only at L∗ ≤ 4.0. Since the diffusion rates at these energies are too low

to cause a significant effect directly and the differences are minimal at L∗ = 5.2, it is

expected that the main reason for the deviation between the measured flux at L∗ = 3.0

at 4200 keV and the simulation results after 18 March is radial transport of electrons

from larger L∗ and hence lower energies to lower L∗.

Before 17 March, the reduction of the electron flux is more pronounced with differences

of up to a decade. Since in this period the electron flux of the simulation with chorus

waves included significantly overestimates the measured flux, a better agreement be-

tween data and simulation might be reached for L∗ > 4.0 and 4200 keV, if chorus waves
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are excluded. Therefore, one possible reason for the disagreement between data and

simulation might be overestimated chorus diffusion at large electron energies. However,

the simulated electron flux without chorus waves still overestimates the measured flux

by about a decade. Therefore, decreased chorus diffusion alone would not suffice to

reproduce the high energy electron fluxes.
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Figure 7.9: Flux of 593 keV electrons with an equatorial pitch-angle averaged between
84◦−90◦ measured by RBSP-A and RBSP-B (a). The flux calculated with the BAS-RBM
utilising radial diffusion and hiss, but without chorus waves are shown in panel (b),
while panel (c) shows the simulation results where chorus waves were included. The
AE and Kp indices are presented in panel (d).
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Figure 7.10: Flux of 593 keV electrons with an equatorial pitch-angle averaged between
84◦ − 90◦ at three constant values of L∗. The flux measured by RBSP-A and RBSP-B
is indicated by the black dots. The blue line is the flux calculated with the BAS-RBM
utilising radial diffusion and hiss, but without chorus waves, while the red line is the
flux calculated with chorus waves included in the simulation. The AE and Kp indices
are presented in panel (d).
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Figure 7.11: Flux of 1547 keV electrons with an equatorial pitch-angle averaged between
84◦−90◦ measured by RBSP-A and RBSP-B (a). The flux calculated with the BAS-RBM
utilising radial diffusion and hiss, but without chorus waves are shown in panel (b),
while panel (c) shows the simulation results where chorus waves were included. The
AE and Kp indices are presented in panel (d).
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Figure 7.12: Flux of 1547 keV electrons with an equatorial pitch-angle averaged between
84◦ − 90◦ at three constant values of L∗. The flux measured by RBSP-A and RBSP-B
is indicated by the black dots. The blue line is the flux calculated with the BAS-RBM
utilising radial diffusion and hiss, but without chorus waves, while the red line is the
flux calculated with chorus waves included in the simulation. The AE and Kp indices
are presented in panel (d).
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Figure 7.13: Flux of 4200 keV electrons with an equatorial pitch-angle averaged between
84◦−90◦ measured by RBSP-A and RBSP-B (a). The flux calculated with the BAS-RBM
utilising radial diffusion and hiss, but without chorus waves are shown in panel (b),
while panel (c) shows the simulation results where chorus waves were included. The
AE and Kp indices are presented in panel (d).
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Figure 7.14: Flux of 4200 keV electrons with an equatorial pitch-angle averaged between
84◦ − 90◦ at three constant values of L∗. The flux measured by RBSP-A and RBSP-B
is indicated by the black dots. The blue line is the flux calculated with the BAS-RBM
utilising radial diffusion and hiss, but without chorus waves, while the red line is the
flux calculated with chorus waves included in the simulation. The AE and Kp indices
are presented in panel (d).
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7.5.2 Plasmaspheric Hiss

Plasmaspheric hiss is known to cause electron loss due to pitch-angle scattering of

electrons into the loss cone, but no significant electron acceleration. It was shown in

Chapter 6 that the pitch-angle diffusion is most effective for electron energies between

about 100 keV and 1 MeV, while there was no significant energy diffusion. Hiss is

therefore expected to decrease the electron flux inside this energy range, due to pitch-

angle scattering and consequent losses of electrons to the atmosphere. In order to

quantify the effect of plasmaspheric hiss on the global electron flux of the selected Van

Allen Probes period, simulations using the BAS-RBM are performed with and without

hiss being present.

The flux of electrons with an equatorial pitch-angle between 84◦ and 90◦ is presented as

a contour plot of time and L∗ for electron energies of 593 keV, 1547 keV, and 4200 keV

in Figures 7.15, 7.17, and 7.19, respectively. Here, panel (a) shows the electron flux

as measured by the two VAP satellites, panel (b) shows the simulated flux where hiss

is not present, and panel (c) shows the flux with hiss present. The plasmapause is

indicated by the white line, and the AE and Kp indices driving the simulations are

shown in panel (e). The electron fluxes are shown as line plots at constant values of

L∗ as a function of time at L∗ = 3.0, L∗ = 4.0, and L∗ = 5.2 for electron energies of

593 keV, 1547 keV, and 4200 keV in Figures 7.16, 7.18, and 7.20, respectively. Here, the

Van Allen Probes data are indicated by the black dots, while the solid lines show the

results of the simulations with hiss included (red) and hiss excluded (blue).

Figures 7.15 and 7.16 first of all show that plasmaspheric hiss is causing significant losses

for 593 keV at L∗ ≤ 4.0, while the losses caused by hiss are small at L∗ = 5.2. Figure

7.16 (a) shows that including hiss in the simulation causes the measured flux to be

underestimated by up to two decades between 3 March and 17 March at L∗ = 3.0, but

the measured flux is likely to be in the noise level, as mentioned before. After 17 March,

there is much better agreement between data and simulation, if hiss is included. Panel

(b) also shows much better agreement if hiss is included after 17 March at L∗ = 4.0.

Before 17 March, the agreement between data and simulation now also improves if

hiss is included, although the measured flux is still overestimated by up to a decade.
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This shows that plasmaspheric hiss is an important loss process that is required to

reproduce the flux during the decay periods. However, the loss caused by hiss is not

strong enough to achieve agreement between data and simulation before 16 March at

all L∗. It is surprising that, since the geomagnetic activity in the decay periods before

and after the main event on 16 March are similar, there is much better agreement of

the decay after the main event than before the event.

However, the flux at L∗ = 4.0 on about 07 March shows a small increase of the simulated

electron flux on a period of about one day that is not found in the measured flux. At

this time, both AE and Kp are moderately enhanced. One reason for the overestimated

flux might be too much acceleration caused by chorus waves or too few losses caused

by plasmaspheric hiss during this time. However, the simulations where chorus waves

were excluded from the simulation (see Figures 7.9 - 7.14), still show an increase of the

flux around 07 March, albeit smaller than if chorus waves were present. This therefore

indicates that additionally the model for radial diffusion might be wrong during this

period.

Figures 7.17 and 7.18 shows that at an electron energy of 1547 keV the influence of hiss

on the electron flux is much smaller. At L∗ = 4.0 and above, the difference between

the simulations with and without hiss are about a factor of 2, and better agreement

between data and simulation is achieved when hiss is included. Nevertheless, the flux is

slightly overestimated after 16 March, while the difference between data and simulation

becomes even larger before the main event, with a difference up to a factor of 5 at

L∗ = 4.0. This indicates that the hiss diffusion rates might not be large enough at this

value of L∗. However, most of the disagreement between data and simulation is due to

an increase of the flux around 07 March, similar to the results at 593 keV. Without this

increase, data and simulation might agree much better. At 1547 keV the simulations

where chorus waves are excluded (See Figure 7.12) indicate that the increased electron

flux around 07 March is most likely to be due to chorus waves that cause too much

acceleration or too few losses at this energy range.

In contrast to these results, the simulation tends to underestimate the flux at L∗ = 3.0

before 16 March. However, at these low L∗ the data are likely to be in the noise
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level. After the main storm on 17 March the agreement between data and simulation

improved significantly, where the loss times caused by hiss result in an electron flux

that is nearly identical with the measured data.

Figures 7.19 and 7.20 show that the electron flux at E = 4200 keV has an intensification

of the problematic increase around 07 March, particularly at medium L∗. While the

measured flux resides more or less at the same level, the simulated flux increases by

over two decades, resulting in a strongly overestimated flux before the main storm.

While there tends to be better agreement between simulation and data after 17 March

on larger L∗, the flux is overestimated by about 3 decades at L∗ = 3.0. The difference

between the simulations with and without plasmaspheric hiss are small, with the largest

difference of a factor of about 2.5 at L∗ = 3.0. The decay times of the simulations with

and without hiss are similar and the main difference of the fluxes is caused at the main

storm. This indicates that at very high energies hiss is only having a minor effect

on the variability of the electron flux and only during the most intense storm times.

Furthermore, there is no indication that plasmaspheric hiss could significantly improve

the disparity between simulation and data at large electron energies, and hence another

processes must be the cause for the overestimated fluxes at high energies.
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Figure 7.15: Flux of 593 keV electrons with an equatorial pitch-angle averaged between
84◦−90◦ measured by RBSP-A and RBSP-B (a). The flux calculated with the BAS-RBM
utilising radial diffusion, chorus, and EMIC waves, but without hiss are shown in panel
(b), while panel (c) shows the simulation results where hiss is included. The AE and
Kp indices are presented in panel (d).
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Figure 7.16: Flux of 593 keV electrons with an equatorial pitch-angle averaged between
84◦ − 90◦ at three constant values of L∗. The flux measured by RBSP-A and RBSP-B
is indicated by the black dots. The blue line is the flux calculated with the BAS-RBM
utilising radial diffusion, chorus, and EMIC waves, but without hiss, while the red line
is the flux calculated with hiss included in the simulation. The AE and Kp indices are
presented in panel (d).
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Figure 7.17: Flux of 1547 keV electrons with an equatorial pitch-angle averaged between
84◦−90◦ measured by RBSP-A and RBSP-B (a). The flux calculated with the BAS-RBM
utilising radial diffusion, chorus, and EMIC waves, but without hiss are shown in panel
(b), while panel (c) shows the simulation results where hiss is included. The AE and
Kp indices are presented in panel (d).
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Figure 7.18: Flux of 1547 keV electrons with an equatorial pitch-angle averaged between
84◦ − 90◦ at three constant values of L∗. The flux measured by RBSP-A and RBSP-B
is indicated by the black dots. The blue line is the flux calculated with the BAS-RBM
utilising radial diffusion, chorus, and EMIC waves, but without hiss, while the red line
is the flux calculated with hiss included in the simulation. The AE and Kp indices are
presented in panel (d).
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Figure 7.19: Flux of 4200 keV electrons with an equatorial pitch-angle averaged between
84◦−90◦ measured by RBSP-A and RBSP-B (a). The flux calculated with the BAS-RBM
utilising radial diffusion, chorus, and EMIC waves, but without hiss are shown in panel
(b), while panel (c) shows the simulation results where hiss is included. The AE and
Kp indices are presented in panel (d).
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Figure 7.20: Flux of 4200 keV electrons with an equatorial pitch-angle averaged between
84◦ − 90◦ at three constant values of L∗. The flux measured by RBSP-A and RBSP-B
is indicated by the black dots. The blue line is the flux calculated with the BAS-RBM
utilising radial diffusion, chorus, and EMIC waves, but without hiss, while the red line
is the flux calculated with hiss included in the simulation. The AE and Kp indices are
presented in panel (d).
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7.5.3 Radial Diffusion

Radial diffusion transports electrons across the geomagnetic field from regions of high

phase space density (PSD) into regions of lower PSD. Assuming conservation of the

first and second adiabatic invariant, electrons being transported radially outward lose

energy, while electrons being transported towards the Earth gain energy, since the

Earth’s magnetic field decreases with the radial distance to the Earth. In this thesis,

the radial diffusion coefficients of Brautigam and Albert [2000] are used, since they are

the de-facto standard for radiation belt models (For details see Section 2.3.1).

However, the results presented in the previous sections show that at large energies and

low L∗ the electron flux of the simulation is considerably overestimated. One likely

reason for this might be that radial diffusion is too strong at low L∗. In the BAS-RBM

radial diffusion has to take place at constant values of µ and J at all L∗, where µ and

J are related to L∗ and the pitch-angle α by (for details see Section 2.3.2):

µ = p2(L∗)3 sin2(α)
2meBd

(7.7)

J = 2pRE · L∗ · Y (sin(α)) . (7.8)

Phase Space Density Distribution

In order to evaluate the influence of the radial diffusion model on the electron flux,

the phase space density distribution with respect to L∗ needs to be studied at relevant

values of µ and J . Since only fluxes of electrons with α ≈ 90◦ are studied here, it

follows from Eq. 7.8 that J ≈ 0 kgm2s−1. In order to cover a wide range of energies, all

following results will be presented at µ = 400 MeV/G, 1000 MeV/G, and 3000 MeV/G.

At L∗max = 6.0 these values correspond to E ≈ 400 keV, 800 keV, and 1.7 MeV, while

at L∗min = 2.0 they correspond to E ≈ 3.5 MeV, 5.8 MeV, and 10.4 MeV. A comparison

of the phase space density of electrons measured by the VAP satellites with the results

calculated with the BAS-RBM utilising chorus, EMIC waves, plasmaspheric hiss, and

radial diffusion at J = 0 kgm2s−1 and µ = 400 MeV/G, 1000 MeV/G, and 3000 MeV/G

are shown in Figures 7.21, 7.22, and 7.23, respectively. Here, panel (a) shows the PSD

obtained from the VAP data as a contour plot of time and L∗, while panel (b) shows
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Figure 7.21: Phase space density of electrons at J = 0 and µ = 400 MeV/G measured
by RBSP-A and RBSP-B (a) and calculated using the BAS-RBM utilising by radial
diffusion, hiss, lower and upper band chorus, and EMIC waves (b). The AE and Kp
indices are presented in panel (c).

the model results in the same format. In order to obtain the VAP PSD at the desired

values of µ, the data was interpolated. First, the values of µ corresponding to all energy

channels of MagEIS and REPT of both VAP satellites at all timesteps (and correspond-

ing values of L∗) were calculated using Eq. 7.7. Then the PSD at the desired value of

µ was obtained by a linear interpolation of the log10 of the PSD of all determined VAP

µ channels at each timestep. A remnant of this process is the horizontal white stripe,

which corresponds to the energy gap between MagEIS and REPT.

The phase space densities measured by the Van Allen Probes are generally peaked at

larger values of L∗ > 4.0 for all values of µ. There is a slight decrease of the overall PSD

from the beginning of the period up until the main storm around 17 March. Around

this time, the PSD significantly reduces for about half a day and then increases by

more than a decade compared to the time before the storm. While the inner edge of
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Figure 7.22: Phase space density of electrons at J = 0 and µ = 1000 MeV/G measured
by RBSP-A and RBSP-B (a) and calculated using the BAS-RBM utilising by radial
diffusion, hiss, lower and upper band chorus, and EMIC waves (b). The AE and Kp
indices are presented in panel (c).

the measured outer belt moves from about L∗ = 3.8 on 3 March to L∗ = 4.2 before

17 March for all µ, it moves from L∗ = 3.8 to L∗ = 3.6 in the simulation. After the

main storm on 17 March the inner edge of the PSD is moved to lower values of L∗ and

the PSD slowly reduces until the end of the period. The L∗ distribution of the PSD

seems to be rather flat for L∗ > 4.2 at nearly all times, while the PSD is decreasing for

L∗ < 4.2. Therefore, radial transport should be mostly inward for L∗ < 4.2, and small

at larger L∗. Except for the inner edge of the outer belt, the BAS-RBM tends to be able

to reproduce the measured PSD for all µ, particularly during the first 13 days of the

simulation. However, during and after the storm around 17 March, the PSD tends to

be overestimated at lower L∗ for both µ = 400 MeV/G and µ = 1000 MeV/G, and the

resulting gradients with respect to L∗ are likely to be different between simulation and

measured data.
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Figure 7.23: Phase space density of electrons at J = 0 and µ = 3000 MeV/G measured
by RBSP-A and RBSP-B (a) and calculated using the BAS-RBM utilising by radial
diffusion, hiss, lower and upper band chorus, and EMIC waves (b). The AE and Kp
indices are presented in panel (c).

Since the gradients are one important factor to determine the strength of the radial

diffusion, a detailed analysis of the L∗ distribution of the phase space densities is pre-

sented in Figure 7.24 at noon of 07 March, 17 March, 18 March, and 22 March (left to

right) for the same three values of µ (top to bottom). The VAP data in the half-orbit

around the four dates are presented as the dots, where blue and red are the MagEIS

RBSP-A and RBSP-B data and the green and yellow dots are the REPT RBSP-A and

RBSP-B data. The solid line is the PSD calculated with the BAS-RBM at the stated

time.

The results show that the model is able to reproduce the measured data at µ =

400 MeV/G and 1000 MeV/G in the period before the main storm (first column, 07

March), and there is reasonable agreement for µ = 3000 MeV/G. The data are overesti-

mated by about a factor of two, but more importantly, the gradients are reproduced for
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Figure 7.24: Phase space density of electrons at J = 0 and µ = 400 MeV/G (top),
1000 MeV/G (middle), and 3000 MeV/G (bottom) at four different times ti from left to
right. The dots are the RBSP data of the half-orbit around ti, and the solid lines are
the BAS-RBM results at ti utilising chorus, EMIC, hiss, and radial diffusion.

all L∗ and µ = 400 MeV/G and 1000 MeV/G. However, at µ = 3000 MeV/G the PSD

distribution of the simulation is shifted to lower L∗ by about 0.3L∗ and decreasing for

L∗ > 4.2, where the measured PSD is flat. As a consequence, radial diffusion will be

slightly overestimated between about L∗ = 3.2 − 3.6 where the simulation gradient is

steeper. Furthermore, the model will diffuse ultrarelativistic electrons radially outward

for L∗ > 4.2.

During the main storm around 17 March (second column) the PSD of model and VAP

data only agree for L∗ > 5.5. For smaller L∗, the model is generally unable to re-

produce the measured data, and instead overestimates it by up to 3.5 decades around

L∗ = 3.0 − 4.0. The observed PSD has decreased, particularly near L∗ = 3-4 com-

pared to 7 March. Furthermore, the gradient of the observed PSD is now positive for

L∗ > 2.5, whereas before there was a peak in PSD. The model has not been able to

reproduce this feature and the change in gradient is significant. At large L∗, and hence
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on the outer boundary of the simulation, there is a drop in PSD which drives outward

radial diffusion and loss, but it has not been possible to remove all the electrons in the

model at lower L∗. Also, since the PSD drops more at about L∗ = 4.0 that at L∗ = 6.0,

it is difficult to understand how all the losses could be due to outward radial diffusion

alone.

The gradients of the model are much larger than the measured ones for L∗ < 3.3 and

consequently electrons are diffused radially inward from about L∗ < 3.3 down to about

L∗ = 2.2. The corresponding energies are in the MeV range, and since the electron

energy is increased for inward diffusion, the flux of ultrarelativistic electrons is likely

to be increased significantly between L∗ = 2.2 − 3.3 in the model, which is exactly

what was identified as one of the fundamental problems of the 4.2 MeV electron flux

discussed in the previous sections.

On the day following the main storm (18 March) the model tends to reproduce the

observed PSD for L∗ with corresponding energies less than about 1.4 MeV. At larger

energies however, the PSD profiles for µ = 1000 MeV/G and 3000 MeV/G show local

minima at L∗ = 3.5 and L∗ = 4.0, respectively. These will cause the overestimated

high energy electron fluxes to be decreased slightly through radial diffusion towards

these local minima, but the simulations show that this is not sufficient.

The plots during the recovery phase of the storm (22 March) show that the PSD tends

to be reproduced by the model for all values of µ for about L∗ > 3.0. However, at lower

L∗, the measured PSD is still overestimated considerably by the model. Consequently,

the electron flux at L∗ < 3.0 is likely to remain overestimated by the model, at least

for ultrarelativistic electrons.

In summary, the phase space density distribution with respect to L∗ shows that the

overestimated electron fluxes at electron energies greater than about 1.5 MeV, discussed

in the previous, sections are most likely due to the inability of the model to reproduce

the PSD profile correctly which affects radial diffusion. At lower values of L∗, the gra-

dients, which drive the radial diffusion, are overestimated by the model, particularly

during storm times. Therefore, too many electrons will be radially diffused to lower L∗

and thereby gaining energy, resulting in too high fluxes of ultrarelativistic electrons.
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Possible reasons for this problem are not enough electron precipitation, which will be

discussed later, or overestimated radial diffusion rates at lower L∗ and MeV energies

of the Brautigam & Albert radial diffusion model. In the following section, the radial

diffusion model will therefore be analysed.

Variation of the Radial Diffusion Model

In order to test the hypothesis mentioned above that reduced diffusion rates at lower

L∗ and MeV energies might solve the presented problems, a new radial diffusion model

developed by Liu et al. [2016] based on seven years of data from the THEMIS satellite

will be adopted. Under the assumption of a dipole magnetic field they define the radial

diffusion coefficients in this model (from now on “THEMIS DLL”) as

D
[THEMIS]
LL = 1.115 · 100.281Kp−6.0 · (L∗)8.184 · µ−0.608 , (7.9)

where the model is valid for Kp between 0 and 5, and L∗ = 3.5 - 7.5. In contrast to

the radial diffusion rates by Brautigam & Albert (from now on “Brautigam & Albert

DLL”) the THEMIS DLL depends on µ, and the model is valid for 400 MeV/G ≤ µ ≤

4000 MeV/G. A comparison between the Brautigam & Albert DLL (dotted lines) and

the THEMIS DLL (solid lines) is shown in Figure 7.25 for Kp = 1 (blue) and Kp = 5

(red), and the three values of µ used before.

Figure 7.25: Comparison of the Brautigam & Albert DLL (dotted lines) and the
THEMIS DLL (solid lines) for Kp = 1 (blue) and Kp = 5 (red) and different val-
ues of µ.
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It can be seen that for high geomagnetic activity the THEMIS DLL are up to one

decade smaller than the Brautigam & Albert DLL, and the difference increases with µ

and therefore energy. At low geomagnetic activity and µ = 400 MeV/G, the THEMIS

DLL are about a factor of 2 larger than the Brautigam & Albert DLL at low L∗, while

they are the same at L∗ = 6.5. With increasing µ the THEMIS DLL are overall re-

duced, while the Brautigam & Albert DLL are independent of µ. As a consequence, the

THEMIS DLL become up to a factor of 2 smaller than the Brautigam & Albert DLL

at larger µ and L∗. Overall, the THEMIS DLL therefore should be sufficient to study

the effects of reduced diffusion rates at lower L∗ and MeV energies.

The effects of the THEMIS DLL are studied in Figures 7.26, 7.27, and 7.28, which

show a comparison of the flux calculated with the BAS-RBM utilising the Brautigam &

Albert DLL or the THEMIS DLL for electrons with energies of 593 keV, 1547 keV, and

4200 keV, respectively. Panel (a) shows the electron flux measured by the Van Allen

Probes as a contour plot of time and L∗, while panel (b) shows the results of the model

run utilising the Brautigam & Albert DLL (as well as chorus, EMIC, and hiss), and

panel (c) shows the results calculated using the THEMIS DLL. The AE and Kp indices

driving the simulations are shown in panel (d).

The results show that the THEMIS radial diffusion coefficients and Brautigam & Albert

radial diffusion coefficients produce similar fluxes at E = 593 keV and E = 1547 keV,

although the inner edge of the outer radiation belt as measured by the Van Allen Probes

is not reproduced by either model.

At E = 4200 keV however, the difference between the two models are much more pro-

nounced at all L∗. The significantly overestimated flux around L∗ = 4.0 before 16

March is reduced by up to 2 decades if the THEMIS DLL are used instead of the

Brautigam & Albert DLL. The resulting flux reaches values similar to the measured

flux until about 9 March, while it is still overestimated by about one decade afterwards.

After the main storm event around 18 March the flux at all L∗ is reduced considerably

by the THEMIS model. As a result, the flux below L∗ = 3.5 now agrees better with

the data. While the inner edge of the outer radiation belt is still not reproduced, the

THEMIS radial diffusion model provides a way to reduce the overestimated flux at low
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L∗, at least to some extent. However, above L∗ = 3.5 the THEMIS radial diffusion

rates result in an underestimated flux, while the Brautigam & Albert diffusion rates

produce better agreement with the data. This indicates that revisions of the radial

diffusion model might result in considerably improved simulation results, although the

THEMIS model itself is not appropriate, since a better agreement at large energies and

low L∗ is achieved in exchange for worse agreement at lower energies and larger L∗.

Overall, two key issued were identified so far: The significantly overestimated electron

flux at high electron energies and low L∗ during and after the main storm on 17 March,

and the increasingly overestimated flux around L∗ = 4.0 before 16 March. We now

consider the case that if there were better agreement between the data and the simu-

lation just before the dropout, whether this would lead to a better simulation of the

dropout event. In order to test this hypothesis, a set of simulations was performed

between 16 March 2015 and 31 March 2015. Since the simulation was initialised with

the Van Allen Probes data, the simulated flux just before the dropout agrees with the

data. The results for the most problematic energy range of E = 4200 keV are shown in

Figure 7.29 in the same format as before, comparing the THEMIS and Brautigam &

Albert radial diffusion models with the data measured by the Van Allen Probes.

The simulations show that the flux transported to L∗ < 3 is considerably reduced, be-

cause less flux is transported as low in L∗ compared to the results of the full simulation

period (e.g. Figure 7.28). However, it is not sufficient to reproduce the observation,

since the flux is still overestimated at low L∗ by both radial diffusion models. There-

fore, while it is still necessary to achieve better agreement between the measured and

the simulated flux before 16 March, no sufficient improvement after 16 March can be

achieved thereby.



282 Chapter 7: Model Evaluation

Figure 7.26: Flux of 593 keV electrons with an equatorial pitch-angle averaged between
84◦−90◦ measured by RBSP-A and RBSP-B (a). The flux calculated with the BAS-RBM
utilising chorus, EMIC, hiss, and the radial diffusion rates by Brautigam & Albert is
shown in panel (b), while panel (c) shows the simulation result using the THEMIS
radial diffusion model instead. The AE and Kp indices are presented in panel (d).
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Figure 7.27: Flux of 1547 keV electrons with an equatorial pitch-angle averaged between
84◦−90◦ measured by RBSP-A and RBSP-B (a). The flux calculated with the BAS-RBM
utilising chorus, EMIC, hiss, and the radial diffusion rates by Brautigam & Albert is
shown in panel (b), while panel (c) shows the simulation result using the THEMIS
radial diffusion model instead. The AE and Kp indices are presented in panel (d).
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Figure 7.28: Flux of 4200 keV electrons with an equatorial pitch-angle averaged between
84◦−90◦ measured by RBSP-A and RBSP-B (a). The flux calculated with the BAS-RBM
utilising chorus, EMIC, hiss, and the radial diffusion rates by Brautigam & Albert is
shown in panel (b), while panel (c) shows the simulation result using the THEMIS
radial diffusion model instead. The AE and Kp indices are presented in panel (d).
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Figure 7.29: Flux of 4200 keV electrons with an equatorial pitch-angle averaged between
84◦ − 90◦ in the period between 16 March and 31 March 2015 measured by RBSP-A
and RBSP-B (a). The flux calculated with the BAS-RBM utilising chorus, EMIC, hiss,
and the radial diffusion rates by Brautigam & Albert is shown in panel (b), while panel
(c) shows the simulation result using the THEMIS radial diffusion model instead. The
AE and Kp indices are presented in panel (d).
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7.6 Discussion

The presented results show that the electron flux calculated with the BAS-RBM tends

to agree reasonably well with the flux measured by the Van Allen Probes at electron

energies below about 1.5 MeV, except for very low values of L∗ (e.g. L∗ = 3.0) before

the main storm on 17 March. At these low values of L∗ the simulations are likely to

underestimate the measured electron fluxes by at least one decade. However, the sparse

number of data and the lack of any lower flux measurements indicate that the measured

flux is likely to be in the noise level. In contrast to the reasonably good agreement of

electron energies up to about 1.5 MeV, there is a large discrepancy between data and

simulation at higher energies, and two main issues were identified. Firstly, an overes-

timated increase of the simulated flux around the 7th of March, particularly at high

energies, resulting in too large fluxes before the main storm, and secondly the consid-

erably overestimated fluxes after 17 March at lower L∗. A detailed analysis identified

overestimated radial diffusion rates at low L∗ and energies greater than a few MeV as

the main reason for these problems. In situ studies indicate that ULF waves might

be reduced inside the plasmapause [Takahashi and Anderson, 1992], and hence radial

diffusion rates based on improved ULF wave models could be able to considerably im-

prove the electron flux at large electron energies inside the plasmapause.

Furthermore, these issues indicate that the models for wave-particle interactions at

ultrarelativistic energies need to be improved, and also plasma waves that are not rou-

tinely included in the simulations of the radiation belts might be relevant. One cause

of the overestimated fluxes could be the lack of magnetosonic waves in the simulation.

However, it was shown that they are most effective at pitch-angles between about 40◦

- 80◦ [Horne et al., 2007] and ineffective at larger pitch-angles. Therefore, it is unlikely

that they are able to reduce the problems of the 90◦ electron flux.

Similarly, EMIC waves were shown to cause significant losses at ultrarelativistic elec-

tron energies, but only at pitch-angles less than about 60◦ (See Chapter 5). There

were also indications that improved statistics of the EMIC wave model might increase

the losses at higher pitch-angles, but unfortunately only up to about αeq = 80◦. In

combination with other plasma waves these losses might still be able to indirectly affect
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the losses at larger pitch-angles, improving the simulation.

The presented results tend to provide better agreement between simulation and data at

4.2 MeV, if chorus waves are excluded, indicating that the chorus diffusion rates might

be too large at high electron energies. Recent discussions indicate that the values for

the ratio of fpe/fce used in the present chorus wave model might be too large. It was

suggested by Li et al. [2014] that chorus may be able to accelerate electrons locally

to energies of the order of 6 MeV, while Shprits et al. [2013] showed that the chorus

waves might not, at least directly, contribute to the acceleration at 6 MeV. [Kersten

et al., 2014] showed that the increased acceleration at 6 MeV is mainly due to much

lower values of fpe/fce in the study by Li et al. [2014]. Improving and hence reducing

the ratio of fpe/fce will therefore shift the diffusion rates to higher energies and hence

result in increased energy and pitch-angle diffusion rates at larger electron energies.

While this will result in more acceleration, the losses due to pitch-angle scattering are

increased as well, and the overall distribution of the 90◦ electron flux might be reduced,

improving the results.

The presented plasmaspheric hiss wave model includes waves in the frequency range be-

tween 100 Hz - 4 kHz. A recent study of the VAP wave data showed that plasmaspheric

hiss can be found at frequencies as low as a few tens of Hz [Li et al., 2015], but the contri-

bution to the pitch-angle diffusion rates were shown to be insignificant. The presented

wave model also does not include all of the lightning-generated whistlers, as they are

usually found at frequencies between 2 - 5 kHz and above. However, since the resonant

energy decreases with increasing frequency, the diffusion rates of lightning-generated

whistlers at frequencies larger than 4 kHz are unlikely to contribute significantly to the

diffusion rates.

Another possible loss process that could positively affect the electron flux are collisions

of particles with each other. In the current model the loss timescale τL was set to be one

quarter of the bounce period inside the loss cone, while it was set to be infinite outside

the loss cone (See 2.3). In principle, larger loss rates outside the loss cone can be stud-

ied. However, physically collisions between particles depend on the particle density,

which is strongest close to the atmosphere. In order to be scattered into the loss cone,
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particles therefore need to have a low equatorial pitch-angle. Hence, increased collision

loss rates will mostly affect the distribution of particles with small pitch-angles, while

the fluxes presented here are for particles with an equatorial pitch-angle close to 90◦,

and therefore increased collision rates are not expected to affect the presented results

sufficiently.

One particular problem for the mismatch between model and data was that the ob-

served flux was wiped out completely during the dropout at ultrarelativistic energies

(for example 4.2 MeV), while the model was unable to reproduce this. Modelling the

dropout correctly is likely to involve several complex processes. It was shown that out-

ward radial diffusion and loss play a significant role, but are unable to solve the issue

alone. As a consequence, higher loss rates, due to precipitation, are needed, but neither

hiss, nor chorus are strong enough at 4.2 MeV. However, it was shown in Chapter 4 that

chorus diffusion is strong at 4.2 MeV, but only at very large pitch-angles. Combining

these with increased EMIC wave diffusion, which could be found for extreme events of

high activity as during the dropout event, might be able to facilitate sufficient losses to-

gether. Another reason for the insufficient modelling of the dropout could be adiabatic

effects, which are currently not included in the BAS-RBM. An extreme event might cause

the Earth’s magnetic field to be significantly reduced during a geomagnetic storm, and

in order to conserve the third adiabatic invariant (the flux enclosed by a particle’s drift

shell), the electrons have to move to much larger L∗. Thereby, the flux of electrons at

low L∗ would be significantly reduced, resulting in the desired flux dropout.

Lastly, it needs to be noted that the current version of the BAS-RBM does not include

the cross diffusion terms in the calculation of the electron flux. While it was shown

that these do not have a significant effect on equatorially mirroring electrons, the cross

terms might have a significant effect for electrons with energies greater than about

2 MeV and equatorial pitch-angles below 60◦ Tao et al. [2008, 2009]. Since all electron

fluxes were presented for electrons with an equatorial pitch-angle close to αeq = 90◦,

they are therefore unlikely to be affected by the lack of the cross terms.
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7.7 Conclusion

In this chapter the BAS-RBM was evaluated during a recent period of the Van Allen

Probes mission, which allows the comparison of data and the model results at energies

of up to about 10 MeV, which were not reliably measured by other satellites before.

The most important part of the BAS-RBM are the drift and bounce averaged diffusion

rates describing the electron acceleration and loss due to wave-particle interactions,

which were presented in the previous chapters. The influence of these interactions on

the electron fluxes were studied by performing simulations where each type of wave was

individually excluded from the simulation.

The results show that the BAS-RBM is generally able to reproduce the measured electron

fluxes at energies of 593 keV over all L∗ during the selected simulation period. The

general structure, as well as the inner edge of the outer radiation belt is captured well,

and the simulated fluxes are generally of the same order as the measured electron flux.

At larger electron energies, in particular at 4.2 MeV, the fluxes are of the same order

only after the main storm on 17 March and only above about L∗ = 3.2. Before the main

storm, the fluxes are generally overestimated by about one decade, in the L∗ region

where the measured flux is enhanced. After 17 March, the flux below about L∗ = 3.2

is overestimated by at least two decades by the simulation. It was discussed that there

are several likely reasons for this difference, including an insufficient radial diffusion

model and the lack of the ability to model the flux dropout correctly. Since it is not

possible to model these currently, the understanding of the variability of the outer belt

is not complete.

At E = 4.2 MeV the wave models for chorus and plasmaspheric hiss were shown to

have a negligible effect on the electron flux, while using a more recent, advanced model

for the radial diffusion is able to significantly reduce the electron fluxes in the critical

regions. Unfortunately, the fluxes that were initially simulated correctly are reduced

by the advanced radial diffusion model as well. This indicates that the radial diffusion

rates are a critical component in improving the differences at large electron energies,

and more research on these needs to be done.

Overall, the results show that the BAS-RBM utilising the presented chorus, EMIC, and
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hiss diffusion models, performs well at electron energies below about 1 MeV, suggesting

that the presented wave models capture most of the underlying physics of the plasma

waves, at least in an average, statistical sense. At larger electron energies, which were

not commonly studied before, due to a lack of measurements, important problems with

the wave models remain, in particular with the ULF waves that drive radial diffusion.



CHAPTER 8

Summary and Conclusions

In this study, novel statistical models for lower and upper band chorus waves, electro-

magnetic ion cyclotron (EMIC) waves, and plasmaspheric hiss were presented. The

models were derived from a statistical analysis of the data from up to seven different

satellites and they were used to calculate the drift and bounce averaged pitch-angle

and energy diffusion rates. These were in turn utilised in the BAS-RBM to study their

effects on a global scale.

In the first part of this study, a novel statistical model for lower and upper band whistler

mode chorus waves was developed based on the data from seven different satellites,

which significantly improved the resolution of the parametrisation of previous models.

The results showed that chorus waves can be a significant electron acceleration and

loss process at energies lower than a few MeV. Initially the model was calculated by

performing a Gaussian fit to the wave spectral data, but improvements of the code to

calculate the diffusion rates allowed it to use the wave spectral data directly. It was

shown that these two methods produce similar results, proving that the initial fitting

method was reliable. Furthermore, improvements to the wave normal angle model were

made that affected the diffusion rates insignificantly in the energy range, where the drift

averaging approach, that is used to calculate the electron fluxes, is valid. Using the

wave spectral data directly led to the most important result of the chorus studies,

namely the development of a model that includes chorus waves at frequencies as low as

0.022 fce. It was shown that including the lower frequency chorus into the calculation

of the global electron fluxes improved the results leading to a better agreement between

the modelled electron fluxes and the data measured by the CRRES satellite.

In the case of EMIC waves, a global, average, and statistical model based on the wave

data from the CRRES satellite was developed. The results showed that EMIC waves

can be a significant loss process for the high energy electron flux with energies greater

than about 3 MeV and equatorial pitch-angles ranging from the loss cone up to about

60◦. EMIC waves are hence able to scatter all electrons with a pitch-angle less than
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60◦ into the loss cone over time. The remaining distribution therefore looked like a

“pancake distribution”.

Using a similar analytical technique as for the chorus wave model, a novel statistical

wave model for plasmaspheric hiss was developed that considerably improved the res-

olution of the parametrisation of previous hiss models. Furthermore, a novel method

to separate hiss from chorus was presented that allowed the identification of plasmas-

pheric hiss inside the plasmapause. More importantly this method also includes hiss in

plumes in a statistical sense, representing plasmaspheric hiss in this important region.

The results showed that plasmaspheric hiss is an important loss process for energies up

to a few MeV, and that it is vital to reproduce the measured fluxes.

Lastly, all these new wave models were included into the BAS-RBM to calculate the elec-

tron flux during a recent Van Allen Probes period, and to evaluate the BAS-RBM, as

well as each wave model. The results showed that the simulation is able to reproduce

the measured data well at electron energies less than about 1 MeV where the effects

of hiss and chorus are most important. The variability of the fluxes are reproduced

reasonably well and the general shape, including the inner edge of the radiation belt,

as well as periods of acceleration and loss are captured by the model and tend to agree

with the data.

However, at higher energies the results of the model and the data start to disagree,

where the fluxes tend to be overestimated by the model. It was shown that the overes-

timation is due to too much acceleration or too low loss rates. Various possible causes

were investigated, and it was shown that this issue is not caused by one individual pro-

cess, but rather a complex interaction between various waves. The most uncertainties

remain in the radial diffusion model that was used, and significant improvements of the

radial diffusion rates are likely to considerably improve the results.

This bears the general question how accurate the utilised wave models are. In the case

of the chorus, EMIC, and hiss wave models that were developed during this thesis, there

are still large uncertainties, since they are statistical models based on limited satellite

data, covering only a few solar cycles. This is particularly problematic for the presented

model of the EMIC waves, since data of less than one year including only 830 events
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were used. Furthermore, the coverage during times of high geomagnetic activity was

low, since extreme events are rare. Additionally, the high geomagnetic activities are

resolved insufficiently in the case of the chorus and EMIC wave database, as the largest

level is defined as AE > 400 nT. Therefore, it is proposed to add a second activity level

above AE > 750 nT, reaching a similar resolution of the geomagnetic activity as for

the presented plasmaspheric hiss wave model. Generally, all statistical wave models

will improve significantly, if the number of data included into the wave models was in-

creased considerably. For instance, the data of the EMFISIS instrument on board the

Van Allen Probes satellites might be included in the wave database, which is currently

being worked on.

As, the presented models remain statistical wave models, that capture the wave spectral

data in an average sense, excluding uncommon wave properties and extreme events, it

is therefore mandatory to perform case studies of rarely occurring wave parameters, in

order to identify the limits of each wave model.

The dispersion relation is an important component in the calculation of the diffusion

rates. The PADIE diffusion code is based on cold plasma theory and it neglects warm

plasma effects. While the plasma inside the plasmasphere is dominated by cold plasma,

the fraction of hot plasma increases considerably outside the plasmapause. Since

whistler mode chorus waves and EMIC waves are mainly found outside the plasma-

pause, hot plasma effects may become important for them. The difference between

hot and cold plasma theory becomes relevant at large values of the wave vector k.

For chorus waves this corresponds to waves with a large electrostatic component, and

hot plasma effects can therefore be neglected for the electromagnetic waves that were

studied here. In the case of EMIC waves, large k are associated with wave frequencies

close to the ion cyclotron frequencies. Since the frequencies of the EMIC wave model

presented here are well below the ion cyclotron frequencies, hot plasma effects should

also be small for them. Furthermore, waves with frequencies close to the ion cyclotron

frequencies are affected by significant cyclotron and Landau damping in hot plasma

theory, and would hence be considerably reduced anyway. Overall, the uncertainties of

the cold plasma approximation are therefore believed to be small.
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All the diffusion coefficients presented in this thesis were calculated using quasi-linear

theory, since it is yet not computationally feasible to employ fully nonlinear models.

Studies show that in particular chorus waves are highly nonlinear due to their short

duration rising or falling tone frequency structure [e.g. Omura et al., 2009; Santoĺık

et al., 2014a] and it is difficult to predict, whether the quasi-linear theory over- or

underestimates the diffusion rates, since the nonlinear theory depends on whether the

chorus elements are falling or rising in frequency. However, it was demonstrated by

Albert [2010] and Tao et al. [2012] that there is remarkable agreement between fully

nonlinear and quasi-linear simulations for waves with a wave power less than about

0.1 nT, which is higher than the wave power found in any wave model presented here.

Like most radiation belt models, the BAS-RBM currently does not include a magnetic

local time resolution, and hence drift averaged diffusion rates need to be utilised. Al-

though it was shown that drift averaged simulations are able to accurately predict the

overall shape of the electron pitch angle distribution [Shprits et al., 2009a], the drift av-

erage approach is only valid for electron energies above about 100 keV [Meredith et al.,

2016]. Therefore, valid simulations are currently limited to electrons with energies of

100 keV and above, which excludes potentially interesting effects at lower electron ener-

gies. Furthermore, most plasma waves show an asymmetry in their MLT distribution,

and these effects are therefore only included in an average sense. Employing a radiation

belt model with full MLT resolution would therefore not only allow the study of the

effect of wave-particle interactions on the electron distribution at lower energies, but

it would also considerably improve the accuracy of wave-particle interactions due to

waves with a strong MLT dependence, for instance hiss in plumes.

Despite these remaining issues, considerable improvements of the wave models were

achieved during this study. Furthermore, a method of using the highly-valued Van

Allen Probes data as boundary and initial conditions for the BAS-RBM was presented.

Implementing this method and the enhanced wave models into the BAS Space Weather

forecast, will therefore further improve the capability to provide reliable predictions of

dangers to satellites and humans in space, as well as strengthen our knowledge about

space weather effects.
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