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The aim of this study was to evaluate the performance of a modelling system used to represent the
northwest European shelf seas. Variants of the coupled atmosphere–ocean global climate model,
HadCM3, were run under conditions of historically varying concentrations of greenhouse gases and other
radiatively active constituents. The atmospheric simulation for the shelf sea region and its surrounds was
downscaled to finer spatial scales using a regional climate model (HadRM3); these simulations were then
used to drive a river routing scheme (TRIP). Together, these provide the atmospheric, oceanic and riverine
boundary conditions to drive the shelf seas model POLCOMS. Additionally, a shelf seas simulation was
driven by the ERA-40 reanalysis in place of HadCM3. We compared the modelling systems output against
a sea surface temperature satellite analysis product, a quality controlled ocean profile dataset and values
of volume transport through particular ocean sections from the literature.

In addition to assessing model drift with a pre-industrial control simulation the modelling system was
evaluated against observations and the reanalysis driven simulation. We concluded that the modelling
system provided an excellent (good) representation of the spatial patterns of temperature (salinity). It
provided a good representation of the mean temperature climate, and a sufficient representation of
the mean salinity and water column structure climate. The representation of the interannual variability
was sufficient, while the overall shelf-wide circulation was qualitatively good. From this wide range of
metrics we judged the modelling system fit for the purpose of providing centennial climate projections
for the northwest European shelf seas.
Crown Copyright � 2015 Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND

license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

The world’s shelf seas are very important to the world economy,
ultimately supporting 95% of global fish catches, and they play an
important role in the global marine ecosystems. The UK’s marine
industry (predominantly located on the continental shelf) includes
fisheries, oil and gas, shipping, renewable energy, and aggregate
extraction (Pugh, 2008). Despite the importance of this region,
during the UK’s first Climate Change Risk Assessment (CCRA, a
statutory requirement of the UK’s Climate Change Act, 2008) there
was found to be too little known about potential climate change
impacts on UK’s shelf seas (Pinnegar et al., 2012). Lack of regional
scale projections for temperature, salinity and stratification have
all been identified as important research areas (MCCIP, 2012).

The effects of climate trends and variability have already been
observed on the North West European (NWE) shelf for a wide
range of parameters (e.g. Cannaby and Hüsrevoğlu, 2009). There
has been a rapid increase in the north east Atlantic Sea Surface
Temperature (SST) around the UK and Ireland between 1983 and
2012 (HadISST; Rayner et al., 2003; Holt et al., 2012b) with the
largest increase evident in the southern North Sea and the eastern
English Channel, at a rate of 0.4–0.5 �C/decade (Dye et al., 2013b).
In addition to these observed trends there is also substantial
year-to-year variability. SST variability is greatest in the eastern
North Sea, while Near-Bed Temperature (NBT) variability is
greatest in the eastern and southern North Sea (Holt et al.,
2012b). Salinity on the shelf responds to changes in precipitation,
evaporation and river inflow, in addition to effects of the link to
open ocean salinity variations. Salinity records are characterised
by their long-term variability. The present period is the most saline
since the 1950, and has remained stable since 2003 (Dye et al.,
2013a).

There is a clear requirement for marine climate projections for
the NWE shelf seas (e.g. Pinnegar et al., 2012). Despite the useful
skill in global climate model simulation of aspects of large-scale
ocean behaviour (e.g. Shuckburgh, 2012), the shelf seas are poorly
represented in Atmosphere–Ocean Coupled General Circulation
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Models (AOGCM, or GCM). In addition to the poor spatial represen-
tation of the geography of shelf seas (e.g. GCMs often omit the
English Channel and the Irish Sea) important shelf seas processes
are excluded. Perhaps the most important of these is tides, which
are often the dominant source of mixing energy on the shelf. One
solution is to ‘‘dynamically downscale’’ the ocean component of
the GCM, as is routinely done for the atmosphere. A higher resolu-
tion, regional shelf sea model is driven by forcings derived from a
global model simulation. This approach has been used for a num-
ber of studies of the NWE shelf. There has been considerable mod-
elling of the NWE shelf seas (e.g. Skogen et al., 1995; Holt and
James, 2001; Proctor et al., 2003; Schrum et al., 2003; Holt and
Proctor, 2008; O’Dea et al., 2012; Wakelin et al., 2012; Mathis
et al., 2013), with several projections of the future climate
(Meier, 2006; Ådlandsvik and Bentsen, 2007; Ådlandsvik, 2008;
Holt et al., 2010, 2012a; Friocourt et al., 2012; Olbert et al., 2012;
Gröger et al., 2013; Mathis et al., 2013). Most climate modelling
studies have focused on individual basin, such as the Baltic Sea
(Meier, 2006), the North Sea (Ådlandsvik and Bentsen, 2007;
Ådlandsvik, 2008; Friocourt et al., 2012; Mathis et al., 2013) or
the Irish Sea (Olbert et al., 2012), whereas here we look at the
wider shelf seas region, including the North Sea, Celtic Sea, Irish
Sea, English Channel.

In this study we present and evaluate a new ensemble mod-
elling system which will be used in subsequent work to provide
climate projections for the NWE shelf seas. The modelling system
uses a shelf seas model (POLCOMS) to dynamically downscale
the HadCM3 model. The ocean lateral forcings are taken directly
from the ocean component of HadCM3 (the ocean boundary is
beyond the shelf break giving the POLCOMS control over exchange
with the open ocean (e.g. Holt et al., 2010)). The HadCM3 atmo-
sphere over the European region is downscaled with the physically
consistent regional climate model, HadRM3, which provides the
surface forcing to POLCOMS. The HadRM3 run-off fields provide
the riverine forcings via the river routing model TRIP. Thus
POLCOMS can receive information about changes in the climate
mean and variability from HadCM3 via the ocean, atmosphere or
rivers.

We use this modelling system to downscale a Perturbed Physics
Ensemble (PPE) designed to allow us to consider uncertainty in
shelf sea projections arising from uncertainty and limitations in
HadCM3. The coarseness of climate models (such as HadCM3)
necessitates the use of (imperfect) parameterisations, which may
have some poorly constrained parameters, to represent sub-grid
scale processes. The ensemble is designed to sample the range of
uncertainty associated with the parameters of the HadCM3 atmo-
sphere. Other potential sources of uncertainty, which are outside
the scope of this study, include: the forcing model or shelf sea
model structure and grid size; the driving methodology; the effect
of unforced climate variability on initial conditions and the future
emissions of greenhouse gas. In addition, the regional atmosphere
model is not coupled to the shelf seas model, introducing an addi-
tional source of uncertainty.

This paper focuses on evaluation of the present day NWE shelf
seas, as given by our modelling system. Climate models are gener-
ally not initialised from, or constrained by, observations, and so the
phases of the natural variability in a historical simulation are not
expected to be as observed in the real world. This does not invali-
date their use in looking at many of the statistics of natural vari-
ability or long-term climate trends. We typically compare
30-year modelled and observed mean (and variance) fields, so as
to reduce the effect of natural year-to-year climate variability.
Low frequency natural variability, however, will still influence
the comparison against observations. To make an assessment of
the role of low frequency variability, we run a shelf sea simulation
using forcings from a long HadCM3 ‘‘control’’ climate simulation,
which has fixed, pre-industrial radiative forcings.
2. Method

Our ensemble of shelf seas simulations is produced by
POLCOMS (Proudman Oceanographic Laboratory Coastal Ocean
Modelling System), which is driven by consistent atmosphere,
ocean and riverine forcings derived from an 11-member PPE. The
methodology is based on, but further developed from, that of
Holt et al. (2010). Each shelf seas simulation is run as a transient
experiment over the 1952–2098 period (here we focus on the his-
torical period). The overall chain of models in our modelling sys-
tem is as follows (Fig. 1): HadCM3 is run with historically
time-varying concentrations of greenhouse gas and other radia-
tively active constituents; the ocean component of the HadCM3
provides the oceanic boundary forcing; the HadCM3 atmosphere
over the NWE shelf sea region is dynamically downscaled with
an ensemble of physically consistent variants of the
(atmosphere-only) regional climate model HadRM3 (Jones et al.,
2004) providing the surface forcing for the shelf seas model; The
river inflow to the shelf seas is provided by passing the HadRM3
run-off through the river routing model TRIP (Total Runoff
Integrating Pathways; Oki and Sud, 1998; Oki et al., 1999). This
chain of models is run for each member of the PPE to span the
range of uncertainty of the PPE. This hierarchy of models provides
a set of self-consistent forcing with which to simulate the shelf
seas, albeit with the limitation of not allowing the shelf seas to
feedback to local atmosphere of the wider climate.
2.1. Climate forcings

The HadCM3 model (Gordon et al., 2000; Pope et al., 2000), on
which the PPE is based, has been used extensively, both for climate
projections, including in the IPCC (Intergovernmental Panel on
Climate Change), Third Assessment Report (TAR), and Fourth
Assessment Report (AR4) (IPCC, 2001, 2007), and also for investiga-
tions of climate variability (e.g. Gregory et al., 2004; Knight et al.,
2005). The atmosphere has a horizontal resolution of 2.5� � 3.75�
with 19 vertical levels. The ocean has a resolution of
1.25� � 1.25�, with 20 depth levels. The PPE that we use was devel-
oped by the Quantifying Uncertainty in Model Projections (QUMP)
project, and is described in detail in Collins et al. (2011) and Harris
et al. (2013). Here we give a brief overview.

The PPE basis model differs from the CMIP3 (third phase of the
Coupled Model Intercomparison Project) version of HadCM3 by
using flux adjustment. Flux adjustment allows a wide range of
parameter perturbations to be explored, while limiting model
climate drift under fixed greenhouse gas conditions. Around 30
parameters of the atmosphere component (given in Table 1 in
Rougier et al., 2009) were perturbed within expert-specified
ranges. A wide range of single and multiple parameter perturba-
tion simulations (�280) were run to equilibrium, using
slab-ocean-model versions and under both fixed-present-day and
doubled-CO2 conditions. The resulting estimates of equilibrium
climate sensitivity (a measure of how much the global mean tem-
perature eventually rises with a doubling of CO2) were divided into
16 equally probable bins and the parameter-set that best validated
against observations in each bin was noted. This gave an ensemble
of 17 multiple perturbed parameter settings, with inclusion of
the unperturbed or standard ensemble member, with a range of
equilibrium climate sensitivity ranging from (2.26–5.46 �C, Harris
Pers. Comm.). The perturbations from this set were then applied to
the fully coupled HadCM3 version for transient policy-relevant



Fig. 1. Chain of models. The global climate model HadCM3 drives the regional climate model HadRM3, which provides forcings for the river routing model TRIP (black
arrows). The shelf seas model POLCOMS gets its oceanic forcings from HadCM3 (blue arrow), atmospheric forcings from HadRM3 (red arrow) and riverine forcings from TRIP
(green arrow).
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historic and future forcings experiments. This ensemble was eval-
uated by Collins et al. (2011; labelled AO-PPE-A), who found that
the ensemble mean was within the observational uncertainty for
a number of variables, including temperature (both land-surface
air temperature and SST), precipitation and radiation (net
top-of-atmosphere flux, outgoing longwave and shortwave fluxes).
Overall, the ensemble was found to perform well when compared
to a CMIP3 multi-model ensemble.

Although climate sensitivity is an important index to describe of
the behaviour of a global climate model, it may not be the most
important index for the response of the NWE shelf seas to climate
change. We will test this in following studies. Selecting parameters
to span the distribution of a different index (e.g. NAO) would lead
to a different ensemble of models, which may affect the uncer-
tainty range of the resultant ensemble. For this reason the study
should be considered as a preliminary investigation of uncertainty
in simulated shelf sea behaviour due to the uncertainty in the driv-
ing global and regional climate models. Considerable further work
is needed in future to understand the optimum approach to sam-
pling the uncertainty associated with the driving climate models.
Our contribution is to use a single sampling approach based on
available GCM simulations. Production of further large ensembles
with alternative sampling approaches will be computationally
expensive and may best be organised as a community activity.

HadRM3, which downscales the PPE-simulated European atmo-
sphere, is a high-resolution version of the atmospheric component
of HadCM3, with a horizontal resolution of 0.22� � 0.22� (�25 km),
and 19 vertical levels. The domain has been set up on a rotated pole
to give near square grid boxes over Europe. It is forced at its lateral
and surface boundary by the global PPE simulations. HadRM3 has
been widely used for the European region (e.g. Déqué et al.,
2007; Murphy et al., 2009) and other regions around the world
(e.g. Bhaskaran et al., 2011). The atmosphere of each member of
the PPE was dynamically downscaled with HadRM3 using appro-
priate parameter settings (which may be adapted for grid size).
Six ensemble members with a common parameter setting did
not validate well against atmospheric and surface observations
and were excluded, leaving 11 members available for surface forc-
ing. The rejected ensemble members are not thought to bias the
regional PPE, as they were distributed fairly evenly through the
range of climate sensitivities. We consider each ensemble member
to be equally likely, although future analysis may lead to
weightings for the ensemble members. A number of studies have
evaluated and used aspects of this 11-member ensemble, including
extreme temperature (Brown et al., 2014), precipitation
(Sanderson et al., 2012) and large-scale European atmospheric cir-
culation (Clark and Brown, 2013).

The river routing TRIP model (Oki and Sud, 1998; Oki et al.,
1999) post-processes the surface and subsurface runoff output
from HadRM3 and, using a pre-defined half degree river network
(Simulated Topological Network at 30-min spatial resolution
(STN-30 version 6.01) (Vorosmarty et al., 2000a, 2000b; Fekete
et al., 2001), advects moisture downstream. This approach ensures
the river flow forcing is consistent with the atmospheric forcing.
Previous work, which assessed UK river runoff from the same
HadRM3 ensemble (not routed through TRIP), found that this
was in good agreement with observations, capturing the magni-
tude and monthly variations in flow (Sanderson et al., 2012).

2.2. Shelf seas model: POLCOMS

POLCOMS (Holt and James, 2001) is a primitive equation,
three-dimensional, baroclinic, finite-difference coastal ocean
model. The configuration used here has a horizontal resolution of
1/9� latitude by 1/6� longitude (�12 km) with 34 vertical levels.
The domain (Fig. 2) extends from 43�N to 63�3302000N and
18�200W to 13�E, however, the south west corner (from
51�5302000N, 18�20W to 43�2604000N, 8�200W) is outside the domain
of the regional atmospheric model (HadRM3 on a rotated grid) and
so is excluded (e.g. Fig. 1).

The POLCOMS implementation used was based on that of Holt
et al. (2010), but was adapted for our purposes in a number of
ways. The oceanic, open boundary conditions were taken directly
from the ocean component of the PPE. This has a number of advan-
tages over climatological forcing. The notable differences between
the behaviour of the coarse resolution ocean component of
HadCM3 and POLCOMS, however, led to some complications. The
ocean boundary forcings and initial conditions were interpolated



Fig. 2. The complete model domain showing validation regions (red dotted line:
North Sea; green dotted line: Outer Shelf region; blue dotted line: Celtic Seas
region), which are further broken down into smaller analysis regions (dark grey
lines): 01 Southern North Sea; 02 Central North Sea; 03 Northern North Sea; 04
English Channel; 05 Skagerrak/Kattegat; 06 Norwegian Trench; 07 Shetland Shelf;
08 Irish Shelf; 09 Irish Sea; 10 Celtic Sea; 11 Armorican Shelf; 12 NE Atlantic (S); 13
NE Atlantic (N).
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with a Gaussian interpolation to the POLCOMS horizontal grid and
then linearly interpolated from the HadCM3 depth levels to the
POLCOMS s-levels. The method used to relax the boundary forcings
into the model domain was altered (both the width and weightings
of the relaxation zone) to reduce the numerical instabilities intro-
duced by sharp transitions between the HadCM3 and POLCOMS
density fields.

The baroclinic ocean forcings of HadCM3 introduced a
significant unrealistic, persistent eddy within the truncated Bay
of Biscay. This was reduced by introducing a secondary ‘sponge
layer’ (south of 48�3302000N, and within the Porcupine Seabight)
where the horizontal diffusion (of both the tracers and velocities)
is doubled (it is increased by an order of magnitude in the main
sponge layer). This was shown to have little effect on the
circulation outside the region.

The model outputs were recorded monthly, rather than daily,
and were de-tided with a Doodson tidal filter (e.g. Pugh, 1987)
rather than with a simple 25 h mean. Fifteen tidal constituents,
taken from a North Atlantic tidal model (Flather, 1976) were also
used as boundary conditions. The atmospheric forcings from the
unperturbed ensemble member were similar to those used in the
study of Holt et al. (2010).

A region mask for POLCOMS (Holt et al., 2012a) is used to aid
analysis (Fig. 2). The mask is further simplified into 3 regions:
the ‘North Sea’ (combining the northern, central and southern
North Sea regions from Fig. 2); the ‘Celtic Seas’ (combining the
Celtic Sea, the Irish Sea and the English Channel); the ‘Outer
Shelf’ region (combining the Irish Shelf and the Shetland Shelf).
These regions are combined into the ‘shelf’ region for the purpose
of validation (this excludes the Kattegat, Skagerrak and the
Norwegian Trench).
2.3. Experimental design

The full 11-member regional downscaled atmospheric PPE
ensemble was used to drive POLCOMS, together with associated
oceanic boundary conditions and river inflow. Each shelf sea simu-
lation was downscaled as a transient run for the 1952–2098 period
by following the modelling chain described above (Fig. 1). The
1952–1960 period is considered spin-up. The unperturbed model
simulation is referred to as ens_00, the perturbed members as
ens_xx where xx range from 01 to 10. To provide an estimate of
unforced climate variability of the NWE shelf seas in the absence
of historical changes in radiative constituents, a 146-year
pre-industrial control run of a single HadCM3 PPE variant (the
unperturbed member) was downscaled with POLCOMS (ens_ctrl).
However this was run with atmospheric and (TRIP routed) riverine
forcings from HadCM3. The use of lower spatial resolution surface
fluxes to drive POLCOMS is common (Holt et al., 2012a, 2014) and
sensitivity test repeating ens_00 with global forcings gave
comparable results justifying this approach in the absence of a
downscaled atmosphere.

In order to validate the model set-up, a re-analysis forced
simulation was run. ERA-40 reanalysis data (Uppala et al., 2005)
was used to force the regional climate model HadRM3, which then
provided POLCOMS and TRIP atmospheric forcings. As data
assimilation was not used there was a risk that HadRM3 will
deviate from the ERA40 reanalysis, although this was minimised
by carefully selecting the regional model domain (Jones et al.,
1995, 1997). Observationally constrained oceanic forcings for this
simulation were taken from Holt et al. (2010) and consist of a
30-year climatology created by driving a large area POLCOMS
domain with the Forecasting Ocean Assimilation Model (FOAM;
Bell et al., 2000). Refer to Holt et al. (2010) for further details.
This model simulation is referred to as ERA_sim.

2.4. Observational datasets and analysis techniques

The observational OSTIA (Operational Sea-Surface Temperature
and Sea-Ice Analysis) SST analysis product (Roberts-Jones et al.,
2012) provides a predominantly satellite based dataset. This anal-
ysis combines different bias corrected satellite products to reduce
the bias of the overall product. Monthly maps are used between
1986 and 2006, allowing the climatological monthly mean and
standard deviation to be calculated directly. The OSTIA data was
of a slightly lower resolution than the POLCOMS model grid and
so was bi-linearly interpolated onto the model grid. The data was
also slightly smoother than the resolution suggests, due to the
correlation length-scales used in the OSTIA reanalysis system.

The quality-controlled in-situ EN3 temperature and salinity pro-
file dataset (Ingleby and Huddleston, 2007) (between 1960 and
2005) was also used, to validate the simulated monthly mean fields
of Sea-Surface and Near-Bed Temperature and Salinity (SST, SSS,
NBT, NBS), as well as integrated water-column structure variables,
including Potential Energy Anomaly (PEA) and Mixed Layer Depth
(MLD). The EN3 data set was insufficient to assess the temporal
performance of the model. The data were averaged over the years
to produce a mean monthly climatology, although this was still
affected by the limitations in temporal and spatial sampling, so it
can only be used as a guide. Each observed profile within the model
domain was assigned to the nearest grid box, with these then aver-
aged for a given month and year. The dataset was then averaged
over years to give a monthly mean, a standard deviation and num-
ber of profiles (in the each grid-box). For a given month, grid boxes
with profiles from less than 4 years were excluded from the
multi-annual statistics used in the later evaluation. This reduced
the number of grid-boxes with EN3 observations to 11,500,
approximately 12% of the available data (as shown in Fig. 5).

The Mixed Layer Depth (MLD), which typically is the depth of
the pycnocline, was calculated as the depth of water where the
density matches that of the equivalent density of the reference
depth (6 m) if the temperature reduced by 0.5 �C (Wakelin et al.,
2009).

MLD ¼ zðqðT; SÞ ¼ qðT6m � 0:5 �C;SÞÞ

In order to quantify stratification, we used the Potential Energy
Anomaly (PEA, Simpson and Bowers, 1981) which is equivalent to
the amount of energy required to fully mix a stratified water col-
umn. This is defined as:
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PEA ¼ � g
h

Z 0

z¼�h
zðqðT; SÞ � qðT; SÞÞdz

where h is the depth of water (limited to 400 m), g is gravity, z the
vertical coordinate (positive upwards), and an over bar represents
depth average.

In the absence of spatially coherent, gridded current observa-
tions, we turned to observed volume transport cross-sections to
assess the shelf-wide circulation. To quantify these current
strengths, post-processed detided net-volume transport rates were
calculated through the cross-sections presented in Lowe et al.
(2009) (validating Holt et al. (2010); see Fig. 10), located close to
observed estimates (Svendsen et al., 1991; Turrell et al., 1992;
Prandle et al., 1996; Danielssen et al., 1997; Brown et al., 1999,
2003; Holt et al., 2001; Fernand et al., 2006). This however is a
semi-qualitative test, as there are very few observations and those
available are for particular years, but is useful as an illustrative tool
to validate the model in the context of the broader scale
circulation.

3. Statistical evaluation framework

The climate system has a wide range of temporal variability,
including externally forced variability (e.g. the climatic response
to changes in the external forcings such as solar or volcanism),
and internally generated (unforced) variability.

The climate system has many components that respond on dif-
ferent timescales, with non-linear interactions, and so the system
is rarely in equilibrium (IPCC, 2001) – this leads to unforced
Natural Variability (NV) such as the El Niño-Southern Oscillation
(ENSO) and the North Atlantic Oscillation (NAO). Additionally the
climate is subject to both natural external forcings such as volcanic
eruptions and changes in solar forcings, and anthropogenic forc-
ings from greenhouse gases (GHGs) emissions. Thus the climate
expresses variability over a wide range of frequencies, from high
frequency events, such as individual storms, to low frequency
events, such as the NAO and Atlantic Multidecadal Oscillation
(AMO). When looking at a period (e.g. 30 years) of the climate (a
sample), low-frequency variability (e.g. with a period greater than
60 years) can contaminate the sample mean, introducing an appar-
ent bias compared to the underlying true (population) mean.

Climate models are designed to capture the behaviour of this
climate variability: by representing their underlying mechanisms,
they simulate the amplitude, period and spatial patterns of many
modes of variability. However, except when set-up for seasonal
or decadal forecasts (which is not the case here), they do not aim
to reproduce the observed phase of the variability. Therefore
directly comparing a climate model to observations year by year
is not meaningful, as any apparent model-observation differences
will very likely be contaminated by differences between the mod-
elled and observed phase of the high- (and low-) frequency climate
variability. A common approach is therefore to compare the model
and observed climate statistics over a period (often 30 years).
However, this is still contaminated by the low-frequency
variability.

A pre-industrial climate simulation makes it possible to assess
the distribution of 30-year climate mean due to unforced NV.
This can give us bounds to how much a modelled 30-year mean
can vary simply due to the phase of the NV. The real world is a sin-
gle realisation from a theoretical distribution of real-world 30-year
climate means associated with NV. However, as the climate is not
stationary, we cannot use the recent past to estimate the spread of
this distribution, and we have no grounds to assume that it has the
same width as the modelled distribution or will remain the same in
the future. Furthermore, we do not know whether the observed,
single realisation is above or below the mean of the distribution,
or whether it is near the centre, or in the tails of the distribution.
Thus, assuming the single realisation of the observations are not
from a tail of the observations distribution, if the single realisation
of the observations fit within the modelled distribution, we know
that the modelled and observed distributions overlap. If the single
realisation of the observations does not fit within the modelled dis-
tribution, we know that the two distributions are not identical, but
we do not know if the distributions overlap. Therefore apparent
discrepancies between the modelled distribution and the observa-
tion sample could be due to the relative phases of the NV, or due to
the model-observation bias. We therefore do not ask how well the
modelling system validates against the observations. Instead, we
ask whether the observations are consistent with the modelled
ensemble. We have insufficient information to separate any incon-
sistencies into model-observation bias from differences in the
phase of NV. However, as ERA_sim has the same phase of variabil-
ity as the observations, and perhaps similar downscaling model
bias as ens_xx, it provides additional information to the problem.

We consider the modelled-, real- and reanalysis-world to be the
combination of a low- and high-frequency variability components
and the climate mean state, and calculate each component sepa-
rately. For the ensemble, we are able to estimate each of these
components. Two estimates of the low frequency variability can
be made from the pre-industrial control simulation, and from the
ensemble spread, each with its own complications. The modelled
mean climate can be estimated from the ensemble of 30-year
means, and the modelled high-frequency variability can be esti-
mated from the near present day period of the simulations. The
observed and reanalysis high-frequency variability can also be esti-
mated from the respective near-present day periods, but no esti-
mate can be made of the distribution of the low-frequency
variability or the mean climate state.

Therefore we use the following statistical framework.

1. Compare the two estimates of the modelled low-frequency
variability. The control simulation is relatively short (containing
5 samples) and is forced by a non-downscaled atmosphere
component. The ensemble spread contains both NV and model
parameter uncertainty, which may be important in the present
day. These two variance estimates will be compared with an
f-test.

2. Assess whether the single observed 30-year mean is consistent
with the modelled distribution of 30-year means. We fit a
Gaussian distribution to 30-year-means of the 11 ensemble
members and see where the observations (and ERA_sim) fit
within the associated cumulative probability distribution.
Differences may be due to model (or observational) bias, phase
of NV, or the differing forcings lead to different mean statistics.

3. Assess whether the single reanalysis (ERA_sim) 30-year mean is
consistent with the modelled distribution of 30-year means.
Differences are due to model-observation bias and differences
in the modelled and reanalysis phase of low-frequency, how-
ever, as the reanalysis and observed NV should have the same
phase, differences between test 2 and 3 give information to help
differentiate between the model bias and NV.

4. Compare the modelled and observed high-frequency variance
(inter-annual variability) with an f-test. The ensemble interan-
nual high-frequency variability is calculated by removing the
30-year mean from present-day of each respective ensemble
member, and then concatenating the resultant anomalies along
the time dimension.

5. Compare the modelled and reanalysis high-frequency variance
(inter-annual variability) with an f-test.

In addition to assessing test 2 and 3 individually in a spatial
context (looking at maps of the position within the modelled



Fig. 3. Implications of the position of the observations and ERA_sim estimates
within the modelled distribution of a particular variable. The x- and y-axes
represents the position of the observations and ERA_sim within the modelled
distribution respectively, with the three columns/rows representing the left tail
(p < 0.05), middle of the distribution (0.05 < p < 0.95) and the right tail (p > 0.95).
When the observations fall in the left tail of the modelled distribution, we look to
the left column, and when the ERA_sim realisation falls within the left tail of the
modelled distribution, we look to the bottom row. In such a case both the
observations and ERA_sim realisation is below the modelled distribution, and
possible explanations for this is given by points 2 and 3 in Table 1: There is a
difference in NV between the observations and the modelled simulation, or there is
a bias in the climatological forcings.
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distribution), they are interpreted in concert (plotting the per-
centile values of ERA against observations for each co-located
point). This shows how much agreement there is in the spatial pat-
terns of how the observations and ERA_sim realisation fit within
the modelled distribution. For example, this shows how much data
there are where both the observations and ERA_sim are both
greater than the modelled distribution, compared to the observa-
tions being greater, and ERA_sim being less, than the modelled.
There are a number of causes (Table 1) which would lead to such
scenarios, and these are illuminated in Fig. 3.
Table 1
Possible interpretations of relative observation and ERA_sim 30-ye

1. Observations and ERA_sim are consistent with the modell
2. There is a different phase of NV between the reality and t
3. There is a bias in the climate model forcings
4. There is a model bias associated with the shelf seas downsc
5. There is an observations bias
6. There is a bias in the ERA-40 forcings
There are also combinations between the biases
7. POLCOMS model bias (+ve/�ve) and ERA bias (+ve/�ve) re
8. Observation bias (+ve/�ve) and ERA bias (�ve/+ve) respec
9. Model bias (+ve/�ve) and observation bias (+ve/�ve)
By assessing the variables, seasons and regions where the
observations and ERA_sim fall within the modelled distribution,
we can start draw some conclusions on the role of model/observa-
tion/reanalysis bias and NV. We, like most climate studies (e.g.
Flato et al., 2013), have insufficient information to thoroughly val-
idate the system in the way that one might validate a near-term
forecasting system; however, we have adopted this approach to
make as thorough an assessment as possible.

We use this approach to assess the ensemble against the OSTIA
SST, EN3 NBT, SSS, NBS, MLD and PEA. We assess all months, but only
show February and July as exemplar winter and summer months
with good data coverage (only July for MLD and PEA). This approach
is not used to assess the volume transport through the cross-
sections. These currents are often topographically constrained and
so climate variability is likely to be of secondary importance.
Instead we assess their seasonal cycle against the observations.

4. Results

Here we describe the results of the model evaluation. We sum-
marise the key findings in Table 5.

4.1. Assessment of model drift and low-frequency variability from a
pre-industrial control simulation

The dynamically-downscaled NWE shelf in ens_ctrl allows us to
both assess drift that may arise from the driving climate model,
and also to assess the modelled unforced internal climate variabil-
ity. This is one of the first published pre-industrial control runs
downscaled for the NWE shelf, and so provides an important data-
set. Previous studies have assessed the variability of the shelf seas
from observations and from models driven by atmospheric reanal-
yses (Holt et al., 2012b). However, these studies are comparatively
short (�40 years) and implicitly include recent climate change sig-
nals. As we have noted, this pre-industrial shelf seas simulation is
forced directly by relatively coarse resolution atmospheric forcing
data, rather than being downscaled prior to use. It should be noted
that this might be expected to affect, and possibly limit the shelf
seas variability represented.

For most of the shelf regions analysed (Fig. 2), the annual mean
SST and NBT were found to have statistically insignificant absolute
linear trends of less than 0.01 �C/decade (all regions, including the
open ocean had absolute linear trends less than 0.025 �C/decade),
when tested with a regression analysis to the 5% level, and mod-
elling the errors as an AR(1) process. SSS and NBS also have statis-
tically insignificant (at the 5% level) absolute linear trends of less
than 0.02 psu/decade for all shelf regions except the English
Channel which has a statistically significant SSS increases at
0.0196 psu/decade (±1.96 S.E.).

The annual mean range of values on the shelf for ens_ctrl is
given in Table 2). The 50th percentile SST for the whole shelf is
10.96 �C but ranges from 10.43 to 11.56 �C from the 5th to the
95th percentile. The NBT show a similar range, with 90% of the data
ar mean position within the ensemble modelled distribution.

ed distribution
he modelled ensemble

aling technique (common to both ens_xx and ERA_sim)

spectively
tively



Fig. 4. Drift and variability from the pre-industrial control run. The four columns re
Temperature (NBT), Near-Bed Salinity (NBS) respectively. Upper row shows the area-ave
full 146-year control run, with error bars showing ±1.96 SE (bold when the trend is sta
annual mean SST (and SSS, NBT, SSS), with horizontal lines highlighting the 5th, 20th, 50
the entire shelf. The linear trend for n years (y axis) were calculated with a moving win
2 P n > 70. Here we present the 1st, 5th, 20th, 50th, 80th, 95th and 99th percentile trend
against n, on the y axis. This is repeated in the fourth row for the exemplar southern N

Table 2
Distribution of annual- and shelf-mean surface and bed, temperature and salinity
from the downscaled pre-industrial control simulation, ens_ctrl, as represented by
the 5%, 20%, 50%, 80% and 95% percentile values.

Annual shelf
mean

5%
percentile

20%
percentile

50%
percentile

80%
percentile

95%
percentile

SST: 10.43 10.68 10.96 11.36 11.58
SSS: 34.29 34.42 34.55 34.68 34.81
NBT: 8.79 9.03 9.34 9.64 9.89
NBS: 34.41 34.53 34.64 34.76 34.88
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lying within 1.1 �C. Surface and bed salinity have a range of
�0.5 psu.

In a stable climate, as represented by a control run with little
drift, the longer-term warming approaches zero. Shorter periods
of warming (and cooling), however, are expected under the influ-
ence of unforced variability. Understanding the range of these
short-period trends puts any analysis of the influence of green-
house gas increases on similarly short-period observed or pro-
jected trends into context. The distribution of linear trends over
n years (where 2 > n > 70 yrs), was calculated (Fig. 4; Table 3; note
present the Sea-Surface Temperature (SST), Sea-Surface Salinity (SSS), Near-Bed
raged, linear drift in the annual mean temperature (left) and salinity (right) over the
tistically significant at the 5% level). The second row shows the distribution of the
th, 80th and 95th percentile values. The 3rd row shows the scales of variability over
dow through the 146 years, and the distribution calculated. This was repeated for
multiplied by n (as the blue, green, red, black, red, green and blue lines respectively)
orth Sea region, to illustrate the variability of the most variable regions.



Table 3
Range of sustained linear warming of n years in the pre-industrial control simulation. The 5th and 95th percentile values for the southern North Sea and the shelf validation region
(excluding the Norwegian Trench and the Kattegat/Skagerrak). The southern North Sea is included as an exemplar region as it shows the greatest variability over the 4 variables
than other regions.

Region n dSST/yr dSSS/yr dNBT/yr dNBS/yr

Southern North Sea 2 �1.05: 0.97 �0.69: 0.72 �1.04: 0.96 �0.63: 0.64
Southern North Sea 5 �0.29: 0.27 �0.19: 0.25 �0.28: 0.27 �0.17: 0.22
Southern North Sea 10 �0.12: 0.13 �0.08: 0.08 �0.12: 0.13 �0.07: 0.07
Southern North Sea 30 �0.02: 0.02 �0.02: 0.02 �0.02: 0.02 �0.02: 0.02
Validation Shelf 2 �0.66: 0.72 �0.21: 0.21 �0.66: 0.64 �0.18: 0.18
Validation Shelf 5 �0.19: 0.20 �0.07: 0.07 �0.20: 0.21 �0.06: 0.06
Validation Shelf 10 �0.09: 0.09 �0.03: 0.03 �0.09: 0.10 �0.03: 0.03
Validation Shelf 30 �0.02: 0.02 �0.01: 0.01 �0.01: 0.02 �0.01: 0.01
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that the number of samples decreases with increasing value of n).
The analysis suggest that a warming or cooling of the entire shelf of
0.35 �C/yr over a 2 year period is not uncommon (the 80th (95th)
percentile at 2 years is 0.35 �C/yr (0.72 �C/yr)), whereas over even
a 5 year period, a sustained warming rate greater than 0.2 �C/yr
is rarer (the 95 percentile is 0.2 �C/yr). When looking over longer
periods, the likely rates of sustained change rapidly decrease, so
the 95th percentiles for shelf wide SST warming for 10 and
30 years are 0.09 �C/yr and 0.02 �C/yr respectively.

Certain regions are more variable than others, while larger
regions tend to be less variable, as they are able to average the
small scale variability out. The southern North Sea is identified as
a particularly variable region for the four fields considered here
(surface and bed, temperature and salinity), and so is included in
Fig. 4 and Table 4 to compare to the shelf wide value. For example,
while the 95th percentile of 5-year linear trend of SSS change for
the entire shelf is 0.07 psu/yr, for the southern North Sea it is
0.25 psu/yr.

4.2. Qualitative assessment of ERA_sim, ens_00 with observations

Overall, both ERA_sim and ens_00 capture the main features of
the mean state of NWE shelf seas (Fig. 5a). In the winter, the
observed (OSTIA) and modelled SST field clearly show the shelf
break current. The warmest temperatures are in the south-west
of the domain (in the Bay of Biscay), with the coolest tempera-
tures in the Skagerrak/Kattegat and the eastern North Sea. In
the summer, the modelled SST field reproduce (OSTIA) observed
features such as the warm temperatures along the southern
North Sea and relatively cool regions around north-east Scotland
and Brittany. The ERA_sim SST field tends to be too warm (rela-
tive to observations), in the summer, while the ens_00 has a ten-
dency to be too cool in the winter, and too warm in the summer.
The modelled winter NBT field is spatially similar to the EN3
observations, although the ens_00 tends to be too cold. The sum-
mer NBT field (June–August) tends too be warm in the mixed
regions, and too cool in the stratified regions, as a result of the
modelled MLD begin too shallow. In the summer, when much
of the shelf is stratified, the pattern of the NBT is dominated by
the stratified/mixed regions. The model reproduce many of the
observed features, including the warm (mixed) regions in the
southern North Sea, Dogger Bank, English Channel and even east
of the Isle of Man, although this is greater in the model. The
EN3 NBT field shows a cooler plume emanating from the region
of the Elbe river mouth, which is reproduced by the ens_00, but
is absent in ERA_sim.

The salinity field modelled by ERA_sim and ens_00 also cap-
tures most of the key features of the EN3 observations. The models
pick up the observed lower salinities in the coastal regions, with
the higher salinity in the centre of the North Sea. The ERA_sim
tends to be slightly more saline than the observations, while
ens_00 tends to be fresher. The surface salinity observations in
the Norwegian Trench show a large region of low salinity water,
associated with the Baltic outflow, which is much weaker in the
modelled simulations. The EN3 observed salinities are also very
low in the very eastern North Sea, from the German Bight (extend-
ing up the Norwegian Coast, including the Skagerrak/Kattegat) and
this is reflected in the ens_00 and, to a lesser extent, in ERA_sim
(which has higher salinities in these regions). The models tend to
reproduce the observed (both SSS and NBS) haline intrusion from
the English Channel into the southern North Sea (absent in the
ens_00 summer). The NBS tend to be similar to the SSS, with the
exception of the Norwegian Trench which is salinity stratified
throughout the year, with NBS influenced by salty North Atlantic
water, rather than fresh Baltic outflow – the models better repre-
sent the Norwegian Trench NBS than SSS.

4.3. Evaluation of modelled spatial patterns

Here we compare the modelled spatial patterns to the observa-
tions. These spatial patterns tend to be driven by internal processes
(include geography, bathymetry and tides) and so are similar
across the ensemble. We therefore compare the ERA_sim, and an
exemplar ensemble member (ens_00) to the observations using
Taylor diagrams, before considering the wider ensemble.

Overall the Taylor diagrams show that the ERA_sim and the
ens_xx ensemble represent the spatial patterns of the observed
temperature very well. The salinity patterns are also well repre-
sented by ERA_sim and the ens_xx ensemble, although the ampli-
tude of the ERA_sim salinity pattern is weaker than in the
observations. These results suggest the modelling systems is cap-
turing the underlying processes and dynamics of the system, sup-
porting their use as the basis of a set of climate projections.

The first Taylor diagram (Fig. 6a) shows that the spatial patterns
of the shelf-wide ERA_sim SST tend to validate particularly well.
There is an observed large-scale temperature pattern, with higher
temperatures to the south, and cooler temperatures to the north
(Fig. 5a), which the model captures (r = 0.99 for OSTIA annual mean
SST). Validation regions with dominant large-scale temperature
patterns (e.g. the north–south aligned Outer Shelf region, and the
Celtic Seas region with a strong temperature gradient between
the Celtic Sea in the SW and the Irish Sea in the NE) perform well
(OSTIA r = 0.97, Celtic Seas and Outer Shelf). The North Sea is
slightly disadvantaged compared to the other regions as the
large-scale temperature pattern is weaker. Most of the region
(75%) is of a very similar temperature (within 0.8 �C), and so the
spatial pattern associated with the bathymetry, circulation and
stratification is more important (Fig. 5a). These factors are reflected
in the slightly lower correlation (North Sea annual mean SST:
OSTIA r = 0.93). The model tends to validate better against OSTIA
than the EN3 dataset, largely due to paucity of data in the EN3
observations.

Near-bed temperatures (Fig. 5b) tend to validate fairly well,
with r > 0.8 for all regions. During the stratified months the NBT
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develops a complex spatial pattern (Fig. 5b) with fronts delineating
the mixed regions, where NBT matches the SST, from the stratified
regions, where the summer NBT vary little from their winter val-
ues. This pattern, reflected in the annual means, is fairly well cap-
tured by the model, and so leads to strong correlations, r > 0.8, for
all regions. The model has a tendency to express slightly too much
variability, particularly in the Outer Shelf region, and in the
summer.

The large-scale salinity pattern is very different from the tem-
perature pattern (Fig. 5a) and is largely controlled by internal
dynamics, and the location and strength of the freshwater inputs
(rivers and the Baltic) rather than large-scale atmospheric or even
oceanic patterns. Thus the main pattern is effectively a function of
the distance from, and strength of, the river and Baltic outflows,
and the shelf circulation. Therefore matching the model and
observed salinity patterns is much more difficult, as reflected by
Fig. 5. (a) Present day mean climate. February and August SST and SSS is compared acr
(2nd row), ens_00 (3rd row) and (b) same as (a) but for EN3 NBT and EN3 NBS.
the lower correlations (r) and increased relative root mean square
(rrms). The modelled Dooley Current in the North Sea separates the
higher salinity oceanic water from the lower salinity shelf water,
but this is less clear in the observations. Furthermore, the model
does not capture the low Norwegian Trench SSS (Fig. 5a, mainly
outside the validation region, but also along the eastern edge of
the North Sea EN3 observations). This leads to a different
large-scale pattern of surface salinity for the North Sea compared
to that observed by EN3. This difference is not only reflected in
the North Sea correlation (r = 0.65), but also in the shelf wide cor-
relation (r = 0.75). Both the Outer Shelf region and the Celtic Seas
region show good correlation reflecting the good spatial agreement
(r = 0.76, 0.86 respectively). The spatial pattern of the model has a
smaller amplitude than the observations, as reflected by the rela-
tive standard deviation (0.4 < rsd < 0.65). This is particularly appar-
ent in the coastal freshening along the western coast of northern
oss observations (OSTIA SST 1986–2001, EN3 SSS 1960–2004, upper row), ERA_sim



Fig. 5 (continued)
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Britain, and the German Bight. The model performed better for the
NBS (Fig. 5b) than the SSS (Fig. 5a) in all regions (Fig. 6a). The large
fresh bias in the Norwegian Trench is a surface feature, and so the
NBS correlation in the North Sea improved (SSS r = 0.64, NBS
r = 0.88) as did the wider shelf (SSS r = 0.75, NBS r = 0.85).

Fig. 6b shows the Taylor diagram for the annual mean fields of
ens_00 broken down into validation regions (analogous to Fig. 6a),
but with lines showing how the positions on the Taylor diagram
have changed from ERA_sim. Overall there is an increase in relative
spatial variability when moving from ERA_sim to ens_00. This
leads to a slight increase in rrms of the temperature fields, mainly
due to the rsd increasing from the typical value of �1 to �1.1. The
difference in the salinity fields is much greater. While the r and
rrms remain relatively similar, the rsd typically increase from rsd
0.5 to �1.1, although the Celtic Seas salinities rsd remained at
rsd � 0.60.
In order to understand these relatively large changes in the salin-
ity on the Taylor diagram, we look at data used to calculate the
Taylor statistics. The river inflows used in ens_00 are greater than
those used in ERA_sim and the oceanic inflow to the North Sea less
(Table 4, Shetland-Norwegian Trench, Fair Isle). Hence, the coastal
regions tend to be fresher (Fig. 5a) in ens_00. It can be seen that
the distribution of the salinity values over the annual mean SSS
for the whole shelf for ens_00 is in better agreement with the obser-
vations than the ERA forced run. This is largely due to the pattern of
the fresher coastal waters in the North Sea (along the east coast of
the Britain, and the German Bight) which is in better agreement
with observation in ens_00 compared to ERA_sim. Overall, their
was little change in the rrms for the annual mean surface and bed
salinity for most regions when moving from the ERA_sim to ens_00.

When looking across the ensemble, all members tend to sit
within a similar region of parameter space on the Taylor diagram
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(Fig. 6c). The parameter space spread across the ensemble for a
particular variable is generally smaller than the distance between
variables. The temperature values are more tightly grouped than
salinity values. For each variable, the ensemble tends to be spread
radially rather than in the polar direction (rsd varies more than r
across the ensemble). The suppression of the polar spread reflects
the control that internal dynamics have over the spatial pattern
(common tides, bathymetry and a general north–south tempera-
ture gradient lead to a common general pattern between ensemble
members). The radial position reflects the amplitude of the pattern
(measured by the rsd) and so the ensemble’s radial spread suggests
that the strength of spatial pattern is more controlled by the vary-
ing lateral and surface boundary conditions (which vary between
ensemble members) than the internal dynamics (which do not).
For example, the summer NBT pattern (Fig. 5b) is dominated by
the pattern of the stratified and mixed regions. As this pattern is
largely controlled by bathymetry and tides (common to all ensem-
ble members) the pattern varies little across the ensemble – thus
all ensemble members have similar r values. However the temper-
ature difference between the mixed and stratified regions varies
between the ensemble members, and so the rsd is more variable
across the ensemble.

The ERA_sim OSTIA SST has a slightly lower rrms error than any
of the ensemble member. The ensemble correlations for shelf wide,
annual mean SST (for both EN3 and OSTIA) range from
0.92 < r < 0.99, with rsd ranging from 0.93 < rsd < 1.18, with
ens_00 towards the middle of the ensemble. Conversely, the
ERA_sim NBT is slightly worse than any of the ensemble members.
The ensemble NBT correlations range from 0.93 < r < 0.95, and rel-
ative standard deviations from 1.03 < r < 1.12, with the ERA_sim
point having the worst correlation and error.

When looking at the SSS, the ensemble has correlations ranging
from 0.72 < r < 0.80 with rsd from 0.92 < rsd < 1.28. The ERA_sim is
quite distinct from the ensemble with an rsd = 0.51, although there
is a similar correlation, r = 0.75. Again ens_00 is not the best per-
forming ensemble member. The results for the NBS are similar to
those of the SSS, with ensemble correlations ranging from
0.84 < r < 0.87 with rsd from 1.0 < rsd < 1.30, ERA_sim being a dis-
tinct outlier in terms of rsd (rsd = 0.57), the ens_00 performance
being somewhere in the middle of the ensemble. The difference
of the ERA and ensemble relative performance between SST and
salinity is likely due to the riverine forcings. While all simulations
are forced with TRIP-routed rivers, the ERA_sim is slightly drier
than the ens_xx ensemble (in terms of precipitation minus evapo-
ration), which leads to a systematic difference in riverine forcings
(the total riverine fresh water enter domain (averaged over
1960–1989 and over the ensemble) is 0.029 Sv for ens_xx, and
0.021 Sv for ERA_sim). Thus ERA_sim has more saline coastal
regions than the entire ens_xx ensemble, which reduces its spatial
relative standard deviation compared to observations, and so
impairing its skill compared to the ens_xx ensemble.
Fig. 6. Taylor diagrams. (a) annual mean ERA_sim against validation regions,
(b) ens_00, with lines showing change from ERA_sim and (c) shelf-mean ens_xx.
4.4. Evaluating the modelled mean climate and climate variability

4.4.1. Low frequency variability associated with natural variability and
model parameter uncertainty

We have two estimates of the modelled low-frequency variabil-
ity for each variable, from the pre-industrial control run (the vari-
ance of the five 28-year means from ens_ctrl), and from the PPE
spread (the variance of the 11 30-year means). The first is possibly
an underestimate, as it is driven with a global model atmosphere
(which may reduce the variability) and is calculated from only 5
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samples, while the second may be an overestimate, as it also con-
tains any signal of the perturbed physics in the present day.

We compare these two estimates with an f-test. For tempera-
ture, the low-frequency variability estimate from the ensemble
spread is generally significantly greater than that of the
pre-industrial control run (Fig. 7a). This is consistent with the dif-
ferent parameter settings in the different ensemble member (lead-
ing to different climate sensitivities and model biases) being
greater than the low-frequency variability also sampled by the
ensemble. This is not the case for salinity (Fig. 7a) where there
tends to be an agreement between the two methods of estimating
the low frequency variability. As the climate response of salinity in
the near future (before the 2050s) is limited (not shown in this
study), it is not surprising that the ensemble spread is similar to
that NV estimate from the control run.

The PPE estimate of PEA low-frequency variability is greater
than that from the control simulation, although this is insignificant
in most of the North Sea. By contrast, the MLD low-frequency vari-
ability from the PPE is significantly less than that of the control
simulation (Fig. 7b).

As the low-frequency NV estimate from the ensemble spread is
generally greater or equal to the estimate from the pre-industrial
control run, we are able to use the modelled distribution directly
in the following sections.

4.4.2. Mean climate evaluation
It is not possible to directly assess biases in the modelled sim-

ulation of the mean climate with the observation or the ERA_sim
simulation, due to the possible difference in phase of NV. Instead
we consider where the observations and ERA_sim 30-year mean
estimate fits within the modelled distribution from the ensemble.
This informs our later interpretation on whether any differences
from the observations are likely to be due to NV or model bias
(see Fig. 3, Table 1).

Here we fit a normal distribution to the 11 30-year means of the
ensemble data (for each grid box) and create a cumulative distribu-
tion function (CDF). We then identify where the multi-year mean
observations and the ERA_sim fit within this CDF. Interpreting
these two positions simultaneously give an insight into possible
reasons for any disagreement with the modelled distribution.

Generally the observations and ERA_sim fit within the modelled
temperature distributions, but are usually outside the salinity dis-
tribution. The water column structure variables (MLD and PEA)
also tend to be outside the modelled distribution, particularly in
the vicinity of the Norwegian Trench.

The OSTIA SST observations tend to be consistent with the mod-
elled distribution between May and November, with small areas
that tend to be to cooler than the distribution (Fig. 8a). During
the cooler months (December to March/April), the observations
are warmer than the modelled distribution in the Celtic Sea,
English Channel, northern part of the North Sea (Fig. 8a).

In winter, the regions where ERA_sim and OSTIA SST fields fall
outside the modelled distribution tend to agree (Fig. 8a). During
the summer months, ERA_sim tends to be consistent with the
modelled distribution, but in the warmer half of the modelled dis-
tribution rather than in the cooler half like OSTIA.

As the shelf tends to be fully mixed in the winter, in both the
model and the observations, the conclusions drawn from SST fields
tend to hold for NBT (Fig. 8b). In the stratified regions during the
summer, there is a complex pattern of regions that are warmer
and cooler than the modelled distribution. The northern North
Sea EN3 NBT tends to be warmer that the modelled distribution.
Often the regions where the NBT is warmer than the modelled dis-
tributions have EN3 SST that is cooler than the modelled distribu-
tion. This is consistent with the modelled stratification being too
strong, which is considered with the PEA.
In the winter there is a general agreement between the ERA and
EN3 in terms of regions that are within, above and below the
modelled NBT distribution. In the summer, there is much more dis-
agreement between ERA and EN3. The central North Sea ERA_sim
NBT tends to fall within the modelled distribution, while the
southern North Sea NBT field is often above the modelled distribu-
tion. In the vicinity of fronts, the EN3 NBT is often below the
modelled distribution while the ERA NBT is above it, or vice versa.

The Norwegian Trench EN3 SSS are always fresher than the
modelled distribution (Fig. 8c). The SSS in this region is strongly
influenced by the Baltic outflow, which is a climatology boundary
condition in the modelled distribution – a limitation of this study.
Outside the Norwegian Trench, most of the observations are saltier
than the modelled distribution, although the German Bight is often
within the ensemble spread (e.g. February Fig. 8c). The ERA_sim
SSS tends to be more haline than the modelled distribution
throughout the shelf, including the Norwegian Trench. For most
of the shelf, outside the Norwegian Trench, the EN3 and ERA_sim
both have SSS greater than the modelled distribution. The
ERA_sim SSS in the vicinity of the German Bight are more haline
than the model distribution, despite the agreement between the
EN3 SSS and the modelled distribution.

Most of the modelled shelf is fully mixed with respect to salin-
ity, and there are inadequate data to examine a vertical salinity
structure in observations, and so the conclusions drawn from the
NBS are very similar to those from the SSS (Fig. 8d). The
Norwegian Trench is the exception, being salinity stratified
throughout the year. Furthermore, the Norwegian Trench bed
and surface waters have very different origins – the low salinity
Baltic outflow tends to flow off the shelf in the surface waters of
the Norwegian Trench, while higher salinity Atlantic water flows
into the Norwegian Trench at depth. This is reflected in the EN3
NBS in the Norwegian Trench (as with the rest of the domain)
being more haline than the modelled distribution, despite the
EN3 SSS being fresher than the modelled distribution.

Most of the NWE shelf seas are fully mixed in the winter, with
the exception of the Norwegian Trench and Skagerrak/Kattegat.
Many parts of the NWE shelf seas seasonally stratify in the summer,
while other parts remain fully mixed throughout the year. Due to
the outflow of low salinity Baltic water, the Norwegian Trench
and Skagerrak/Kattegat are salinity stratified throughout the year.

We limit our model system evaluation of the water structure to
the summer months and to regions that stratify. We assess the
water column structure, through the depth of the Mixed Layer
(MLD), and the strength of the stratification with the Potential
Energy Anomaly (PEA). The EN3 observations tend to be fairly
sparse outside the North Sea, Norwegian Trench/Skagerrak/
Kattegat region, and so we focus our evaluation of water column
structure in these regions.

Outside the Norwegian Trench, all the observations of MLD on
the shelf are greater (deeper) than the modelled distribution, while
in the Norwegian Trench the observed MLD are less (shallower)
than the modelled distribution. The ERA_sim MLD field tend to
agree with the modelled distribution for most of the central and
western North Sea (Fig. 8e). In some other regions, ERA_sim MLD
field is greater (deeper) than the modelled MLD distribution (e.g.
Norwegian Trench and the southern/eastern North Sea), although
the absolute values are similar.

The Norwegian Trench EN3 PEA is always significantly greater
than the modelled distribution (Fig. 8e) while the rest of the
North Sea tends to be slightly lower, although EN3 PEA values at
the edge of the Norwegian Trench sometime agree with the
modelled distribution (e.g. July central northern North Sea). The
ERA_sim North Sea PEA values tend to agree with the modelled dis-
tribution, while the ERA_sim Norwegian Trench PEA is lower than
the modelled distribution.



Fig. 7. Comparison of low frequency variance as estimated from the ensemble spread, and the pre-industrial control simulation, for February and July, for (a) SST, NBT, SSS
and NBS, and (b) July MLD and PEA. The two estimates of variance have been tested with an f-test, and the results are presented as being ensemble spread variance estimate
being significantly (or insignificantly) larger (orange, green respectively) or smaller (dark or light blue respectively) than the estimate from the pre-industrial control
simulation.
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4.4.3. Interpretation
Simultaneous interpretation of the position of the observations

and ERA_sim within the modelled distribution provides additional
insights underlying causes of any discrepancy – the possible role of
model or climate forcing bias or NV.
In the summer, ERA_sim and OSTIA SST tends to agree with the
modelled SST distribution. In the winter the ERA_sim and OSTIA
SST fields tend to agree on which regions fall outside the modelled
distribution. As observations and ERA have the same phase of
natural variability, this agreement does not discount the possibility
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that the apparent bias is due to the phase of the low-frequency
variability. The matching patterns are also consistent with the
climate model forcings being biased. When considering the EN3
SST observations (not shown), there are regions where the EN3
observations are lower than the modelled distribution, while the
ERA_sim values are consistent with the modelled distribution –
this could be due to an observations bias or a downscaling model
bias (common to both the modelled distribution and ERA_sim).
However as this occurs in a location where the OSTIA observations
tend to sit within the modelled distribution, tends to suggest an
observational bias.

There tends to be agreement within ERA_sim and EN3 about
which regions have NBT that are above and below the modelled
distributions in winter. This could also be due to the phase of the
low-frequency variability or model bias. In summer, there is less
agreement, particularly in the regions of fronts, which is less likely
to be due to the differing phases of NV, and more likely due to
model biases.

The EN3 and ERA_sim SSS in most regions outside the
Norwegian Trench are more haline than the modelled distribution,
which is consistent with a fresh bias associated with the climate
forcings, but is also consistent with low-frequency variability.
The disagreement between the EN3 and ERA_sim SSS in the
Norwegian Trench (EN3 begin fresher than the modelled distribu-
tion, while ERA_sim being more saline) is consistent with a bias in
the downscaling methodology (i.e. the Baltic forcings), combined
with a bias in the ERA_sim simulation forcings. The localised
disagreement between EN3 and ERA_sim in the German Bight per-
haps suggests the ERA_sim forcings (e.g. river forcings) in this
region are more biased than the ensemble forcings.

The ERA_sim (summer) MLD field tends to be in agreement
with the modelled distribution, while the EN3 MLD tends to be
shallower than the modelled distribution in the Norwegian
Trench, and too deep elsewhere. In the Norwegian Trench, this is
consistent with a bias in the downscaling technique, likely to be
associated with the Baltic forcings, common to the ens_xx and
ERA_sim. Outside this region it is consistent with a bias in either
the MLD calculated from the EN3, or a bias associated with the
downscaling model.

Within the Norwegian Trench, the EN3 PEA is greater than the
modelled distribution, while the ERA_sim PEA is less than the
modelled distribution. This is consistent with a concurrent shelf
seas model bias and ERA_sim bias – the imperfect shelf seas
model Baltic forcings leading to incorrect haline stratification in
the Norwegian Trench relative to the observations, while the
ERA_sim river forcing are less than the ensemble forcings, and
so the ERA_sim Norwegian Trench is even less haline stratified
than the ensemble modelled distribution. Outside this region
(generally the western part of the North Sea), the both the EN3
and ERA_sim PEA tends to be generally in within the
modelled ens_xx distribution (although some EN3 points are
below).

These results suggest the modelling system generally repro-
duces the mean temperature climate well, although the winter
SST field may be influenced by the relative phase of the modelled
and observed NV or the biases in the climate forcings. The mod-
elled salinity has a widespread statistically significant bias, asso-
ciated with biases in the climate forcings or NV. Care should be
taken interpreting the absolute values of the modelled salinity
output. In the Norwegian Trench, the salinity bias is likely associ-
ated with the downscaling technique, and care should be taken
when considering modelled SSS in this region. Outside the
Norwegian Trench, the modelled water structure is considered
sufficient for the purpose of climate projections, although care
should be taken when using absolute values of MLD, as there
appears to be a systematic bias associated with the shelf seas
model. Care should be taken with the Norwegian Trench the
water column structure results.

4.4.4. High-frequency (interannual) variability evaluation
We now compare the interannual variability estimates from

ens_xx with that from the OSTIA and EN3 observations and
ERA_sim.

Overall we find that the ens_xx summer high-frequency tem-
perature variability is fairly consistent with the observations, while
the ens_xx winter temperatures are less variable than the observa-
tions on the shelf. Outside the Norwegian Trench and adjacent
waters, the ens_xx salinity interannual variability is consistent
with the observations. The summer observed (and ERA_sim) strat-
ified water column interannual variability is consistently more
variable than in ens_xx. We consider that these results support
the use of this model system for climate projections.

The OSTIA SST interannual variability off the shelf (to the north
west of the domain) is significantly less than that of ens_xx
throughout the year (Fig. 9a). In ERA_sim, the interannual variabil-
ity of the entire boundary is significantly lower than that of ens_xx,
due to the use of climatological boundary conditions.

On the shelf, the OSTIA variability is significantly greater than
ens_xx interannual variability from February–May (Fig. 9a). From
June–November, there is generally an agreement between the
ensemble and OSTIA variability, although the Skagerrak and
Norwegian Trench tend to have too low interannual variability in
ens_xx (Fig. 9a).



Fig. 8. Consistency of 30 year mean estimates of the observations and ERA_sim with the modelled distribution from ens_xx, for February and July (a) OSTIA SST, (b) EN3 NBT,
(c) EN3 SSS, (d) EN3 NBS and (e) July EN3 MLD and PEA. The upper (middle) panel shows spatial maps showing where the 30 year mean observations (ERA_sim) fit within the
ens_xx ensemble: in the left tail (p < 0.05, dark blue) or right tail (orange, p > 0.95) of the distribution. The lower panel compares position of the observations within the
modelled distribution to the position of the ERA_sim within the modelled distribution, akin to Fig. 3. The colouring is indicative of data density.
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The ERA_sim shelf SST interannual variability is significantly
greater than that of ens_xx from November–May, although this is
not significant in the northern and central North Sea for
November, December and April (not shown). There is a general
agreement between June and October, although there are still
regions where the ERA_sim interannual variability is greater than
that of ens_xx (Fig. 9a).
In the winter, the NBT interannual variability is similar to the
SST interannual variability. In stratified regions in the summer
(on the shelf) the EN3 NBT interannual variability tends agree with
that of ens_xx, while the ERA_sim interannual variability is greater
than that of ens_xx. In the sparsely sampled mixed southern North
Sea and English Channel, the ERA_sim interannual variability tends
to agree with that of ens_xx (not shown).
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The EN3 SSS interannual variability is significantly greater than
ens_xx in the Skagerrak and in the vicinity of the Norwegian
trench, due to the use of climatology Baltic boundary conditions.
This extends to towards the centre of the North Sea in June and
July (Fig. 9b). The EN3 SSS interannual variability in the
south-western North Sea and German Bight also has a tendency
to be higher than ens_xx. Otherwise there is a generally agreement
between interannual variance of the ensemble interannual vari-
ability and the EN3 SSS variability.

Off the shelf, the ensemble SSS variability is much greater than
the ERA_sim SSS variability, and this tends to penetrate quite far
onto the shelf (into the north and central North Sea, the Celtic
Sea, western part of the English Channel and the southern part of
the Irish Sea). These patterns are consistent with the ERA_sim
SSS variability being set to zero at the boundaries (climatology lat-
eral boundary conditions). In the southern North Sea winter salin-
ity, the ERA_sim interannual variability is greater than ens_xx in
the west and weaker in the east (the German Bight). The western
region reflects the greater variability of the current through the
Dover Straits in ERA_sim (compared to the ens_xx). The weaker
ERA_sim SSS variability in the German Bight is due to the variabil-
ity of the width of the region of low salinity water adjacent
European coast – it is much thinner in ERA_sim, and less variable.

For most regions away from the Norwegian Trench, the NBS
interannual variability results mirror those of SSS (Fig. 9b). Due
to the strong salinity stratification in the Norwegian Trench, the
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NBS is decoupled from the SSS, and as water in this region has a
different origin (North Atlantic rather than Baltic) it has different
interannual variability. In this region, the EN3 NBS interannual
variability tends to be consistent with that of ens_xx, while the
ERA_sim interannual variability is more consistent, or even lower
than that of ens_xx, consistent with the use of climatology bound-
ary conditions.

On the shelf, the EN3 and ERA_sim MLD and PEA interannual
variability is consistently higher than that of ens_xx
(Fig. 9c).
4.5. Circulation and volume transport through observed cross-sections

It is important that the model broadly reproduces the configu-
ration of the shelf circulation. As we do not have detailed altimetry
products for the shelf seas, we instead make use of limited
observed volume transport cross-sections. Here we use the results
of the quantitative current tests to make qualitative assessments of
the overall circulation pattern.

These model-observed volume transport comparisons suggest
that the modelled circulation configuration is qualitatively correct.
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This supports the overall modelling approach, by suggesting the
advective processes are generally correct. However, differences in
current magnitudes suggest that the care must be taken when
using the modelled currents results directly.

The ERA_sim mean transport through most of the 12 observed
cross-sections (Svendsen et al., 1991; Turrell et al., 1992; Prandle
et al., 1996; Danielssen et al., 1997; Brown et al., 1999, 2003;
Holt et al., 2001; Fernand et al., 2006) presented in Lowe et al.
(2009) are similar to the observed transport rates (Fig. 10,
Table 4), considering the coarse resolution of POLCOMS. The
cross-sections north of the Dogger Bank, the Dooley Current,
between Shetland and the Norwegian Trench, across the
Norwegian Trench and across the Dover Straits (Fig. 10, sections
02, 03, 04, 05 and 10 respectively) are in relatively good agree-
ment with the observations (with the observations being within
the modelled seasonal cycle, or the model within the observa-
tional range if present). The modelled currents in ERA_sim are
too strong in the Fair Isle, Hebrides Shelf, Irish Shelf and shelf
break current at 56�N cross-sections (Fig. 10, sections 06, 07, 08
and 11).

Both the ERA_sim St George’s Inflow and the shelf break current
at the Faroe Shetland Trench are too weak (Fig. 10, sections 09, 12).
The observed transport cross-section for the Skagerrak (Fig. 10,
sections 01) is only for the eastward component of the current,
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and so the present day modelled section excludes westward out-
flow. When this is compared to the observations, the modelled sea-
sonal cycle overlaps with the observational errors.

Overall, the ens_00 modelled current though most of the obser-
vation cross-sections, particularly those in the interior of the shelf,
are consistent when considering the constraints mentioned above.
The current cross-sections with the largest differences between the
observed and modelled currents tend to be towards the edge of the
shelf, under the influence of the oceanic conditions. The currents
from ens_00 are similar to those of ERA_sim, but there are some
differences. The ens_00 currents tend to be a little weaker, and
often the seasonal cycle is depressed (Fig. 10, Table 4).

The current section into the Skagerrak (Fig. 10, section 01) has a
very similar seasonal cycle to ERA_sim and the same annual mean.
Others show similar annual mean values, but depressed seasonal
cycles (e.g. north of Dogger Bank, Fig. 10, section 02), or similar
seasonal cycles but depressed annual mean values (e.g. Shetland
to Norway trench; Norway – Norwegian Trench; Fair Isle;
Hebrides Shelf; Dover Strait (Fig. 10, sections 04, 05, 06, 07 and
10 respectively)). Cross sections that show both a depressed sea-
sonal cycle and annual means include: Irish Shelf; Shelf current



Fig. 9. Comparison of high frequency (interannual) variability between the observations (ERA_sim) and the ensemble, as tested with an f-test. The results are presented
showing where the observations (ERA_sim) high frequency (interannual) variability is significantly (or insignificantly) larger (orange, green respectively) or smaller (dark or
light blue respectively) than the estimate from ens_xx. Comparison with observations and ERA_sim are in the upper and lower rows for each variable. February and July (a)
OSTIA SST and EN3 NBT, (b) EN3 SSS and EN3 NBS, (c) July EN3 MLD and EN3 PEA.
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at 56�N; and Shelf current at FS current Strait (Fig. 10, sections 08,
11 and 12 respectively). The ens_00 Dooley Current (Fig. 10, sec-
tion 03) is similar to the ERA_sim in the summer (the annual min-
imum), but the stronger winter values lead to greater annual mean
and increases the positive current strength anomaly. The annual
mean St Georges inflow (Fig. 10, section 09) is stronger in
ens_00, and the seasonal cycle is stronger.

Despite the differences between the ERA_sim and ens_00 simu-
lations, the climate simulation does generally perform well. The
Fair Isle, Hebrides Shelf, Irish Shelf, Shelf current at 56�N current
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cross-sections are closer to observations than in ERA_sim (Fig. 10,
sections 06, 07, 08, 11), while ens_00 Dooley Current and Dover
Strait are further from observations than ERA_sim.

When we compare the volume transport though the current
cross-sections (Fig. 10), and compare the full ensemble and with
ens_00 we find that ens_00 is generally fairly central in the
ensemble, similar to the ensemble mean (Fig. 10). The two excep-
tions to this are the Irish Shelf, and the Shelf current at 56�N, where
ens_00 is notable stronger (Fig. 10, sections 08, 11).

We find there is relatively little ensemble spread. For most
cross-sections, the annual mean ensemble range (max ensemble
member �min ensemble member) is generally much smaller than
the mean values (for most cross-sections, the spread is less than
half the mean value). Exceptions include the Irish Shelf, and the
Dover Strait (81% and 151% respectively, Table 4, sections 08,
10). Both these cross-sections tend to show greater spread in the
winter month.
5. Discussion

We have developed a modelling system to downscale a global cli-
mate model (HadCM3) for the NWE shelf seas with a chain of exist-
ing models, in such a way that the climate variability and change can
enter the shelf seas from the atmosphere, ocean or rivers. We have
used this system to downscale an ensemble of transient simulations,
from 1952 to 2098. The Perturbed Physics Ensemble has been
designed to span the range of climate sensitivities associated with
uncertainties in the model parameters of the HadCM3 atmosphere.
In this paper we focus on describing the model set-up, experimental
design, and the evaluation of the modelling system.

We believe our comprehensive evaluation methodology is more
appropriate than those of other studies, given the available data.
Some studies have been satisfied with a qualitative validation for
certain variables, and have simply compared the observations
and model output visually (whether surface maps or point time-
series). For example, this approach is taken by Ådlandsvik and
Bentsen (2007) to assess the current field. Olbert et al. (2012) com-
pare their climate model forced present day simulation to a hind-
cast (of the same modelling system forced by NCEP reanalysis),
rather than directly to observations. A more quantitative approach
is more common, where model-observations differences are quan-
tified (e.g. temperature and salinity time series of Ådlandsvik and
Bentsen (2007)), and is often accompanying by a plausible expla-
nation of the biases. Few climate projections of the NWE shelf have
compared the model biases to the interannual variability (with the
exception of Holt et al., 2010).

We have noted that low-frequency variability can lead to a dis-
tribution of 30-year means, of which the observed, and reanalysis
climate are a single realisation. The use of an ensemble modelling
approach allows the modelled distribution of these 30-year means
to be calculated, and this then be compared to the observations.
This is a more appropriate method to validate a climate model
forced simulation against observations, and a fairer assessment
of the model, given the available data.

When considering climate trends it is equally important to con-
sider the Natural Variability (NV) of the system. There are a num-
ber of methods that can be used to quantify and analyse NV:
time-series analysis of observations or reanalysis products (assim-
ilative modelling systems); or coupled-climate models with sta-
tionary radiative forcings (such as pre-industrial climate control
simulations). Both methods have advantages and disadvantages;
the former is limited by the length of the available timeseries
and includes climate trends (and so is not stationary); the latter
is a limited by the model’s ability to represent NV. In the shelf seas,
the number of the long-term observations is very limited com-
pared in the terrestrial system; despite the NWE shelf seas being
some of the most observed regional seas in the world, there are
very few timeseries extending over 60 years. There have been a
number of studies using observations/reanalysis simulations to
investigating NWE shelf seas NV (e.g. Holt et al., 2012b), however
there is always the complication due to the non-stationarity of



Fig. 10. Mean seasonal cycle of volume transport though observed cross-sections (Svendsen et al., 1991; Turrell et al., 1992; Prandle et al., 1996; Danielssen et al., 1997;
Brown et al., 1999, 2003; Holt et al., 2001; Fernand et al., 2006). Star = observations (with/without error bars). Black line = ERA_sim, red = ens_00, grey = ens_xx (other
ensemble members).

Table 4
Observed and modelled volume transport through cross-sections given in Fig. 10 (Svendsen et al., 1991; Turrell et al., 1992; Prandle et al., 1996; Danielssen et al., 1997; Brown
et al., 1999, 2003; Holt et al., 2001; Fernand et al., 2006).

Cross-section Cross-
section
number

Observed
annual
mean
(Sv)

(Observed
range (Sv))

ERA_sim
annual
mean
(Sv)

(ERA_sim
seasonal
min/max
(Sv))

ens_00
annual
mean
(Sv)

(ens_00
seasonal
min/max
(Sv))

ens annual
mean
range (Sv)

(ens_00
seasonal
min/max
range (Sv))

ens spread/
ens_00 (%)

Into Skagerrak
(excluding outflow)

01 1 (0.50–1.50) 1.74 (1.36–2.13) 1.64 (1.21–2.15) 0.08 (0.16–0.21) 4.95

North of Dogger Bank 02 0.05 0.06 (�0.01 to 0.14) 0.07 (0.03–0.12) 0.01 (0.02–0.02) 14.53
Dooley Current 03 0.25 (0.12–0.38) 0.38 (0.32–0.46) 0.43 (0.36–0.58) 0.04 (0.03–0.09) 9.26
Shetland-Norway Trench 04 0.6 0.77 (0.54–1.05) 0.61 (0.50–0.93) 0.29 (0.17–0.13) 48.08
Norway Trench-Norway 05 1.8 1.87 (1.44–2.31) 1.36 (1.30–1.75) 0.37 (0.16–0.28) 27.01
Fair Isle 06 0.2 0.6 (0.35–0.90) 0.42 (0.32–0.64) 0.05 (0.03–0.16) 11.88
Hebrides Shelf 07 0.25 0.9 (0.53–1.32) 0.6 (0.49–0.81) 0.04 (0.04–0.19) 6.44
Irish Shelf 08 0.25 0.64 (0.46–0.92) 0.36 (0.36–0.61) 0.29 (0.36–0.30) 81.13
St George’s Inflow 09 0.28 0.1 (�0.07 to 0.25) 0.17 (0.05–0.27) 0.02 (0.09–0.05) 12.58
Dover Strait 10 0.1 0.1 (0.03–0.21) 0.01 (�0.01 to 0.08) 0.02 (0.02–0.09) 151.28
Shelf current at 56.7N 11 1.9 (1.30–2.50) 3.42 (2.51–4.55) 2.01 (2.39–3.04) 0.94 (0.59–0.63) 46.72
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such time-series (the inclusion of climate trend signal). We have
downscaled a HadCM3 pre-industrial control with POLCOMS in
order to investigate the NV of the NWE shelf seas (and the model
drift). Our control run was limited to 146 years, and was forced
by the coarse resolution HadCM3 atmosphere, which is a limita-
tion. HadCM3 is considered suitable to investigate climate variabil-
ity, and has been used as the basis of a number of variability
studies (e.g. Knight et al., 2005).

Through our analysis of this downscaled control run we have
been able to consider whether the NWE shelf seas are able to
sustain prolonged periods of warming and cooling under a station-
ary climate. We have shown that rapid periods of warming are pos-
sible for short periods, while more sustained periods of warming
are possible at more modest rates. For example, with little model
drift a sustained SST warming of 0.72 �C/yr is possible (95th per-
centile) for a 2-year sustained period, compared to 0.08 �C/yr for
a 10-year sustained period. Furthermore, the pre-industrial control
simulation also allows us to put the observed shelf warming into
context of the background climate variability. For example, the
observed warming of 0.4–0.5 �C/decade in the Southern North



Table 5
Summary of model system validation conclusions.

Temperature Salinity Water column structure Circulation

Model drift in
downscaled pre-
industrial control
simulation,
ens_ctrl

Excellent: Good: N/A N/A
SST and NBT trends statistically
insignificant in all shelf regions

SSS and NBS trends statistically insignificant in all shelf regions
except English Channel where there is a trend of 0.0196 psu/
decade

Absolute trends <0.02 �C/decade in all
shelf regions

Absolute trends <0.02 psu/decade in all shelf regions except
Celtic Sea

Qualitative
assessment of
spatial pattern of
mean state from
ens_00

Excellent: Good: N/A Qualitatively Good:
ens_00 captures the main observed
temperature features of the NWE shelf
seas including:

ens_00 captures the main observed salinity features of the
NWE shelf seas including:

We conclude that the
configuration of the NWE shelf
seas is qualitatively correct

� the large-scale temperature patterns � the large-scale salinity patterns
� the shelf break current in winter SST � low salinity coastal regions
� mixed and stratified regions in NBT � higher salinity in the centre of the North Sea

There are disagreements in the amount of freshening in the
southern North Sea and Norwegian Trench

Quantitative
assessment of
spatial pattern of
mean state with
Taylor diagrams

Excellent: Good: N/A N/A
SST and NBT: SSS:
r > 0.9 for all members of ens_xx r > 0.7 for all members of ens_xx
rrms < 0.5 for all members of ens_xx rrms < 0.9 for all members of ens_xx

NBS:
r > 0.8 for all members of ens_xx
rrms < 0.75 for all members of ens_xx

Low frequency
variability

Low frequency variability estimated from
ens_xx spread is generally significantly
greater than that from ens_ctrl

Low frequency variability estimated from ens_xx spread is
generally consistent with that from ens_ctrl

PEA: Low frequency variability estimated from
ens_xx spread is consistent with, or greater than,
that from ens_ctrl

N/A

MLD: Low frequency variability estimated from
ens_xx spread is generally significantly less than
that from ens_ctrl

Mean climate SST: Good Excluding Norwegian Trench, Skagerrak/Kattegat:
Sufficient

Excluding Norwegian Trench: Sufficient Inner shelf currents: Good

Summer: OSTIA and ERA_sim tend to
agree with ens_xx

Differences between EN3/ERA_sim and ens_xx likely due to
climate forcings, but also consistent with NV

Care must be taken when using absolute values of
MLD as there is a systematic bias, associated with
the downscaling model

Cross-sections: 01; 02; 03; 04;
05; 09; 10

Winter: differences between OSTIA/
ERA_sim and ens_xx could be due to NV or
climate forcing bias

Care should be used when using he absolute values Norwegian Trench, Skagerrak/Kattegat: Poor ens_xx seasonal cycle generally
overlaps with the observed
value for at least one month for
one ensemble member

NBT: Sufficient Norwegian Trench, Skagerrak/Kattegat: Poor MLD and PEA in this region are affected by a
significant salinity bias, associated with the Baltic
Outflow, and even the modelled relative changes
should only be used with extreme care

Outer shelf currents:
SufficientSummer: differences between OSTIA/

ERA_sim and ens_xx likely due to model
bias

SSS in this region are affected by a significant bias associated
with the Baltic Outflow, and even the modelled relative
changes should only be used with extreme care. NBS in this
region are often of an Atlantic origin, and so less biased Cross-sections: 06; 07; 08;

11; 12Winter: differences between OSTIA/
ERA_sim and ens_xx could be due to NV or
climate forcing bias

There ens_xx transport is often
biased for the entire ensemble.
The transport is always of the
correct direction

Care should be taken when using NBT in
the vicinity of summer mixing fronts

Overall shelf-wide circulation:
Qualitatively Good
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Sea (MCCIP, 2013; HadISST1.1) from 1983 to 2012, is greater than
the 95th percentile value (for a 30-year period) for the southern
North Sea of 0.2�/decade.

By analysing the low-frequency variability in the downscaled
pre-industrial control simulation, we are able to quantify the
low-frequency unforced natural variability on the scale of
28-year mean periods. This was found to be generally small com-
pared to the ensemble spread. However, as the ensemble was a
perturbed parameter ensemble rather than an initial conditions
ensemble, it includes this additional source of variability.
Furthermore, the length of the simulation only allowed 5 samples
from which to estimate this low-frequency variability, while the
coarser resolution of the atmospheric forcings may reduce the sim-
ulated variability. A future study describing the range of variability
from downscaled long (>500 year) pre-industrial control simula-
tion (with high resolution atmospheric forcings) for the NWE shelf
seas would be a very useful addition to the literature.

As the observed reality is a single realisation of an unknown
possible distribution of real-world states, a model driven by
un-initialised GCM model output, which is a random sample from
such a distribution, cannot be expected to match the observations.
However, as we have an estimate of this distribution from the
modelled world, we are able to assess where the observations fit
within the model distribution. Our simulation driven by ERA40
forcings (ERA_sim), which should have the same phase of NV as
the observations, provides us with additional information. By
comparing the position of the observations and ERA_sim within
the ens_xx modelled distribution, we are able at make qualitative
assessments as to whether model bias or NV is the likely
cause of any differences with the modelled distribution. Although
we are not able to make as solid statements of the model perfor-
mance, we feel that this approach is more realistic summary of
the available information.

By separating the modelled mean state, high- and
low-frequency variability, we are able to consider how well the
modelled distribution of each compares to the observations and
to a reanalysis driven simulation.

The results suggest that the observations (and reanalysis driven
simulation) and modelled mean are generally consistent, although
there are discrepancies for some regions, seasons and variables –
these tend to be attributed to differing phases in NV or a range
of biases (relating to the climate forcings, downscaling technique,
etc.). Generally the temperature results are consistent, while there
is a widespread salinity bias particularly in the Norwegian Trench,
which affects the water column structure variables in this region.
This gives confidence in using the modelling system for projections
of mean temperatures, but care should be taken when using the
absolute projected salinity. Use of Norwegian Trench salinity
results (and the related water column structure variables) should
be avoided, as the present day bias combined with the limitation
of using a climatology Baltic boundary condition reduce their cred-
ibility. Outside the Norwegian Trench the water column structure
products are considered sufficient as the basis of climate projec-
tions, however care should be taken with absolute projections of
MLD due to a bias associated with the shelf seas model.

The modelled and observed temperature and salinity high-
frequency (inter-annual) variability is generally consistent on the
shelf (excluding the Skagerrak/Kattegat and the Norwegian
Trench). Care must be taken when using the modelled interannual
variability for the temperature and salinity from the Skagerrak/
Kattegat and the Norwegian Trench (due to the use of a
climatology Baltic boundary condition) or the water column
structure across the shelf.

The most important question that this study attempts to
answer is whether the described modelling system is suitable as
the basis of future climate projections. We have found that the
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modelling system generally performs well, and we conclude that it
is sufficient as the basis of future climate projections. However, we
have identified certain circumstances (particular regions, variables,
seasons, etc.) where care must be taken when using the model out-
put. Generally, we have been able to ascribe possible reasons for
poor model performance in such instances. For convenience, we
tabulate the where the modelling system is sufficient, and where
care is needed in using the model outputs (Table 5).

Tinker et al. (2015) uses this modelling system (and the simula-
tions described within) to look at how differ the NWE shelf seas
will be at the end of the 21st century. Later papers will investigate:
the relationship between present day bias and rate of change; the
temporal evolution of the NWE shelf seas; when the climate signal
will emerge from the natural variability, and use this as the basis of
near-future projections.
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