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SUMMARY

The seismic properties of rocks are known to be sensitive to partial liquid or gas saturation,
and to aligned fractures. P-wave anisotropy is widely used for fracture characterization and is
known to be sensitive to the saturating fluid. However, studies combining the effect of multi-
phase saturation and aligned fractures are limited even though such conditions are common in
the subsurface. An understanding of the effects of partial liquid or gas saturation on P-wave
anisotropy could help improve seismic characterization of fractured, gas bearing reservoirs.
Using octagonal-shaped synthetic sandstone samples, one containing aligned penny-shaped
fractures and the other without fractures, we examined the influence of water saturation on
P-wave anisotropy in fractured rocks. In the fractured rock, the saturation related stiffening
effect at higher water saturation values is larger in the direction across the fractures than
along the fractures. Consequently, the anisotropy parameter ‘e’ decreases as a result of this
fluid stiffening effect. These effects are frequency dependent as a result of wave-induced fluid
flow mechanisms. Our observations can be explained by combining a frequency-dependent

fractured rock model and a frequency-dependent partial saturation model.
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1 INTRODUCTION

Experimental and theoretical studies have long shown that seismic
waves are strongly affected by the presence of partial gas saturation
and by the presence of aligned fractures, the latter causing seismic
anisotropy. Shear waves are considered to be more reliable indi-
cators of fracture properties (e.g. fracture orientation and density)
than P waves. However, the use of P waves for fracture character-
ization has received considerable attention since P waves form the
basis of most commercial seismic surveys (Sayers & Rickett 1997).
Consequently P-wave anisotropy has been extensively studied and
is widely used for fracture characterization (e.g. Winterstein 1986;
Lynn et al. 1996; Riger 1997; Li 1999). P waves have the po-
tential not only to characterize fractures but also of discriminating
between saturating fluids (Riiger & Tsvankin 1997; Bakulin ef al.
2000). Liquid (brine, oil) and gas usually share the available pore
space in reservoirs containing gas (Gregory 1976), making it nec-
essary to understand the combined effects of multiphase saturation
and fractures on seismic wave propagation for improved reservoir
characterization. However, multiphase saturation effects on seismic

anisotropy of fractured rock are still poorly understood even though
such conditions are common. Such know-how would be useful for
characterization of fractured hydrocarbon reservoirs containing gas
and geothermal steam reservoirs. Important applications could also
be found in seismic time-lapse monitoring of gas injection into
hydrocarbon reservoirs for enhanced oil recovery; and for the geo-
logic storage of carbon dioxide (CO,) where fractures can serve as
leakage pathways (Carcione et al. 2013).

P-wave velocity anisotropy in fractured rocks is known to de-
pend on saturating fluid and is frequency-dependent due to wave-
induced fluid flow (Chapman et al. 2003; Gurevich et al. 2009;
Tillotson et al. 2014). The presence of partial gas saturation is
also known to affect P-wave velocities in a frequency-dependent
way (White 1975; Murphy 1984; Cadoret et al. 1995; Carcione
et al. 2003). Fracture and fluid properties are inferred from seismic
data using theoretical models. As such, there is a desire to validate
theoretical models using controlled experiments. Experimental
studies of partial liquid/gas saturation effects on P-wave velocities
have been presented for isotropic rocks (Murphy 1984; Bourbie &
Zinszner 1985; Cadoret et al. 1995; King et al. 2000), however, the
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Figure 1. (a) Rock samples used in this study (blank sample on the left and fractured sample on the right), (b) relative humidity method used to achieve partial

saturation.

effect of partial liquid/gas saturation on P-wave velocity (and hence
P-wave anisotropy) in fractured rocks remains unknown. Also, a
handful of controlled fractured rock experiments have been carried
out (e.g. Rathore ef al. 1995; Tillotson et al. 2011; Tillotson et al.
2014) and results have been compared to theoretical models such
as the models of Hudson (1981), Thomsen (1995) and Chapman
et al. (2003). However, theoretical and experimental studies of fluid
effects on P-wave anisotropy have focused primarily on single fluid
phases (100 per cent gas or liquid saturation). To date, no experi-
mental study has been carried out to observe the effects of water
saturation on P-wave anisotropy in fractured rocks.

This work examines the influence of two-phase (liquid-gas) sat-
urations (which would be referred to here as partial saturation) on
P-wave anisotropy in fractured rocks. Using an octagonal-shaped
synthetic sandstone sample containing aligned penny-shaped frac-
tures, we present laboratory measurements of water saturation ef-
fects on P-wave anisotropy. These novel results show an interesting
sensitivity of P-wave anisotropy to changing water saturation. Qual-
itative agreement with theory was found by combining the corrected
White (1975) model for partial saturation (sometimes referred to
as the White and Dutta-Ode model—see Mavko et al. 2009) with
the fractured rock model of Chapman (2003) using similar ideas
presented by Amalokwu ef al. (2015). As pointed out by Tillotson
et al. (2014), the ultrasonic wavelengths used were close to the
size (diameter) of the penny-shaped voids (fractures), in common
with previously reported experimental results of this nature. Nev-
ertheless, Tillotson et al. (2014) found several useful correlations
between the data and the model of Chapman (2003), which suggest
that the model predictions are reasonably unaffected by scattering
(Tillotson et al. 2014). Our experiments appear also to be little
affected by scattering because we were able to explain saturation
effects using equivalent medium modelling.

2 METHODS

2.1 Synthetic rock samples

A detailed description of the synthetic rock samples used in this
study can be found in the paper by Tillotson et al. (2014). Two
octagonal samples (Fig. 1) were used in this study—one fractured
sample and a blank sample (rock sample without fractures). The
rock samples were made from a mixture of sand, kaolinite and

aqueous sodium silicate gel and then the mixture was packed into
a mould in successive layers. A predetermined number aluminium
discs were distributed on top of each layer of sand mixture for the
creation of penny-shaped voids. After the sandstone was formed
by heating and drying, the aluminium discs were leached out using
hydrochloric acid, leaving blank penny-shaped voids. Image anal-
ysis of X-ray CT scans was used to obtain the fracture density,
gr = 0.0314 + 0.0059, mean fracture radius of 2.91 + 0.06 mm,
and mean fracture aspect ratio of 0.0429 =+ 0.0008. Porosity is 30
and 33 per cent for the blank and fractured sample, respectively, and
permeability for both samples is 21 mD (see Tillotson ef al. 2014).
As pointed out by Tillotson et al. (2014), the advantage of these oc-
tagonal samples is that we can measure the full elastic wave tensor
on single sandstone samples and thus gain an unambiguous dataset
for comparison with theoretical models.

2.2 Ultrasonic measurements

We measured ultrasonic P-wave velocity using a laboratory bench-
top pulse transmission system with one inch-diameter broad-band
ultrasonic transducers with a central frequency of 500 kHz placed on
each of four sets of opposing sides of the octagonal samples, thus al-
lowing measurement of velocity at different angles. A more detailed
description of the technique is given by Tillotson et al. (2014). To
ensure consistent coupling between experiments, a pneumatic ram
applied a pressure of 60 psi to the transducer faces in contact with
the samples, and couplant was carefully reapplied to the transducer
faces between experiments. P-wave velocity was measured for wave
propagation at 0°, 45° and 90° to the fracture/bedding normal.

Velocity was calculated by comparing the broad-band signals
from the rock samples with those of a duralumin reference sample
(with known elastic properties). Velocity was calculated by com-
paring the Fourier phase angle spectra of the rock and reference
wavelets using

X1
n(f) = m, (1)

where V,(f) is the velocity of the rock sample, x; is the wave
propagation distance in the rock sample, A#(f) is the differ-

ence in traveltime calculated from the Fourier phase angle spectra

of the rock @smple(f) and reference @reference(f) sample accord-

__ [#sample (/) —reference (/)]

ing to At = tsample — treference = S , X2 is the wave
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Figure 2. P-wave modulus versus Sy, at 0° (blue diamond), 45° (green circle) and 90° (red square) for the (a) blank sample (b) fractured sample. Vertical error

bars show error estimates.

propagation distance in the reference sample, and V; is the velocity
of duralumin (taken to be 6398 m s~! for P waves for all frequen-
cies as duralumin is non-dispersive). The velocity measurements
were corrected for frequency-dependent diffraction effects as a re-
sult of beam spreading from the transducer face (Best 1992). We
used isotropic diffraction corrections only.

Ultrasonic wave measurements were then taken at different partial
saturation states of air/water (see the Supporting Information for
details of saturation methods used), quantified by water saturation
Sw. Velocity was measured to an accuracy of +0.6 percent and
results are presented at a single frequency of 500 kHz (see Tillotson
et al. 2014).

The numerical modelling experiment of wave propagation in
anisotropic media by Dellinger & Vernik (1994) showed that if the
wave front is propagating parallel or perpendicular to the layering
(or in this case fractures), a true phase velocity is measured in labo-
ratory ultrasonic experiments. However, for wave propagation at45°
to the fracture normal, the wave front can suffer a lateral displace-
ment dependent on the length of the sample and the strength of the
anisotropy. If the lateral translation suffered by the wave is greater
than the radius of the receiving transducer, then a group velocity
is measured, not a phase velocity. Using eq. (1) from Dellinger &
Vernik (1994) to calculate the lateral translations, we get a value of
2.9 mm for the P wave. We can conclude we measure phase velocity
in our experimental setup as our transducer radius of 12.7 mm is
much larger than the lateral translations suffered by the wave fronts.
A similar conclusion was reached by Tillotson et al. (2014) using
the same experimental setup as that used in this study.

3 RESULTS

The blank rock velocity results (Fig. 2a) show minimal velocity
anisotropy due to layering from the manufacturing process. P-wave
velocity is at a maximum at 90° and a minimum at 0° to the bed-
ding/layer normal. The velocity versus S, trend is similar in the
three directions. The general trend for each propagation direction
is an increase in P-wave velocity with increasing S,, apart from a
decrease at Sy, &~ 0.40, the highest velocity occurring at S, = 1.0.
These results are in agreement with published ultrasonic data (e.g.
Gregory 1976; Murphy 1984; Bourbie & Zinszner 1985).

Fig. 2(b) shows P-wave velocity versus S,, relationship at 0°,
45° and 90° to the fracture normal. Here we see significant angular

variation in velocity as expected. Similar to the blank sample, the
velocity versus Sy, trend is similar in all three directions and is
similar to that observed in the blank rock. The data trend suggests
evidence of frequency dispersion (attributed to wave-induced fluid
flow), which can be seen in the data from the steady increase in
velocity from dry to full water saturation in contrast to Gassmann’s
low frequency predictions (see Murphy 1982; Mavko & Nolen-
Hoeksema 1994). There is considerable literature on saturation re-
lated dispersion resulting from wave induced fluid flow (see Miiller
et al. 2010). In this paper we will focus mainly on the differences
between the blank and the fractured sample response to changing
water saturation.

In order to remove any ambiguity caused by the effect of fluid
saturation on bulk density, we calculated the P-wave moduli, M =
p V2, (Fig. 3) in all three directions (equivalent to stiffness compo-
nents Cy; and Cs; for the 90° and 0° directions, respectively). In the
blank sample (Fig. 3a), all three directions show similar M versus
Sy trends, with M increasing from S, = 0 to S, = 0.15, staying
fairly constant between S, ~ 0.15 and S, = 0.40, after which there
is a steady increase until S, = 1.0. The fractured sample (Fig. 3b)
shows a similar trend to that observed in the blank sample, with
M increasing from S, = 0 to S, =& 0.10, staying fairly constant
between Sy, ~ 0.10 and S,, ~ 0.25, after which there is a steady
increase until S,, = 1.0.

Fig. 4 shows plots of Thomsen-style P-wave anisotropy
parameter (see Thomsen 1986), ‘epsilon’ (¢) versus S,. The pa-
rameter (&) represents the difference in P-wave velocity between
the vertical (90°) and horizontal (0°) directions and is given by
&= ”g(;; The blank sample shows a fairly constant value of ¢
(Fig. 4a) while a decrease in ¢ can be seen in the fractured sample
at higher values of S, (Fig. 4b).

Fig. 5 shows plots of the P-wave moduli from Fig. 3 at the differ-
ent Sy, values normalized by their individual dry values (S, = 0).
The data points almost overlap in the blank sample (Fig. 5a), how-
ever, in the fractured sample the fluid effect appears to be maximum
at 0°, intermediate at 45° and minimum at 90° to the fracture normal
at higher S, values (~0.75-1.0; Fig. 5b).

4 MODELLING INSIGHT AND
DISCUSSIONS

Analysis here will focus on the effect of water saturation on
the P-wave moduli (anisotropic) and on the P-wave anisotropy
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Figure 3. P-wave modulus versus Sy, at 0°, 45° and 90° for the (a) blank sample and (b) fractured sample. Vertical error bars show error estimates.
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Figure 4. Measured P-wave anisotropy parameter (&) versus Sy, for the (a) blank sample and (b) for the fractured sample. Vertical error bars show error

estimates.
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Figure 5. Ratios of the P-wave modulus to the dry P-wave modulus versus Sy, at 0°, 45° and 90° for the (a) blank rock and (b) for the fractured rock. Vertical

error bars show error estimates.

parameter, . There is a lack of suitable frequency-dependent the-
oretical models for elastic wave velocities in partially saturated
fractured rocks. Using the same method as Amalokwu et al. (2015)
we combine two models to give some insight into the possible

mechanisms in our experiments. We combine the fractured rock
model of Chapman (2003) and the partial saturation model of White
(1975). The stiffness tensor, Cy, given by Chapman (2003) relating
the contributions from the isotropic elastic tensor (C°, with Lamé
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parameters, A and ), C' (pores), C> (microcracks) and C? (frac-
tures) scaled by the porosity (&), microcrack density (e.) and
fracture density (ey) is of the form:

_ 0 1 2 3
Ciju = Cijjg — P Ciipy — €Chiyg — €:Cly (2)

This model is not designed for partial saturation, so in the elastic

tensors, we replace all terms apart from the fracture correction, with
the Lamé parameters A° and p° obtained from the model of White
(1975) for each water saturation value. The Lamé parameters A°
and p° from White’s model already contain porosity effects, and
as shown by Chapman et al. (2003), e can be set to zero in high
porosity rocks which would make the contribution from C? zero.
We now have an equation of the form:
Cijun = C,{:;Z]()‘()? wo) = 51‘C,'3/‘k1; (3)
where the term C};7, is obtained from the Lamé parameters A° and
wu° calculated using the model of White (1975) (see Mavko et al.
2009, p. 327), after which the fracture correction C* from the model
of Chapman et al. (2003) is applied. It should be pointed out here
that the Lamé parameter, ° is the rock shear modulus which is
assumed to be unaffected by saturation in White’s model. In our
modelling approach, the dispersion as a result of partial saturation
is obtained from the model of White (1975) while anisotropy and
dispersion from the fractures are obtained from the model of Chap-
man (2003). We do not seek to model directly our experimental
results but rather propose an explanation for our observations using
a simple modelling exercise. We point out that dispersion as a re-
sult of partial saturation had to be included since the fractured rock
model of Chapman (2003) was not developed for multiphase satura-
tions. White’s model was used to model this dispersion because it is
a simple frequency-dependent saturation model; however, the cause
of the dispersion in the partially saturated case is not restricted to
patchy saturation. The idea here is to achieve frequency-dependent
bulk moduli caused by stiffening of the frame due to the presence of
partial saturation. White’s model could be replaced with any other
model that incorporates a frequency-dependent stiffening mecha-
nism (e.g. viscous squirt flow).

Model predictions were calculated using the same blank rock
properties as those used by Amalokwu et al. (2015) as input into
White’s model and a fracture density, &; = 0.0314 for the model
of Chapman et al. (2003). The gas patch radius in White’s model
was kept constant (0.5 mm) and the frequency was varied, however,
similar plots can be reproduced by varying the gas patch size and
keeping the frequency constant. The model of Chapman (2003) was
developed for single-phase saturation, therefore, in order to adapt
this model for multiphase saturation, we require an effective fluid
bulk modulus as input for the fluid bulk modulus in the model of
Chapman (2003). Taking the effective fluid modulus as the Reuss
average (see Mavko et al. 2009) of air and water bulk moduli,
no additional dispersion is obtained at partial saturation from the
fractured rock model as shown by Amalokwu et al. (2015). The
Reuss average corresponds to the low frequency case where the gas
and liquid are mixed uniformly, so the wave-induced pore pressures
have enough time to equilibrate during a seismic period (Mavko &
Mukerji 1998). The Reuss average of the bulk moduli of air and
water gives an effective fluid bulk modulus which is equivalent to
the bulk modulus of air from full air (gas) saturation to very close to
full water saturation (~2 per cent air saturation). Consequently, the
fractured model does not show any dispersion at partial saturation
and this might not be the case at higher frequencies.

The Reuss average is known to underpredict the effective fluid
moduli when the wave-induced pore pressures do not have enough
time to equilibrate during a seismic period and in this case other
mixing laws (see Mavko et al. 2009) should be used to calculate
the effective fluid moduli. However, instead of using fluid mixing
laws (e.g. Brie et al. 1995) or explicitly calculating the dynamic
fluid modulus (e.g. Yao et al. 2013; which could achieve similar
effects we are attempting to show), we will take an effective fluid
modulus equivalent to the fluid stiffening effect from White’s model
(compared to Gassmann’s low-frequency predictions). We do this
by taking the real part of the frequency-dependent bulk modulus
obtained from White’s model as the saturated rock bulk modulus
and then by re-arranging Gassmann’s equation, we can obtain the
fluid bulk modulus. We then take this fluid bulk modulus as the
bulk modulus for input into the fractured rock model. Our purpose
here is to illustrate the potential effect of additional dispersion at
partial saturation from the fractured rock model, which we require
to achieve a better agreement with our experimental results. How-
ever, we can only obtain this additional dispersion by assuming an
effective fluid modulus which is not the Reuss average of air and
water, suggesting we need to consider the case where the fluid mix-
ture within the cracks is not the Reuss average of air and water
(hence unrelaxed) as this could play an important role in the effec-
tive stiffness of the fractures. This effective fluid modulus would be
frequency-dependent, similar to the case in isotropic rocks. Using
the approach we have adopted, the fluid bulk modulus effect would
be consistent in both the background isotropic rock model and the
fractured rock model at each frequency (although this might not
be the case in reality). We take the microcrack relaxation timescale
(see Chapman 2003; Chapman et al. 2003) to be the same (7, =
2.4 x 1078 ) as that used for the same rock sample by Tillotson
et al. (2014).

Fig. 6(a) shows the frequency-dependent bulk modulus obtained
from the model of White (1975) and Fig. 6(b) shows the corre-
sponding effective fluid moduli which is used as an input into the
fractured rock model. A fracture correction using the model of
Chapman (2003) was then applied and ‘e’ calculated for all fre-
quencies corresponding to those used in White’s model (Fig. 6¢).
Initially, we consider dispersion solely from White’s model. As a
result of White’s model being consistent with Gassmann’s predic-
tions at full water saturation because no patches exist at full water
saturation, no dispersion occurs at full water saturation (‘e is the
same at all frequencies). To include dispersion from the fractured
model, we set the frequency in the model of Chapman (2003) equal
to that used in White’s model. It can be seen that ‘e’ becomes fre-
quency dependent both at partial saturation (higher S,, values) and
full water saturation, with ‘e’ decreasing as frequency increases. In
order to compare the observed experimental trend to our modelling
results (Fig. 6d), we used a fracture density of 0.034 (within the
uncertainty range for the fracture density, &; = 0.0314 £ 0.0059)
in order to fit the dry value for ‘¢’, leaving other parameters the
same as given above. We see better agreement with the trend when
additional dispersion from the fractured rock model is considered.

Using the same results from the modelling above, we calculated
the anisotropic P-wave moduli. We plot the P-wave anisotropic
moduli at 500 kHz with dispersion from White’s model alone
(Fig. 7a) and then with additional dispersion from the fractured
rock model of Chapman (2003) (Fig. 7b). We see that when dis-
persion from the fractured model is considered, the fluid effect at
higher S,, values is greater in both the 0° and 45° directions, with
a more pronounced effect at 0°. This is more obvious when the P-
wave moduli are normalized with their dry values (S,, = 0; Figs 7¢
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Figure 6. (a) White’s model predictions of bulk modulus versus Sy, at different frequencies (using a constant patch size of 0.5 mm). (b) Corresponding effective
fluid bulk modulus calculated using Gassmann’s equation. (c) P-wave anisotropy parameter ‘e’ versus Sy, without dispersion (solid lines) and with dispersion
(dotted lines) from the fractured rock model, obtained after applying fracture corrections to the bulk moduli from Fig. 6(a). (d) Comparing the experimentally
observed trend for ‘¢’ (black squares) to model predictions at 500 kHz without dispersion (solid line) and with dispersion (dotted line) from the fractured rock

model.

and d). We see that at higher S, values the maximum fluid effect is at
0° to the fracture normal while the minimum fluid effect is at 90° to
the fracture normal with a greater fluid effect seen when dispersion
is considered from the fracture rock model as well (Fig. 7d) com-
pared to dispersion considered from White’s model alone (Fig. 7¢).
Therefore, the fluid effect increases as P-wave propagation goes
from parallel (90°) to perpendicular (0°) to the fracture normal.
The critical S,, where the fluid effect begins depends on the criti-
cal S,, when the P-wave modulus goes from relaxed to unrelaxed
behaviour, which comes in from the frequency dependent model of
White (1975) in this modelling approach.

The presence of partial liquid—gas saturation and the presence of
fractures are both known to cause dispersion in rocks, believed to be
as a result of wave-induced fluid flow (see Miiller ez al. 2010). It can
be seen that as the effective isotropic background rock property (in
this case as a result of changing water saturation) changes, this has an
effect on the anisotropy of the fractured rock, a result which may not
be obvious. A similar observation was made in the numerical study
(although dispersion was not considered) by Sil et al. (2011) where
they showed that changes in the isotropic background properties as
a result of changes in water saturation and porosity had an effect on
P-wave anisotropy of the fractured rock considered. It then follows
that if the effective isotropic background property is frequency

dependent, then the effect on P-wave anisotropy would be frequency
dependent. Dispersion as a result of wave-induced fluid flow is also
known to be caused by the presence of fractures (Chapman et al.
2003; Gurevich et al. 2009; Kong et al. 2013). It can be seen that
a larger fluid effect on anisotropy is observed when dispersion is
considered as a result of wave-induced fluid flow from the fractured
rock model (Fig. 6d).

For both ‘e’ and the P-wave modulus, we see good agreement
with our experimental data when we consider dispersion from both
the changing background rock and the fractured rock. This obser-
vation suggests that not only could the effect of saturation on the
bulk property of the rock have an effect on P-wave anisotropy, but
the effect of the fluid on the compliance of the fractures could also
be important and both effects can be frequency dependent. We re-
alize that we have taken a simplistic (but yet intuitive) approach
to modelling our data. However, partial liquid—gas saturation ef-
fects on seismic properties of rocks already constitute a complex
problem and the presence of fractures complicates it further as the
actual mechanisms in an experiment like this and their interactions
would be very complex. Therefore, using this simple modelling ap-
proach we can gain some valuable insight into potential mechanisms
causing the observed trend. Further advances in theoretical and ex-
perimental studies are needed to give a better understanding of the
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Figure 7. (a) Model predictions of P-wave moduli versus Sy, at 500 kHz without dispersion from the fractured rock model. (b) Model predictions of P-wave
moduli versus Sy, at 500 kHz with dispersion included from the fractured rock model. (c) Model predictions of ratios of P-wave moduli to the dry P-wave
modulus without dispersion from the fractured rock model. (d) Model predictions of ratios of P-wave moduli to the dry P-wave modulus with dispersion

included from the fractured rock model.

mechanisms involved and to isolate the dominant mechanisms at
different conditions.

Our results show that water saturation affects the P-wave
anisotropy of fractured rocks and this effect could be frequency
dependent due to wave induced fluid flow mechanisms. This ef-
fect could be important for seismic characterization of fractured
reservoirs containing gas. The dispersion could be exploited for gas
saturation estimates as dispersion has been shown to be sensitive
to the amount of gas saturation (e.g. Wu et al. 2014). Understand-
ing the effect of water saturation on P-wave anisotropy could help
improve seismic characterization of fractured reservoirs. The dif-
ferent frequencies at which elastic wave data are acquired makes
understanding the frequency-dependence of these effects important.

5 CONCLUSION

We have presented experimental observations of two-phase satura-
tion (water—air) effects on P-wave anisotropy in synthetic fractured
sandstone. The results show a significant effect of water saturation
on P-wave anisotropy of the fractured rock. We observed the fluid
effect is greatest perpendicular to the fractures and lowest paral-
lel to the fractures. As a result, the P-wave anisotropy parameter
‘e’ decreases as the effective modulus of the rock increases. The

effective modulus of the rock is frequency-dependent due to wave-
induced fluid flow mechanisms which act to stiffen the rock and
the fractures. A larger effect is seen when dispersion due to wave-
induced fluid flow is included from the fractured rock model. The
frequency-dependence could be as a result of the presence of par-
tial liquid/gas saturation or due to the presence of fractures or a
combination of both. Our simple modelling approach shows good
qualitative agreement with the experimental data. This frequency-
dependent influence of water saturation on P-wave anisotropy could
help improve fractured reservoir characterization.
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