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1. INTRODUCTION

Climate change and air pollution are critical environmental
issues both in the here and now and for the coming decades.
A recent OECD report found that unless action is taken, air
pollution will be the largest environmental cause of premature
death worldwide by 2050.1 Already, air pollution levels in Asia
are far above acceptable levels for human health, and even in
Europe, the vast majority of the urban population was
exposed to air pollution concentrations exceeding the EU
daily limit values, and especially the stricter WHO air quality
guidelines in the past decade.1−3 The most recent synthesis of
climate change research as presented in the fifth IPCC
Assessment Report (AR5) states that the warming of the
climate system is unequivocal, recognizing the dominant cause
as human influence, and providing evidence for a 43% higher
total (from 1750 to the present) anthropogenic radiative
forcing (RF) than was reported in 2005 from the previous
assessment report.4

In many areas of science and policy, these two environ-
mental challenges are viewed as separate issues, while in fact
they are highly connected. There are a number of ways in
which air pollution and climate change are linked, including
(1) emissions, (2) atmospheric properties, processes, and
chemistry, and (3) mitigation options. It is clear that many of
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the same sources emit both greenhouse gases and air
pollutants. For example, emissions from vehicles include
particulate matter, nitrogen oxides, carbon monoxide, and
carbon dioxide (CO2). Once in the atmosphere, the emitted
species have a variety of atmospheric properties that
determine whether or not they have a direct or indirect
influence on radiative forcing (climate change), their lifetime
in the atmosphere, the atmospheric chemistry processes they
are involved in, and their influence on human health and
ecosystems. For example, particulate matter has a direct
influence on radiative forcing by scattering or absorbing
incoming radiation, depending on the composition, as well as
an adverse effect on human health,5−7 in addition to an
indirect effect where particles can act as cloud condensation
nuclei and thereby affect radiative forcing, as well as weather
patterns. Figure 1 provides an overview of the groups of
processes relevant to air quality and climate change
interactions with examples depicted for each process type.
Finally, many mitigation options offer the possibility to

both improve air quality and mitigate climate change, such as
improvements in energy efficiency, or a switch to wind or
solar power, all of which reduce emissions across the board.8

There are, however, also mitigation options that may provide
benefits to one sector, while worsening the situation in
another. One example is increasing the use of wood
(biomass) burning for residential heating: While the overall
amount of CO2 emissions is reduced (such initiatives are

often promoted as “carbon-neutral”), without proper emission
controls this type of heating contributes significantly to
particulate matter emissions and thereby degrades air quality.9

Such options that are not win−win, but rather win−lose, are
referred to as trade-offs. There are possible benefits of
coordinated action that takes these linkages into account, and
these have been gaining more attention as high profile
political initiatives, such as the Climate and Clean Air
Coalition (CCAC) (www.ccacoalition.org), aim to spur action
in this area of overlap to make faster and more efficient
progress toward protecting human health and ecosystems
while mitigating (near-term) climate change. A variety of
studies have shown that acting without delay to mitigate both
air pollutants and greenhouse gases substantially reduces the
risk of crossing the 2 °C threshold, as illustrated in Figure
2.10,11

While the focus of this Review will not be on the mitigation
options, it is important to recognize that the sources and
physical and chemical processes that link air quality and
climate have impacts and implications beyond atmospheric
chemistry in the broader context of decision-making and
science−policy. That said, the focus of this Review will be the
atmospheric properties, processes, and chemistry, including
information on the emission sources that lead to the linkages
between air pollution and climate change and the associated
feedback effects. Both the role of the pollutants for climate,
such as their effect on radiative forcing, as well as their

Figure 1. An overview of the main categories of air quality and climate change interactions including a depiction of an example interaction or
feedback for each category. Depicted emission sources are examples of possible sources but do not encompass all emission sources relevant to the
depicted interaction. The most relevant components are listed in the brackets following the category. PM (particulate matter) indicates all aerosol
sources, including OA (organic aerosol), BC (black carbon), and SO2; O3 (ozone) includes O3 and its precursor compounds, NOx, NMVOCs,
and CO.

Chemical Reviews Review

DOI: 10.1021/acs.chemrev.5b00089
Chem. Rev. 2015, 115, 3856−3897

3857

www.ccacoalition.org
http://dx.doi.org/10.1021/acs.chemrev.5b00089


importance for air quality, their impact on human health and
ecosystems, will be addressed.

2. AIR POLLUTANTS AND THEIR EFFECT ON
CLIMATE AND HEALTH

2.1. Gaseous Pollutants

2.1.1. Tropospheric Ozone. Ozone (O3) is a secondary
air pollutant that is formed in the atmosphere from a
combination of nitrogen oxides (NOx = NO2 + NO), volatile
organic compounds (VOCs), carbon monoxide (CO), and
methane (CH4) in the presence of sunlight. The well-
established ozone formation chemistry occurs via the
following reactions:12,13

+ → +VOC OH RO H O
O

2 2
2

(1)

+ → +CO OH HO CO
O

2 2
2

(2)

+ → + +RO NO secondary VOC HO NO2
O

2 2
2

(3)

+ → +HO NO OH NO2 2 (4)

ν+ → +hNO NO O2 (5)

+ + → +O O M O M2 3 (6)

In the presence of nitrogen oxides, VOC emissions contribute
to the formation of tropospheric (surface) ozone. Oxidation
of VOCs by the hydroxyl radical (OH), O3, or nitrate radical
(NO3) produces peroxy radicals; these replace ozone in the
oxidizing reaction of NO to NO2, thus causing ozone
accumulation in the atmosphere.14 The reaction chain recycles
the oxidizing agent, the OH radical, and enables further
propagation of the VOC oxidation. Because ozone is
dependent on photochemical reactions, the highest concen-
trations of ozone tend to be observed during the spring (and
summer) periods, with minimum concentrations generally
observed in autumn.15,16 Different chemical regimes exist in
which ozone is formed, typically referred to as NOx-sensitive
or VOC-sensitive. The regimes are affected by VOC/NOx
ratios, VOC reactivity, biogenic emissions, photochemical

aging, and meteorological conditions. In addition, the type of
regime is closely associated with sources (produced by
photolysis of O3, HCHO, and other intermediate organics)
and sinks of the odd hydrogen radicals, as shown in reactions
7−11.12
Sources:

ν+ ⎯ →⎯⎯hO 2OH3
H O2

(7)

ν+ → +hHCHO HO CO
O

2
2

(8)

Sinks:

+ → +HO HO H O O2 2 2 2 2 (9)

+ → +RO HO ROOH O2 2 2 (10)

+ →OH NO HNO2 3 (11)

Many urban areas tend to be NOx-saturated or VOC-sensitive.
While the main cause of reduced ozone in urban areas is
removal of HOx radicals via reaction 11, ozone levels can also
be depressed through a phenomenon dubbed “NOx titration”,
whereby in regions of significant sources of NO emissions, O3
is removed through reaction with NO.

+ → +NO O NO O3 2 2 (12)

The atmospheric chemistry of ozone is an important context
to understand the linkages between air quality and climate
change, because many indirect effects are linked to this
chemistry. However, a comprehensive overview of ozone
chemistry is not the aim of this Review. For this we
recommend work by Sillman,12 the recent Monks et al.
review,13 or atmospheric chemistry textbooks, such as
Atmospheric Chemistry and Physics by Seinfeld and Pandis.17

An important role of ozone in atmospheric chemistry is the
oxidation of biogenic VOCs. When ozone attacks the double
bond in VOC carbon chain, a Criegee intermediate (carbonyl
oxide with two free radical centers, e.g., CH2OO) is
formed.18−20 Part of the Criegee intermediates go through
unimolecular decomposition, but the stabilized Criegee
intermediates form hydroxyl radicals (OH), which are
important oxidizers of sulfur dioxide (SO2) and VOCs in

Figure 2. More than 40 million deaths from respiratory and cardiovascular diseases could be prevented by 2030 by halving the concentration of
short-lived climate-forcing air pollutants (SLCPs) in the atmosphere immediately (a). Mitigating climate-forcing air pollutants and carbon dioxide
simultaneously is more effective than doing just either one or both, but with a delay (b). Reprinted with permission from ref 10. Copyright 2014
Nature Publishing Group.
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the atmosphere. The resulting oxidized SO2 forms sulfuric
acid, and this process thereby contributes significantly to the
total sulfuric acid formation at least in rural environments.18,21

Additionally, the same ozone oxidation reaction of biogenic
VOCs can be followed by rapidly repeated auto-oxidation
reactions, in which the oxidized VOC oxidizes further by
reacting with oxygen molecules. This auto-oxidation pathway
leads with high molar yield (6−8%) to formation of heavily
oxidized extremely low volatility organic compounds
(ELVOC), which can condense on atmospheric particles
even in the nanometer size scale.22,23 The effect of this
condensation of biogenic VOCs is discussed in more detail in
section 2.2.4.
As an air pollutant, ozone has a variety of adverse effects on

human health, including decreased pulmonary function,
aggravation of pre-existing diseases such as asthma, increases
in hospital admissions, especially respiratory ailments, and
premature mortality.24 The current WHO recommended limit
value for ozone is 100 μg m−3 (8 h mean), although
considerable variation in individual responses to ozone exists,
with adverse effects likely also occurring below the thresh-
old.25 Ozone concentrations range from 26 to 62 μg m−3 in
the relatively pristine southern hemisphere marine boundary
layer16 to concentrations in excess of 240 μg m−3 in polluted
urban regions of China (e.g., Han et al.26). Long-term
exposure to ozone may have also chronic effects. Recent
studies have attributed 0.2 million (0.1−0.3 million) or 0.47

million (95% confidence interval, 0.14−0.9 million) premature
(respiratory) deaths globally and annually to present (year
2000) ozone air pollution.27,28 In addition, ozone is
phytotoxic with adverse effects on vegetation/ecosys-
tems.24,29,30 It can penetrate the leaves of plants through
the stomata to oxidize plant tissue, impair photosynthesis, and
affect the metabolic activity, among other effects.31,32 Because
of this, ozone can be detrimental to crop yields. A recent
study estimated that for soybean, wheat, and maize, global
crop losses due to ozone damage ranged from 2% to 15%
depending on crop and metric used for the year 2000, for a
worth of $11−18 billion U.S. The global ozone burden has
been estimated using satellite retrievals at 314 Tg, with 52%
of that amount being found in the northern hemisphere and
48% in the southern hemisphere.16 Comparisons with ground-
based measurements indicate good capture of seasonal cycle
and spatial distribution, although at high latitudes the satellite
retrievals were found to have a high bias up to 25% relative to
some measurement stations.16

Ozone is not only an air pollutant, but also a radiatively
active greenhouse gas. The model derived change in radiative
forcing from 1750 to 2011 attributed to ozone is +0.35 [+0.15
to +0.55] W m−2, of which +0.40 [+0.20 to +0.60] W m−2 is
attributed to tropospheric ozone and −0.05 [−0.15 to +0.05]
W m−2 to stratospheric ozone.33 While the focus in this
Review is on tropospheric ozone, it is worth noting that
evidence supports substantial links between changes in

Figure 3. Radiative forcing of climate change shown by emitted components from 1750 to 2011. The horizontal bars indicate the overall
uncertainty, while the vertical bars are for the individual components (bertical bar lengths proportional to the relative uncertainty, with a total
length equal to the bar width for a ±50% uncertainty). Best estimates for the totals and individual components (from left to right) of the
response are given in the right column. Values are RF except for the effective radiative forcing (ERF) due to aerosol−cloud interactions (ERFaci)
and rapid adjustment associated with the RF due to aerosol−radiation interaction (RFari Rapid Adjust). (For further details, see source: IPCC
AR5 Technical Summary.33)
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tropospheric and stratospheric ozone. The current +0.35 W
m−2 results from a total O3 RF of +0.50 [+0.03 to +0.70] W
m−2 that is attributed to increases in tropospheric emissions of
the precursor compounds, NOx, CO, NMVOCs, and
methane, and −0.15 [−-0.30 to 0.00] W m−2 attributed to
ozone depletion by halocarbons.33 Methane, an important
precursor to ozone, is also a strong greenhouse gas, with a
greater RF than ozone, and is addressed in section 2.1.4. The
remaining ozone precursors, NOx, NMVOCs, CO, do not
exert a direct influence on climate through radiative forcing,
but still affect climate through a variety of indirect effects, not
limited to their role in the production of ozone. For one, all
ozone precursor emissions, except NOx, oxidize to form CO2

and therefore generate additional radiative forcing (warming),
although this effect is generally relatively small, with +0.02,
+0.03, and +0.09 W m−2 from methane, NMVOCs, and CO,
respectively.33,34 The attribution of RF to the emissions is
depicted in the well-known IPCC figure, here Figure 3, where
the latest version from AR5 attributes not only the emissions,
but also the resulting atmospheric drivers. This presentation
of the information is just one way that shows how closely air
pollution and climate change are linked. Various feedback
effects also indirectly affect climate change, such as temper-
ature on emissions, ecosystem feedbacks, or the role of NOx,
NMVOCs, and CO on methane lifetime that will be discussed
in the following sections.

In addition to the direct effect of ozone as a greenhouse
gas, ozone also has an indirect effect on climate change
through its adverse effects on vegetation that inhibit the
uptake of CO2, as in the example depicted in Figure 1. As a
strong oxidant, ozone enters plants through stomata on leaves
and initiates a chain of reactions that degrades plants’
chlorophyll and reduces rates of photosynthesis, adversely
affecting plant growth.35−37 Earlier estimates of this effect
found that the forcing due to O3 from the plant feedbacks by
2100 (from 1900) attributed to a suppression of the land-
carbon sink was estimated to range from +0.62 to +1.09 W
m−2.35 A study by Collins et al.38 investigated the role of this
plant feedback indirect effect, finding that it contributes
significantly to the climate impact of ozone precursors on a 20
year time scale, by reducing the amount of CO2 uptake by the
terrestrial biosphere, with results to be strongly dependent on
emission region and the variation in photochemistry and
vegetation response. For NOx and VOC emissions, the
contribution was found to be roughly equivalent to the
remaining effects combined from changes in ozone, methane,
sulfate, and stratospheric water vapor (and nitrate and
nitrogen fertilization of vegetation for NOx). This plant
feedback contribution was found to decline in importance for
a longer (50 year) time scale because of the recovery of the
vegetation.38 Unger and Pan39 postulated that the interactions
between O3, aerosols, and biogeochemical cycles may possibly

Figure 4. Climate change impact of U.S. reactive nitrogen emissions, in Tg CO2 equiv, on a 20 year (left) and 100 year (right) global
temperature potential basis. The length of the bar denotes the range of uncertainty, and the white line denotes the best estimate. The relative
contribution of combustion (brown) and agriculture (green) is denoted by the color shading. Reprinted with permission from ref 43. Copyright
2012 National Academy of Sciences.

Chemical Reviews Review

DOI: 10.1021/acs.chemrev.5b00089
Chem. Rev. 2015, 115, 3856−3897

3860

http://dx.doi.org/10.1021/acs.chemrev.5b00089


emerge to be the most important climate impact of the short-
lived air pollutants that have a climate effect.
Recent work from Kvalevag and Mhyre,40 however,

indicates that the RF of the indirect effect of tropospheric
O3 on plant growth is lower in land model simulations
including limitations on available nitrogen. They found that
including this carbon−nitrogen coupling significantly de-
creased the impact of O3 on the land carbon sink between
1900 and 2004 and mitigated the indirect impact of ozone on
RF (attributing only 2−5% of the RF (+0.03 to +0.07 W
m−2) to effects on CO2) by a factor of 6 less than previous
studies, which did not include this coupling.40 Results such as
these indicate the complexity of the ecosystem feedback
effects, and the need for greater coupling among different
earth system processes to improve our understanding of these
indirect effects.
2.1.2. Nitrogen Oxides. The vast majority of NOx (NO2

+ NO) emitted to the atmosphere comes from fossil fuel
combustion with the remaining emission sources, biomass
burning, soils, lightning, contributing roughly one-third of the
total amount of present day anthropogenic and natural
emissions.17 Global anthropogenic emissions of NOx were
estimated to be 57 Tg(NO2) for the year 2000.41 Of the 5
global emission inventories compared by Granier et al.,87 the
emissions for NOx were all in fairly good agreement with the
maximum difference between inventory estimates for the year
2000 being 17%. Fossil fuel combustion sources of NOx
include gasoline and diesel vehicles, other transportation
sources such as airplanes and shipping, industrial sources,
including power plants, industrial boilers, and municipal
incineration, and home heating. Atmospheric mixing ratios
of NOx tend to range from <1 ppb in remote marine or forest
locations, to <1−10 ppb in rural locations, to 10−1000 ppb in
urban areas. NOx emitted from combustion processes tends to
be emitted in the majority as NO (∼95%) with only a small
amount of primary NO2. Once in the atmosphere, however,
NO2 is formed from the oxidation of NO (as outlined in the
ozone chemistry in section 2.1.1). Because of the increasing
prevalence of diesel vehicles and the implementation of diesel
particulate filters, a European study found that the amount of
primary NO2 emitted in the traffic sector is increasing and has
been reported to be about 30−50% depending on
conditions.42

Emissions of NOx are greater in the northern hemisphere,
reflecting the larger amount of anthropogenic sources, than in
the southern hemisphere, with monthly total NOx emissions
estimated at 9.1−10.8 Tg and 1.5−3.4 Tg, respectively.16

These emissions include anthropogenic sources, biomass
burning, and lightning NOx, and tend to peak in late
winter/early spring due to the seasonality of the biomass
burning emissions.16

Nitrogen dioxide emissions have adverse health effects; they
can lead to airway inflammation and contribute to respiratory
issues, specifically asthma. NOx contributions to particle
formation can also aggravate existing heart disease, and
contribute to increased hospital admissions and premature
death.24 The health effects are especially relevant in vehicles
and near roadways where concentrations can be elevated
(30−100% higher) in comparison to the surrounding area
(http://www.epa.gov/oaqps001/nitrogenoxides/health.html).
In addition, NOx emissions contribute to adverse ecosystem
effects, including acidification.

The effect of nitrogen oxides on RF is more complex than
that of the consistently warming influence of RF from
NMVOCs and CO, due to a variety of opposing influences
from, for example, NOx effects on ozone versus methane, the
location of the NOx emissions, and ecosystem feedback
effects.43−46 An overview of the climate change impacts of
NOx and other forms of nitrogen is given in Figure 4.43 A
more holistic look at the effect of not only NOx, but other
forms of N, including reactive nitrogen, ammonia, and N2O,
can be found in Templer et al.36 or Pinder et al.;43 this
section will focus on NOx. Work from Shindell et al.47 found
that NOx emissions resulted in a negative (cooling) RF of
−0.29 W m−2 from 1750 to 2000. This value included effects
attributed to sulfate, methane, nitrate, and ozone, all of the
attributions contributing negative RF with the exception of a
small positive RF from O3.

47 More recently, attribution
experiments as part of ACCMIP evaluated the changes in
emissions of NOx from the 1850s to the 2000s, found that
NOx had an overall cooling impact of −0.193 W m−2,
attributed to the resulting changes in methane and ozone.34

However, as NOx fosters ozone production, this part exhibits
a positive RF (+0.119 W m−2), while the effect on methane
results in a negative RF (−0.312 W m−2).34 The methane
forcing in response to changes in NOx emissions results from
the effect that NOx has on OH and, thereby, methane
lifetime. As NOx emissions increase, OH production is
fostered, which reduces the lifetime of methane, because
OH is the dominant sink for methane in the troposphere. The
latest IPCC (AR5) attributes −0.15 (−0.34 to +0.02) W m−2

to NOx from 1750 to 2011, with a contribution of −0.04 W
m−2 from nitrate, −0.25 W m−2 from the effect on methane,
and +0.14 W m−2 from the effect on ozone.33

The lifetime of NOx can vary from hours to days, which
means that there can be large spatial variations in NOx. This
combined with the nonlinearities in the O3 chemistry and
convective activity means that large geographical differences
can result.45,46 Furthermore, the differences in temporal scales
of these effects should be noted. The methane effect occurs
on a global scale on a time scale of approximately one decade,
while the ozone effect is much more regional and occurs on a
time scale of weeks. These differences also mean that in the
short term (<1 yr), NOx emissions are warming, but are
cooling in the long term (ca. 10 years or longer).38

The effect of regional 20% emission reductions of NOx was
evaluated as part of the Hemispheric Transport of Air
Pollutant (HTAP) multimodel intercomparison study to
evaluate source-receptor sensitivity. The results from this
study show that these regional NOx reductions produced
global, annually averaged net positive RFs, ranging from +0.21
to +1.72 mW m−2 for the different regions.48 These results
attribute the NOx emission reduction to the drivers of RF,
including subsequent changes in methane, ozone, and sulfate,
whereby the positive net RF from increases in CH4 (+2.29 to
+3.98 mW m−2) outweigh the negative net RF from decreases
in O3 (−1.19 to −3.19 mW m−2); changes to sulfate were
minor (−0.16 to +0.53 mW m−2).48 In all but one region the
uncertainty of the net RF overlaps zero. Although not
included in the net RF estimate, changes in the CO2 uptake
by the biosphere through the influence of ozone on plants’
ability to remove CO2 from the atmosphere were also
attributed; these contribute a negative RF, changing the
overall sign of the NOx reduction to net cooling for all
regions (−0.83 to −4.28 mW m−2).48 The ecosystem
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feedbacks, specifically the effect of ozone damage to
vegetation, can be significant in terms of the effect it has
on the net RF. Collins et al.38 found that the induced change
in the carbon cycle is the largest single contributor to the
global temperature potential metric (a metric relating the
changes in RF from an emission pulse to the effect on global
temperature; see also section 4.2) for NOx and VOC
emissions, although the estimates depend on assumption
relating to the sensitivity of vegetation types to ozone damage.
The latest IPCC assessment report concludes that nitrogen
oxides “likely” cause a net negative forcing but uncertainties
are large.33 The indirect effects on RF, specifically the
ecosystem effects, need more research.
2.1.3. Ammonia. Nitrogen is a major nutrient for life on

the planet, but molecular nitrogen is unavailable to most
biota, which require fixed nitrogen in their nutritional input. A
range of bacteria fix molecular nitrogen as free living
organisms in soil and in symbiotic action with specialized
vegetation (legumes).49 The fixed nitrogen in vegetation is
present mainly as amino acids but also as NH4

+ in cell fluids.
The NH4

+ present in intracellular fluids within plant tissues is
also connected to the atmosphere via stomata and exchanges
freely with the atmosphere, the net exchange being
determined by the pH and NH4

+ concentration in the fluid
and atmospheric ammonia concentrations in the free
atmosphere. The concentration close to external surfaces of
the vegetation in equilibrium with NH4

+ in the apoplast is
termed the compensation point.50 If ambient concentrations
are in excess of the compensation point, ammonia is
deposited to vegetation, and if ambient concentrations are
smaller than the compensation point, then ammonia is
emitted to the atmosphere. However, there is substantial
recycling of ammonia in plant canopies between stomata, leaf
surfaces, and the ground surface. The consequence is a
distinction between the compensation point of the stomata
and other compartments, and the compensation point of the
canopy as a whole.
The exchange of ammonia with terrestrial surfaces is

commonly described using a resistance analogy, in which the
flux (Ft) toward or away from the surface is treated as an
analogue of current flow in a network of resistances (see
Sutton et al. for more detailed information).50

Ammonia is therefore present in the atmosphere as a
consequence of emissions from vegetation, soil, and animal
excreta and therefore has entirely natural sources. However,
the industrial fixation of nitrogen from molecular nitrogen and
hydrogen by the Haber Bosch process51 represents an
additional nitrogen fixation pathway and is due entirely to
human activity. The quantity of nitrogen fixed by the Haber
Bosch process is currently estimated at 120 Tg N annually,
and the agricultural use of legume crops further enhances
nitrogen fixation (by another 60 Tg N yr−1).52 These
anthropogenic additions to global nitrogen fixation are similar
in magnitude to natural nitrogen fixation in unmanaged
ecosystems, estimated by Vitousek et al.49 to be 58 Tg N yr−1,
and in oceans to be 140 Tg N yr−1.53

The total amount of nitrogen fixed annually is approx-
imately 413 Tg N yr−1, of which approximately one-half (210
Tg N yr−1) is anthropogenic.52 The relative contributions of
anthropogenic and natural ammonia and ammonium in the
atmosphere vary greatly across regions and between
continents due to both the spatial variability in human use
of fertilizers and the very short atmospheric lifetime and

reactivity of ammonia. It is useful to provide some perspective
on these time and space scales. Ammonia has an atmospheric
lifetime of a few hours and is very rapidly deposited to
terrestrial surfaces, depending on the compensation points of
the absorbing surfaces, and also due to the rapid uptake of
ammonia into water droplets and onto aerosols, especially
acidic aerosols. Thus, hot spots of ammonia emissions close
to livestock farms generate local areas with concentrations in
the range 10−100 ug m−3. However, the concentrations
decline by typically an order of magnitude within 200 m
downwind of the source area to background concentrations,
maintained by emissions from vegetation. Thus, an agricul-
tural landscape is characterized by a very patchy concentration
field for gaseous ammonia. By contrast, the aerosol NH4
concentration field, and thus the deposition field for reduced
nitrogen, is much smoother, with aerosol concentrations in
polluted regions being 2−10 ug m−3 while in clean air regions
of Europe, aerosol NH4 concentrations are in the range 0.5−
1.0 ug m−3.54

The bidirectional nature of ammonia exchange, described
above, shows a close coupling of the net flux with ambient
temperature. This is driven by the physical chemistry of NH4
in solution and ammonia in the gas phase and temperature
dependence of the partitioning between gas and solution
phases. Thus, the ambient ammonia concentration is closely
coupled to ambient temperature as demonstrated by sets of
field measurements of ammonia by Flechard and Fowler.55

The effects of climate change on the partitioning of NH3/
NH4 are somewhat more complex as the pool of available
NH4 in solution needs to be considered along with the
climate data.
The likely response of ammonia emissions to a changing

climate has been considered by Sutton et al.50 and by Fowler
et al.56 In the recent review of emission and deposition of
ammonia by Sutton et al.,57 they argue that emissions should
explicitly include climate in the methodology, rather than
prescribed emissions for agricultural sectors due to the strong
effect of temperature on the liquid/gas-phase partitioning. The
consequence of a global surface temperature change of 5 °C is
shown to increase global ammonia emissions by 42%, from 65
Tg NH3−N yr−1 in 2008 to 92 Tg NH3−N yr−1 in 2100, in
the absence of other drivers of nitrogen use. Considering both
changes in global temperature and anthropogenic activity, it is
likely that ammonia emissions would increase to 132 Tg
NH3−N yr−1. The largest uncertainties associated with
estimating future emissions of ammonia to the atmosphere
are associated with drivers of consumption.56

Emissions of SO2 have declined significantly in Europe and
North America over the last two decades, with regional and
intercountry differences.58,59 This important change in
emissions has driven changes in the chemical and physical
characteristics of aerosols. The main difference is that
NH4NO3 is now the dominant inorganic aerosol, and, unlike
(NH4)2SO4, NH4NO3 is volatile, and in warm climates readily
dissociates to ammonia and HNO3, both of which deposit
rapidly, unlike their aerosol precursor. Thus, the atmospheric
lifetimes of the two aerosols change due to the change in
chemical form, and as climates warm the difference is
amplified, effectively shortening the travel distance of the
pollutants concerned.57

2.1.4. Methane. After carbon dioxide, methane is the
most important greenhouse gas. It has a radiative forcing of
+0.5 ± 0.05 W m−2, about 28% that of non-CO2 atmospheric
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constituents in 201060 (updated at http://www.esrl.noaa.gov/
gmd/aggi/). CH4 is a powerful infrared absorber; over a
century it is 28 times more efficient per mass as a greenhouse
gas than CO2.

61 In addition, CH4 is also important to the
chemical state of the atmosphere, because its chemical
destruction by reaction with the hydroxyl radical (OH)
initiates a chain of reactions that can affect tropospheric air
quality and ozone formation. The theoretical maximum yield
of O3 from one CH4 molecule oxidized all of the way through
to CO2 and H2O is 5 O3 molecules. This maximum yield is
never realized under actual atmospheric conditions because of
competing reactions, but reality is closer to theory when NOx
levels are sufficiently high that the peroxy radicals (HO2,
CH3O2) react exclusively with NO and all of the form-
aldehyde (HCHO) formed is photolyzed by the radical
path.17

ν+ ⎯ →⎯⎯ +hHCHO CO 2HO
2O

2
2

(13)

HCHO and CO are important stable intermediates in the
atmospheric chemistry process. The lifetime of CH4 in the
atmosphere is about 10 years, with estimates ranging from 9
to 11 years, with CO2 the eventual product of its
oxidation.62−64 The atmospheric methane oxidation chain is
depicted in Figure 5.

The main sink for methane is reaction with OH. This
chemical coupling leads to a significant amplification of
emissions, because increased methane emissions decrease
tropospheric OH, which increases the methane lifetime and
thereby its concentration.62,64 This then involves further
climate and emission factors that influence the interannual
variability of methane lifetime and/or the OH budget, such as
temperature, water vapor, stratospheric ozone column,
biomass burning, and lightning NOx.

62 Global emissions of
CH4 are between 500 and 600 Tg yr−1; see Kirschke et al.65

or Prather et al.63 Of the total emissions, 36% has been
attributed to natural sources, mainly wetlands, while the other
64% of global emissions are due to microbial emissions
associated with rice agriculture, livestock, and waste, and
fugitive emissions from fossil fuel production and use.63,66,67

From the late 1990s through 2006, global emissions were

approximately in balance with global sinks, mainly chemical
destruction by reaction with OH, but also from oxidation by
soil microbes, and atmospheric reactions with O1D and Cl in
the stratosphere.68

Since preindustrial times, the global CH4 mixing ratio has
increased from 722 ± 4 ppb69 (after conversion to the NOAA
2004 CH4 standard scale70) to current values of about 1800
ppb in 2010 (an increase of 2.5 times). There is a very high
level of confidence that anthropogenic activities caused the
increase in atmospheric methane during the industrial era.67

Current levels are unprecedented over at least the last 800
thousand years.71 NOAA atmospheric network observations
cover the last several decades, and show that global CH4
increased rapidly through the late 1990s, leveling off during
the early 2000s. This slowing of atmospheric concentrations
prompted speculation that CH4 was approaching chemical
equilibrium, possibly earlier than could be accounted for given
estimates of sources and sinks at that time.72 However, CH4
has recently started to increase in the atmosphere again since
2007.68,73 The cause of the recent increase is not well
understood and has been the topic of much recent work.
Atmospheric inverse models suggest that increased emissions
from tropical wetlands as well as increases in anthropogenic
emissions are behind the recent increase.74−76

Emissions of CH4 from natural wetland emissions are likely
to be very sensitive to climate change. Some of the key drivers
influencing wetland methane emissions are water table depth,
soil temperature, and substrate availability and quality, as well
as air temperature.77 To model wetland ecosystems, and
thereby estimate predicted changes under a future climate, the
fundamental processes need to parametrized and modeled at
an adequate level of complexity. However, many of these
wetland ecosystem processes have not been studied in
sufficient detail to allow them to be parametrized reliably,
resulting in widely differing results from the limited number
of studies carried out so far.77

Emissions from the Arctic, in particular, have the potential
to increase significantly as soil temperatures rise and the vast
stores of soil carbon thaw, releasing significant amounts of
methane into the atmosphere (e.g., Harden et al.78 or Schuur
and Abbott79). Schaefer et al.80 pointed out that these
potential carbon emissions from the Arctic could have
important implications for policies aimed at cutting emissions
from fossil fuel use and production for a number of reasons.
These reasons include that the permafrost carbon feedback
loop is irreversible once initiated, and while the Arctic
permafrost is currently a significant sink, the region could end
up as a significant source with cumulative permafrost carbon
flux estimates of 42−88% of the estimated cumulative global
land sink for carbon. Furthermore, the release of permafrost
carbon would continue for many years, even if atmospheric
warming were to stop due to its huge thermal inertia,
although the strength of this feedback loop very much
depends on the amount of permafrost degradation that is
predicted.80 On the other hand, drying of tropical wetlands
could lead to reductions in emissions.67 For a more in depth
discussion of expected changes in methane with regard to
wetlands and permafrost under a future climate, please see
O’Connor et al.77

A wide range of human activities affect atmospheric levels
of CH4. These range from food production (ruminants and
rice) to disposal of food and other waste (sewage and
landfills). Energy production from coal, oil, and gas results in

Figure 5. Methane oxidation mechanism. Reprinted with permission
from ref 17. Copyright 2006 John Wiley & Sons, Inc.
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varying amounts of CH4 emissions during production,
processing, storage, transmission, and distribution processes,
as it is the primary component of natural gas, and often found
alongside fossil fuels. Future increases in population could
increase emissions from agriculture and waste as demand for
food production rises, while the current boom in shale oil/gas
exploitation has focused attention on activities related to the
associated exploitation processes, such as leakage from drilling,
storage, and transport of fossil fuel (e.g., Karion et al.81 or
Petron et al.82 or Allen et al.83).
Currently, source and sink processes are not quantified

accurately, and there are still large uncertainties on estimated
emissions and losses. However, progress has been made using
inverse modeling to quantitatively link regional sources and
sinks, where emissions of CH4 are inferred, along with
photochemical sinks (OH concentrations), and matched to
atmospheric observations, thereby reducing uncertainties.84

For example, Bergamaschi et al.74 recently used inversion
techniques to evaluate changes in the methane cycle over the
past decade, and found that global methane emissions have
increased significantly since 2006, with much higher emissions
during the 2007−2010 period as compared to the average
emissions during the 2003−2005 period. Furthermore,
inversion techniques allowed for the attribution of these
increases spatially, to the tropics and midlatitudes of the
Northern Hemisphere, and to largely anthropogenic sources.74

In addition, significant interannual variations in CH4 emissions
from wetlands and biomass burning were identified that were
superimposed on the increasing trend in anthropogenic
CH4.

74 It is clear that maintaining long atmospheric time
series is crucial for trend detection, while increasing the spatial
coverage of observations will improve the ability of
atmospheric inversions to discriminate CH4 sources (e.g.,
Bruhwiler et al.76).
2.1.5. Anthropogenic NMVOCs and CO. Total anthro-

pogenic NMVOC emissions have been estimated at 129 Tg
for the year 2000, although the quantification and attribution
of sources can vary significantly depending on the
estimate.41,85 Road transportation, industrial sources, solvent
use, and biomass burning are all significant contributors to
NMVOC emissions. The adverse health effects of NMVOCs
result from their contribution to ozone, but also from the
toxicity of certain NMVOCs themselves. Certain NMVOCs,
such as formaldehyde, benzene, or styrene, among others are
(potentially) mutagenic or carcinogenic.24,86 The majority of
the toxic impacts of NMVOCs have been shown to be caused
by a relatively few number of the NMVOCs (e.g., form-
aldehyde, acrolein, and furan), stemming from the trans-
portation sector as well as residential sources, and often do
not overlap with those that are the top ozone forming
species.86

A comparison of different emission inventory estimates by
Granier et al.87 found that global CO emissions show similar
patterns among the estimates with a variation in the spread
among the total estimates, which for 2000 was about 28%
between the lowest and highest value, ranging from ca. 500 to
600 Tg yr−1. Combustion is the primary source of carbon
monoxide emissions to the atmosphere, including both natural
and anthropogenic sources, such as biomass burning and fossil
fuel burning. Transportation and biomass burning are the
largest contributors to anthropogenic emissions of CO.24

Significant contributions also result from the atmospheric
oxidation of methane and NMVOCs.

High concentrations (>1000 ppmv) of carbon monoxide
may be lethal, with death resulting from asphyxiation. Lower
concentrations have other adverse human health effects
including headache, fatigue, nausea, and vomiting.24

Nonmethane volatile organic compounds and carbon
monoxide contribute to positive RF (warming) through
their role in ozone production, but also through an increase
in methane lifetime. A number of studies have confirmed the
relationship between increasing NMVOC and CO emissions
and increasing RF via ozone and methane.34,45−47,88,89 Given
the general qualitative agreement among the published
literature, only a few examples from more recent work are
highlighted here, so as to provide quantitative information on
the magnitude of the contribution to RF. The more complex
role of NMVOCs from biogenic sources will be addressed
separately. Shindell et al.47 assessed emissions-based RF, and
ascribed +0.25 W m−2 to CO and NMVOCs from 1750 to
2000, attributing this to changes effected in sulfate, methane,
and ozone relatively equally, and a smaller contribution from
resulting CO2 changes, with a minor negative RF contribution
from effects on nitrate. Aerosol indirect effects were not
included. As part of the Atmospheric Chemistry and Climate
Model Intercomparison Project (ACCMIP),90 attribution
experiments were done to attribute RF to the ozone precursor
species. In these experiments, the change in RF from the
1850s to the 2000s was assessed. The RF for emissions of CO
was attributed to the resulting influence that CO has on CO2,
CH4, and O3 for a total RF of +0.202 W m−2, as shown in
Table 1. The results from ACCMIP were the basis on which

the latest IPCC RF values were based and therefore show
significant similarities, but are not the same, as seen in Figure
3. It should be noted that the IPCC RFs covered a larger time
span than those evaluated in Stevenson et al. (1750−2011
instead of 1850s−2000), which added 0.04 and 0.02 W m−2

to the period of 1750−1850 and 2000−2010, respec-
tively.33,34,64 For emissions of NMVOCs, a total RF of
+0.090 W m−2 (as in Table 1) was attributed by the ACCMIP
study, a somewhat smaller impact than that of CO.34

Additional effects, such as changes in oxidants on secondary
aerosol, were not included in the analysis.34

2.1.6. Biogenic NMVOCs. Volatile organic compounds
(VOC) are emitted into the atmosphere from both
anthropogenic and natural sources. It has been estimated
that terrestrial vegetation emits about 1000 Tg of biogenic
NMVOCs per year, which is roughly a factor of 8 higher than
NMVOC emissions from anthropogenic sources.41,91,92

Although vegetation produces thousands of different biogenic
VOCs (BVOC),93−95 species emitted in the largest amounts
are isoprene (C5H8), monoterpenes (C10H16), sesquiterpenes
(C15H24), and a number of oxygenated VOCs such as
methanol, acetone, ethanol, and acetaldehyde.91

According to model estimates, the NMVOC global total
expressed as emission of carbon consists of 70% of isoprene

Table 1. Radiative Forcing Attributed to CO and NMVOCs
over the Period from 1850 to 2000, As Reported in
Stevenson et al.34

total RF
from the resulting changes in

CO2 CH4 O3

CO +0.202 +0.087 +0.057 +0.058
NMVOCs +0.090 +0.033 +0.022 +0.035
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and 11% of monoterpenes. Methanol comprises 6% of the
total, and sesquiterpenes together with acetone, ethanol, and
acetaldehyde contribute with another 8%.92 The uncertainty
of BVOC emission totals is estimated to be within a factor of
2−3 based on different model approaches, variation of model
input data, and comparisons of bottom-up to top-down
inventories.91,92 The surface ozone increase attributed to
biogenic VOC emissions was identified by numerous model
studies on both global96−99 and regional100−103 scales. The
impact of biogenic VOCs is most evident in the vicinity of
industrial and biomass burning areas where sources of BVOCs
coincide with strong anthropogenic sources of NOx.

98,103

Folberth et al.96 estimate that the addition of surface O3

induced by isoprene, the most abundant BVOC species, to
the global O3 budget increases global mean radiative forcing
by +0.09 W m−2. In the tropics, where BVOC emissions are
most intense, the enhancement of radiative forcing can reach
+0.17 W m−2.
Under certain environmental conditions, reaction of peroxy

radicals with NO produces organic nitrates, in particular
peroxyacetyl nitrate (PAN). Because formation of PAN acts as
a sink for both radicals and NOx, it lowers the potential of
surface ozone production in the source region.14 However, as
PAN is chemically more stable than NOx, it can be
transported over longer distances and thereby distribute
NOx to clean, remote environments. Thermal and chemical
decomposition of PAN in such environments serves as an
important source of nitrogen, which activates O3 formation in
locations distant from the original source of pollution.104,105

Biogenic VOC emissions are a significant contributor to PAN
formation.106 A model study from Pfister et al.98 showed that
almost one-third of an annual global PAN burden is a product
of isoprene oxidation, and at some locations isoprene
chemistry contributes up to 60% to the total PAN column.
The contribution is most profound in isoprene emitting
regions (Amazon, Equatorial Africa, Southeastern U.S.) during
summertime with significant increase of PAN over the
oceans.96 However, the mechanism of isoprene oxidation is
not yet fully understood, and reaction rates and fate of
isoprene nitrates in the atmosphere remain uncertain. Studies
with global and regional chemistry models show that selecting
either high yields in isoprene nitrate and permission of NOx
recycling or redirecting nitrates to NOx sinks (e.g., formation
of HNO3, deposition) causes either increases or decreases in
surface O3 by about 5 ppbv.101,107 Measurements of isoprene
oxidation products in the field108 and in the reaction
chamber109,110 aim to provide more detailed information on
the oxidation processes and isoprene nitrate yields; such

updates are also being successfully implemented in
models.111,112

In unpolluted air with low NOx concentration but with
sufficient VOC sources, typically in remote forested regions,
the troposphere is in the NOx-limited regime.17 VOC
oxidation produces peroxy radicals, but the lack of NOx
inhibits formation of ozone. The presence of biogenic
VOCs then leads to a decrease in the ozone concentration
as it is consumed in the direct (VOC + O3) reactions.
Furthermore, removal of atmospheric oxidants (mainly OH)
during VOC oxidation, as well as the radical−radical reaction
that takes over under the low-NOx conditions, reduces the
oxidizing capacity of the atmosphere.113 This has important
climate related consequences because OH is a significant sink
for methane (CH4), a potent atmospheric greenhouse gas.
Removal of OH, in this case induced by BVOC chemistry,
increases methane’s atmospheric chemical lifetime.96,114

Nevertheless, recent observations in a pristine environment
of the Amazon tropical forest report the above-canopy OH
concentrations to be much higher than would be expected
with BVOC-driven chemical mechanism described above.115

The experimental data suggest the existence of an additional
chemical pathway that would be responsible for OH-recycling.
Taraborrelli et al.116 proposed a new chain of chemical
reactions that follows the oxidation of isoprene by OH in low-
NOx environments with sufficient loading of isoprene. The
OH is recycled via the photo-oxidation of unsaturated
hydroperoxy aldehydes, oxidation products of isoprene. In
this way, isoprene acts as a stabilization factor by sustaining
the oxidation capacity of the tropical forest.115 In addition,
HOx generation from the Criegee intermediates generated
from the reaction of ozone with isoprene is also a source of
OH.117

In addition to their role in the tropospheric gas-phase
chemistry, biogenic VOCs contribute to the formation of
atmospheric aerosol, which is discussed in section 2.2. The
oxidation products of some BVOC species can go through the
gas-to-particle partitioning to form secondary organic aerosol
(SOA),14 thereby affecting the Earth’s radiation budget
directly as organic aerosol scatters the incoming solar
radiation, and indirectly by forming cloud condensation
nuclei;119,120 see also sections 2.2.3 and 2.2.4. In earlier
studies, only less volatile BVOC species such as monoterpenes
and sesquiterpenes were identified in the smog chamber
experiments to produce oxidized compounds that can
transform to SOA.121,122 Later experiments demonstrated
that isoprene oxidation also contributes to the atmospheric
SOA formation.123,124 Even if the SOA yield for isoprene is
small (1−3%), given the strength of the emission source, its

Figure 6. Comparison of modeled annual mean surface SOA concentrations (μg C m−3) for the year 2000 formed from biogenic (monoterpenes
and isoprene) and anthropogenic (aromatics) precursors. The fourth panel shows fraction of SOA from biogenic sources. Reprinted with
permission from ref 18. Copyright 2012 Nature Publishing Group.
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contribution to global SOA total can be large.125 Model
studies attempted to estimate the global SOA totals and to
determine the apportionment of anthropogenic and biogenic
sources,118,126−130 as shown in Figure 6. However, the global
SOA budget remains uncertain, ranging from 12 to 1820
Tg(SOA) yr−1. Spracklen et al.131 constrained the SOA global
total using measurements from a network of aerosol mass
spectrometers and estimated the source strength of 140
Tg(SOA) yr−1 with about 13 Tg(SOA) yr−1 purely from
biogenic sources. They suggest that a large portion of the
SOA total (ca. 90 Tg(SOA) yr−1) is anthropogenically
controlled, that is, formed from biogenic precursors but due
to enhancement from anthropogenic pollution. Higher
concentrations of atmospheric oxidants (OH, O3, or NO3)
in anthropogenically polluted regions amplify oxidation of
biogenic VOCs to semivolatile species with SOA-forming
potential. Also, primary organic aerosols (POA) serve as a
medium for partitioning of biogenic VOC oxidation products
from gaseous to a condensed phase. SOA production is
therefore likely to be higher in regions with strong sources of
POA, for example, from fossil fuel combustion. More detailed
information on mechanisms of anthropogenic enhancement in
biogenic SOA formation is reviewed in Hoyle et al.132

2.2. Aerosols

Aerosols are defined as the suspension of fine solid or liquid
particles in a gas. Although not accurate, the term aerosols is
often used to refer only to the particulate component of this
suspension, used interchangeably with particulate matter
(PM), which refers only to the particle phase.17 Aerosols or
aerosol particulate matter have a wide variety of anthro-
pogenic and natural sources, and can be emitted directly or
formed in the atmosphere from gaseous precursor species.
Their lifetime in the atmosphere ranges from day(s) to weeks,
and therefore their effects tend to be mostly local to regional.
In the context of air pollution and health effects, particulate

matter is traditionally referred to and regulated using the
operationally defined concepts of PM10, PM2.5 (fine particulate
matter), and sometimes PM1 (ultrafine PM), which stand for
mass concentrations of aerosol particles with aerodynamic
diameters of less than 10, 2.5, or 1 μm, respectively. However,
some of the health and climate effects of aerosols are more
closely related to or depend on the particle number
concentration (PN). The largest number concentrations are
typically encountered in ultrafine particle size range. Because
the mass of a particle is coupled with the diameter to the
power of three, especially the mass concentrations of PM10
and PM2.5, but usually also PM1, are typically determined by a
relatively small number of particles at the larger ends of the
corresponding size scales.
Aerosol particles and particulate matter are introduced to

the atmosphere either directly as (primary) particles or
indirectly in the formation of secondary aerosol from vapors
in the air. Secondary formation indicates both condensation of
vapors on pre-existing particle surface and new particle
formation (NPF), that is, nucleation process, in which new
particles with diameters below 2 nm are formed from
clustering of vapor molecules (e.g., Kulmala et al.,133 Weber
et al.134). In this Review, we use terms primary emissions and
particles for both the particles that are emitted to the
atmosphere directly as particles and those that form, for
example, in the exhaust plume immediately after emission,
during the initial rapid cooling and dilution of the plume.

As a pollutant, PM is the cause of a variety of adverse
human health effects, including premature mortality and
morbidity, pulmonary disease, asthma, and other respiratory
related illnesses, with chronic effect studies finding that long-
term exposure to PM dominates the population health
burden.135 The relationship between particle mass concen-
trations (e.g., PM2.5) and adverse health effects has been
established (e.g., Dockery and Pope,136 Pope et al.137). In
addition to the traditional association between respiratory
symptoms and fine particle mass concentrations, there is
increasing evidence on the effects of ultrafine particles
(aerosol number concentration) on the cardiorespiratory
health and central nervous system.138 New evidence linking
the adverse health effects and the chemical composition of
PM has also been presented.138

In addition to the health impacts, PM causes other adverse
effects, such as damage to ecosystems and cultural sites, and
reduced visibility. As climate forcers, aerosols can affect
radiation either directly via aerosol−radiation effects or
indirectly via aerosol−cloud effects. Aerosol−radiation effects
result from the absorption or scattering of radiation by aerosol
particles, whereby radiation absorbed by black carbon particles
contributes to warming the atmosphere and the solar
radiation scattered by the other aerosol components tends
to cool the Earth’s surface. Aerosol−cloud effects are based on
the capability of aerosol particles with diameters over 50−100
nm to act as cloud condensation nuclei (CCN), which are
activated to form cloud droplets in rising air masses. Because
a larger number concentration of cloud droplets leads to
higher cloud albedo (i.e., back scattering of solar radiation
back to space) and longer cloud lifetime, the concentration of
CCN sized particles is a driver for cooling mechanism shading
the planet from solar radiation by clouds.139,140 Hygro-
scopicity is an important characteristic for particles acting as
CCN. The hygroscopicity parameter, κ, indicates the relative
hygroscopicity, or relationship between particle dry diameter
and CCN activity, of individual aerosol constituents, known
mixtures, or complex atmospheric aerosols; κ values typically
range for inorganic salts from 0.5 to 1.4, for organic species
and their mixtures from 0.01 to 0.5, and for atmospheric
particulate matter from 0.1 to 0.9, with 0 indicating
nonhygroscopic components and 1.4 indicating highly-CCN-
active.141

The emissions of aerosol particles and their precursors to
the atmosphere have increased significantly after industrializa-
tion, simultaneously with increasing greenhouse gas emis-
sions.4 The resulting increase in aerosol concentrations has
masked the global warming to some extent.33,142 More
specifically, a recent study estimated the changes from
preindustrial to present day in tropospheric ozone and
aerosols finding that overall the aerosol changes dominate
the positive forcing of the ozone increases, resulting in a
masking of nearly one-half the forcing from long-lived
GHGs.143 Furthermore, two studies recently investigated the
impact of emission reductions following RCP4.5, finding that
in this scenario approximately one-half the warming (or ca. 1
°C) by the end of the 21st century is due to reductions in
anthropogenic aerosols.144,145 Overall, the latest IPCC
estimate of effective RF attributes −0.9 [−1.9 to −0.1] W
m−2 to anthropogenic aerosols, which reflects both the
warming and the cooling contributions, and includes the
aerosol−cloud effects. (Effective RF is defined as the change
in net top-of-the-atmosphere downward radiative flux after
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allowing for atmospheric temperatures, water vapor, and
clouds to adjust, but with surface temperature or a portion of
surface conditions unchanged.64) The anthropogenic negative
radiative forcing (i.e., cooling) due to the aerosol−cloud
effects and scattering is estimated to exceed the positive
(warming) aerosol−radiation effect of black carbon aerosols.
There is a high amount of uncertainty associated with the
impact of aerosols on climate change overall.33

The health and climate effects of aerosol particles depend
on the chemical composition and physical properties, that is,
concentration and size distribution, of the aerosol. The depth
of penetration and penetration efficiency of aerosols into
human lungs depend greatly on particle size (e.g., Alföldy et
al.146). The ultrafine particles can enter especially deep into
the alveoli in the lungs, and from there affect the

cardiorespiratory health and central nervous system. On the
other hand, the aerosol−cloud (climate) effects depend on the
number concentration of particles with diameters close to or
over 100 nm, which is typically dominated by particles with
diameters well below 1 μm in the boundary layer. The
variation in aerosol composition influences both the climate
impacts and the health effects, adding a layer of complexity.
Figure 7 presents an overview of the variation in aerosol
composition. In this Review, more detailed discussion has
been split up by aerosol component.

2.2.1. Sulfate. Together with organic aerosols (section
2.2.3), sulfate aerosol is a key component of fine particulate
matter (PM2.5). The main sources of sulfate aerosol in the
atmosphere are SO2 emissions from fossil fuel burning, mostly
from industry, power plants, and shipping, with a minor

Figure 7. MODIS aerosol optical depth and contributions of the various aerosol types to the total AOD for different regions. MODIS aerosol
optical depth [AOD (550 nm); dimensionless] averaged over the 10-year period 2001−2010.147 Pie charts indicating relative aerosol-type
contributions as estimated by a global aerosol model.148 Aerosol types are Sul (sulfate), BC and OC from fossil fuel usage, Bio (OC and BC
from biomass burning), Nitrate, Sea (sea salt), and Min (mineral dust). Gray areas indicate lack of MODIS data. Some aerosol types, for
example, sulfate, have enhanced contributions to AOD due to hygroscopic growth. The contribution from OC is likely underestimated as in most
of the global aerosol models.149 Reproduced with permission from ref 150. Copyright 2013 Nature Publishing Group.
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contribution from biomass burning,41 and from natural
sources, including dimethyl sulfide (DMS) oxidation from
the ocean151 and volcanic emissions.152 Global anthropogenic
emissions of SO2 were estimated to be 51.5 (49−55) Tg(S)
for 2010, with the largest contributions coming from the
energy sector and industry, followed by international
shipping.58 Natural emissions of DMS amount to 10−40
Tg(S) yr−1,153 whereas volcanic emissions of SO2 are in the
range of 4−20 Tg(S) yr−1.154 Given its relatively short
residence time, on the order of a few days,155 the global
distribution of aerosol sulfate closely matches the pattern of
emissions. Global model simulations as well as observational
data from several networkstations in the Northern Hemi-
sphere (Pringle et al.,156 Righi et al.157 and references therein)
report the highest surface-level sulfate concentrations (∼5−10
μg m−3) in East Asia and significantly high values in the other
urbanized regions of the world (Europe and Eastern U.S.,
∼2−5 μg m−3). For emissions over the open ocean, shipping
is the main anthropogenic source, which is the source of
significant sulfate emissions, along with DMS emissions; the
role of shipping will be highlighted in this section because of
the particular implications for climate, going so far as to
inspire geo-engineering studies utilizing SO2 emissions from
shipping, within the broader context of sulfate aerosols.
The main formation path of sulfate aerosol in the

troposphere is via oxidation of sulfur dioxide (SO2) to
sulfuric acid. This can occur both in the gas phase (involving
the OH radical or stabilized Crigee intermediate)18 and in the
liquid phase inside cloud droplets (involving H2O2 and
ozone). Gas-phase sulfuric acid is a key element in
atmospheric new particle formation processes.133,134 Sulfate
aerosol particles interact with incoming solar radiation via
scattering processes, resulting in a global cooling effect. The
recent IPCC AR564 reported a global sulfate-induced RF from
aerosol−radiation interactions of −0.41 [−0.62 to −0.20] W
m−2 (direct aerosol effect only). Sulfate aerosol particles can
also mix with other compounds and grow through
coagulation, reaching larger diameters where they can be
activated as cloud droplets, given their relatively high
hygroscopicity.158 The RF derived from such aerosol−cloud
interactions (from all aerosols, not just sulfate) produces a
global cooling effect of −0.45 W m−2, albeit with large
uncertainties [−1.2 to 0.0 W m−2].33 Most of the current
global climate models include online representation of the
sulfur cycle and of particle formation and growth, as well as
parametrizations of the cloud droplet activation.155,159

As a component of PM, the health effects outlined earlier
for aerosols (section 2.2) also apply to sulfate. However, in
addition, SO2 emissions have adverse effects on ecosystems
through acid deposition. Industrial emissions of SO2 and
deposition through precipitation to soils and water bodies lead
to adverse effects on aquatic ecosystems, forests, and other
vegetation, and damage to materials and structures, such as
declines in fish populations and decreased forest growth.17,24

(Adverse acidification effects similar to those of SO2 can also
result from NOx emissions; see section 2.1.2.) Air pollution
control measures have been implemented in North America
and Europe since the 1970s, to reduce sulfur emissions and
improve air quality, spurred in part by issues related to
acidification from SO2 emissions. An example is the U.S.
Clean Air Act, addressing, among others, the SO2 emissions
from power plants and industrial sources.160 Such measures
led to a general decrease in the sulfate loading in Europe and

North America in the last decades of the 20th century.58,161

The Representative Concentration Pathways (RCPs) devel-
oped in support of the IPCC AR5162 and used in the model
simulations of the Coupled Model Intercomparison Project
Phase 5 (CMIP5163) project a decrease in emissions in the
developed countries for the next decades and throughout the
21st century.164 Fast-growing countries in South East Asia, on
the other hand, are still affected by substantially growing
emission of SO2, which are assumed to peak and eventually
decrease at some point between 2010 and 2040, depending
on the scenario.164 This explains the large regional differences
found by model simulations of sulfate aerosol concentrations
trends under the RCPs.161,165−167 However, it has been noted
that short-lived species in the RCPs do not span the possible
range of air pollution futures and are therefore not suitable to
assess possibly future air-quality developments.164,384 Alter-
native scenarios, such as the Shared Socioeconomic Pathways
(SSPs), were also developed, which are built around the
climate forcing as represented by the RCPs, and alternative
plausible trajectories of future global development that
considering socio-economic factors such as population growth
by age, sex, and education, urbanization, and economic
development.168

In the context of sulfur emission control measures, coal-
fired power plants are significant sources, due to the relatively
high sulfur content of coal, varying between 0.5% and more
than 3%.169 Coal is the single largest primary energy input to
electricity generation, producing about 40% of world
electricity.170 In the past decade, coal production in China
increased by about 50% driving the bulk of world increase.170

Large reserves of coal will still be available for more than a
century, resulting in an expected growth in coal-fired power
plants for the next decades, with China and India sharing 80%
of such projected growth.171 Available technologies, such as
postcombustion scrubbing, which can remove more than 95%
of SO2 emissions,172 could reduce global anthropogenic SO2
emissions by 80% as compared to 1990 if fully imple-
mented.173 Such methods are well established in U.S. power
plants, which resulted in the steady decrease of SO2 emissions
from this source since 1990.59 Scrubbers are now being
increasingly implemented in China,174,175 so that a significant
decrease in SO2 energy-sector-related emissions starting
already in 2005 is expected.58

Another sector with a large pollution reduction potential is
international shipping, which has received little attention until
recently. Within the past 2 decades there has been growing
recognition of shipping as a significant source of pollu-
tion.176−178 Ocean-going ships of various types contributed
about 13% of the global SO2 emissions from all anthropogenic
sources in 2010,58 although they accounted for only 2.7% of
global CO2 emissions in the same year.179 The reason for
such a high share is the relatively low quality of ship fuels,
characterized by a very high fuel sulfur content (FSC),
typically ranging between 1.9% and 3.1%, with a global
average of 2.7%.180 For comparison, the FSC of aviation fuels
ranges between 0.001% and 0.1%,181 and the maximum
allowed FSC for land transport is 0.001% by European
regulations.182 In pristine marine regions, shipping is the only
anthropogenic source of sulfur and has therefore a large
impact on sulfate aerosol concentration.183 Moreover, nearly
70% of shipping emissions occur within 400 km of land,176

hence significantly affecting the air quality and thereby
ecosystems and populations near the coastlines. The modeling
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study by Capaldo et al.184 showed that shipping contributes
5−30% of the nonsea salt sulfate concentrations near the
coastlines of the Northern Hemisphere. Similar values were
found more recently by Righi et al.,157 using a global aerosol
model with the CMIP5 emissions data41,185 as input (see
Figure 8). The assessment by Cofala et al.173 showed that in
many harbor cities ship emissions are a dominant source of
urban pollution, which must be taken into account when
addressing air quality threshold values for fine particulate
matter. Using model-simulated ship-induced particulate matter
concentrations and exposure functions, Corbett et al.186

estimated a worldwide cardiopulmonary and lung cancer
mortality between 19 000 and 64 000 for the year 2002, with
the largest effects in Europe and East Asia, and a projected
increase of 40% up to 2012 due to growing traffic volumes.
Furthermore, sulfur emissions from shipping can damage the
environment, due to sulfate deposition and consequent
acidification of the ecosystems and water resources.173

Reducing sulfate concentrations has a positive impact on air
quality and health issues, but also impacts on climate through
changes to the radiative balance of the Earth. Sulfate aerosols
have a negative RF, or cooling effect, which also means that
reductions in sulfate aerosols could lead to rapid near-term
warming (although this could be partially offset by reductions
of short-lived warming species, such as BC). More specifically,
sulfate particles from ship emissions are extremely efficient
climate-forcers: due to the rapid coagulation process inside
the ship emission plumes, sulfate particles can grow and reach
sizes of about 100 nm within minutes after the emissions187

where they can be activated as cloud droplets. They therefore
have a large potential for perturbing the microphysical and
optical properties particularly of low-level marine clouds such
as marine stratocumulus clouds.188 Ship-emitted sulfate
particles thereby have a large potential for perturbing the
microphysical and optical properties of low marine clouds.188

Shipping-induced RF effect has been estimated to be in the
range from −0.737 to −0.047 W m−2 by a number of
modeling studies (including direct and indirect ef-
fects),157,184,189−191 although large uncertainties exist and a
supporting analysis from satellite data is still lacking.192−194

Discrepancies in the different RF estimates result from a
variety of factors including which effects are considered, as
well as models and approaches, often making the different RF
estimates difficult to reconcile and compare. This represents a
substantial fraction of the total RF from aerosol−cloud
interactions, which effectively counteracts the warming effect
from CO2 on the global mean, although with regionally
disparate effects.190

2.2.2. Black Carbon. As the main component of soot,
black carbon (BC) is a component of fine particulate matter
(PM2.5). BC particles are emitted from incomplete combus-
tion of carbonaceous matter and carbon-based fuels.195

Important sources include forest and savanna burning,
residential biofuel burning, fossil fuel combustion, industrial
processes, and power generation. The global annual total of
BC emissions for the year 2000, estimated from bottom-up
methods, amounts to 7.5 (2−29) Tg.196 Major contributions
come from open burning (about 40% of the global total),
combustion of residential solid fuels (25%), diesel engines
(20%), and industrial coal (9%).196 Typical monthly mean
concentrations of BC observed in the atmosphere range from
0.01 to 0.1 μg m−3 in the Arctic197 to 10 to 15 μg m−3 in
some polluted regions in Asia.198,199

BC particles are largely in the size range of the Aitken
mode (i.e., less than 100 nm in diameter), and the
accumulation mode (diameters between about 100 nm and
1 μm). Observed particle sizes range between 30 nm for
particles formed by efficient and high temperature combustion
such as aircraft engines,200 50−80 nm (count median
diameter, CMD) in fresh urban plumes,201 and about 120
nm (CMD) in plumes of wild fires.202

BC is characterized by its strong absorption of visible and
near-infrared light and by its resistance to chemical trans-
formation.203,204 Common measurement techniques for
carbonaceous aerosol use their optical properties or light
absorbing characteristics (optical or light absorbing methods)
to quantify the light absorbing component (often referred to
as BC) or the thermal and chemical stability (thermal-optical
methods) to determine the refractory (nonvolatile) compo-
nent of these particles (commonly referred to as elemental

Figure 8. Multiyear average (1996−2005) of the relative contribution of shipping to aerosol sulfate, simulated by the EMAC-MADE global
aerosol model using CMIP5 emissions for the year 2000. Nonsignificant grid points (according to a univariate t test with 5% error probability)
are masked out in gray. Adapted with permission from ref 157. Copyright 2013 European Geosciences Union.
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carbon, EC). Currently, there is no agreed and unambiguous
terminology for quantifying carbonaceous matter in atmos-
pheric aerosols in the scientific literature,205 and all definitions
used refer to a specific characteristic of the carbonaceous
aerosol fraction or to the measurement method ap-
plied.196,206,207

Black carbon, as a component of fine PM, is associated with
several adverse effects on human health (section 2.2). These
include respiratory and cardiovascular morbidity, such as
aggravation of asthma, respiratory symptoms, and an increase
in hospital admissions as well as mortality from cardiovascular
and respiratory diseases and from lung cancer, with links
between the cardiovascular health effects and premature
mortality from both short- and long-term exposures to black
carbon particles specifically.138,208 Some empirical evidence
suggests that long-term exposure of PM2.5 containing a high
BC fraction may have larger mortality effects than other PM2.5

mixtures.209

The efficient absorption of solar radiation by BC makes
these aerosols the most important light absorber in the
atmosphere. In addition to absorbing light while being
suspended in the atmosphere, BC can reduce the amount
of reflected sunlight when deposited on high albedo surfaces
such as snow and ice, hence accelerating snow and ice
melting, as depicted in Figure 1. By some estimates, emissions
of BC are thought to be the second strongest contribution to

the current radiative forcing driving global warming after
carbon dioxide.210 However, the exact climate forcing of BC is
still under debate. In addition to highly uncertain anthro-
pogenic emissions of BC, particularly the long-range transport
and processes affecting the atmospheric lifetime of BC, are
still poorly understood, resulting in a range of different
estimates for the climate forcing of BC (e.g., Samset et al.211).
The IPCC’s AR5 reports a radiative forcing estimate for BC
from fossil fuel and biofuel of +0.4 [+0.05 to +0.8] W m−2.153

For biomass burning such as forest and savanna burning, the
IPCC includes both BC and organic aerosol (OA) species
into the estimate for the RF, as large amounts of OA are
coemitted with BC by these emissions sources. Sources
emitting BC almost always emit OC as well, although the
relative contributions of BC vs OC will vary significantly
depending on the source. Of all major BC sources, diesel
engines have the lowest coemissions of OC with a ratio of
OC:BC of approximately 1:1; coemissions of SO2 strongly
depend on the fuel sulfur content.196 In contrast, open
burning has the highest average ratio of coemitted OC of all
major source sectors. The ratio of OC:BC ranges between 4
and 14 (interquartile range) depending on the burning
conditions and the material burned.212 As BC and OA
contribute to the RF with opposite signs, the resulting net RF
in the case of biomass burning is close to zero.64,196 The
present-day RF from BC on snow including terrestrial snow,

Figure 9. Schematic overview of the primary black carbon emission sources and the processes that control the distribution of black carbon in the
atmosphere and determine its role in the climate system. Reprinted with permission from ref 196. Copyright 2013 John Wiley & Sons, Inc.
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sea ice, and snow on sea ice is estimated as +0.01 to +0.08 W
m−2.153 The forcing is largest on boreal terrestrial snow and
during March to May because of the strong insolation.213 The
highest forcing in spring rather than in summer per unit mass
of Arctic BC is a consequence of higher underlying albedo
during spring because of greater snow and sea-ice coverage
and brighter snow and ice albedo during the premelt season
(e.g., Flanner et al.,214 Perovich et al.215). Besides these
interactions of BC with radiation (direct effect), BC particles
may also interact with clouds changing cloud cover, emissivity,
or cloud albedo (aerosol−cloud effects or semidirect and
indirect effects). Absorption and local heating by BC can
change the vertical temperature structure of the atmosphere,
which can then affect the cloud distribution (semidirect
effect).216 In addition, aged BC particles can act as cloud
condensation nuclei (CCNs) during cloud formation and
change the number concentration of liquid cloud droplets as
well as changing the ice particle concentration, which in turn
affects the radiative properties of the clouds as well as their
precipitation formation efficiency and lifetime (indirect
effects).217 Freshly emitted BC particles are generally
hydrophobic,218 which prevents them from acting as efficient
CCNs. In the atmosphere, BC can become internally mixed
with other aerosol components through condensation of
condensable vapors such as sulfuric acid or certain organic
compounds onto the particles, coagulation, and photochemical
oxidation processes. These “aging” processes alter the optical
properties of BC, its atmospheric lifetime, and its ability to act
as cloud condensation or ice nuclei (e.g., McMeeking et
al.219). For instance, internal mixing of BC with nonabsorbing
compounds increases the absorption of solar radiation.220

Internal mixing with water-soluble compounds converts the
initially hydrophobic BC into hydrophilic particles, which are
then able to serve as CCNs17 and have a higher wet
scavenging efficiency and thus a shorter average atmospheric
residence time as compared to hydrophobic BC.221 An
overview of the processes outlined here is depicted in Figure
9.
Global model estimates for the combined RF of BC via

semidirect and indirect effects on liquid clouds are −0.2
[−0.61 to +0.1] W m−2; the ice cloud indirect effect has been
estimated as 0 ± 0.4 W m−2. The total impact of BC on
clouds may cause either positive or negative RF, and all
aerosol effects on clouds are still highly uncertain.196

Black carbon is an important driver for a number of
impacts on the climate system, and at the same time
emissions of BC are linked to premature mortality and
disability making it of concern for local air quality.222

Reducing the emissions of BC could therefore be not only
a possible strategy to mitigate global warming,223,224 but
would also directly benefit human health by improving air
quality.
2.2.3. Organic Aerosol. Organic aerosol (OA), referring

to the carbonaceous particulate matter other than black
carbon, is typically a significant fraction of PM in both
polluted and pristine environments; the relative contribution
to PM varies significantly depending on location (as shown in
Figure 7). It is also commonly referred to as organic carbon
(OC) or organic matter (OM), with the distinction being that
OM contains other elemental components in addition to
carbon, for example, hydrogen, oxygen, nitrogen, and sulfur.
In polluted environments of the Northern Hemisphere, OA is
often the dominant component with mass concentrations

comparable to that of sulfate.225,226 In more-pristine tropical
and boreal settings, OA generally dominates, making up to
90% of the fine-mode aerosol mass burden.227−229

OA arises via both direct emissions to the atmosphere,
referred to as primary OA (POA), and via chemical processes
whereby gas-phase volatile organic compounds (VOCs)
undergo oxidation reactions and condense to form secondary
OA (SOA). On global scales, biomass burning represents the
dominant source of POA and is characterized by strong
seasonality and significant interannual variability.212 In urban
settings, POA is typically associated with traffic exhaust
emissions, with initial particles sizes peaking below 100
nm.230−233 Additional sources of POA include biofuels,
cooking, bioarticles such as pollen, bacteria, and plant debris,
sea spray, and soils. SOA is formed when condensable organic
vapors form particulate matter either via condensation on pre-
existing particles or via nucleation process. In both processes,
the volatile organic compounds (see sections 2.1.5 and 2.1.6)
go through atmospheric oxidation, which causes a decrease in
volatility. The condensational growth due to SOA formation is
the main player in the atmospheric growth of aerosol
particles.234−236 In the nucleation process, vapor molecules
form small clusters of a few nanometres (<2 nm), which can
grow via condensation and coagulation processes to form
CCN-sized particles (>50−100 nm). Extremely low volatility
organic compounds (ELVOCs) from oxidation of biogenic
emissions have recently been shown to participate in the
initial nucleation process together with sulfuric acid (and
other) molecules in a number of environments.22,133,237,238

Note that even in this instance only a small minority of SOA
formed will participate in the actual nucleation, with the
majority condensing onto existing particles, which may
include those from a recent nucleation burst.
SOA is shown to outweigh POA in multiple field studies of

OA composition that encompass urban, rural, and remote
environments.226,239 Furthermore, the dominance of SOA has
been observed to increase with distance from major emission
sources, which is consistent with continued chemical
processing of VOCs downwind.225,240 However, numerical
models currently provide mixed results in terms of the
dominance of SOA, which is linked to deficiencies in the
understanding of its sources, formation processes, and
evolution in the atmosphere.128,241,242 The most recent
AeroCom evaluation of the current status of global modeling
of OA241 showed that the modeled POA burden was relatively
consistent across models as the concentrations are closely tied
to emissions. However, there was much larger diversity in
terms of the SOA burden due to the substantial differences in
the chemical schemes applied.
OA is known to arise from both anthropogenic and

biogenic sources, but the quantitative attribution to these
emission sources is a significant deficiency in current
understanding of OA.128 So that these relative contributions
can be determined with confidence, it must be demonstrated
that processes governing both primary and secondary sources
of OA are well represented in models. The median global
POA source strength based on the AeroCom evaluation241

was 56 Tg yr−1, with a range from 34 to 144 Tg yr−1. The
combined biogenic and anthropogenic median SOA source
strength was 19 Tg yr−1, with a range from 13 to 121 Tg yr−1.
These estimates are in contrast to the statement that SOA
outweighs POA, in this case because of the aforementioned
reason that there are significant deficiencies in the under-
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standing of its sources, formation, etc., as well as a diversity in
chemical schemes that provide SOA estimates. Furthermore,
aerosol models typically attribute the majority of SOA to
biogenic sources, with SOA formation from anthropogenic
VOCs sometimes neglected by numerical models. However,
known sources and processes relating to biogenic SOA
formation are unable to balance the measured abundances of
OA. Estimates of the anthropogenic contribution to SOA vary
widely; an additional ∼100 Tg yr−1 of anthropogenically
controlled SOA would be required to match aerosol mass
spectrometer observations from the Northern Hemi-
sphere.131,243 Numerous studies downwind of major urban
conurbations have shown that substantial SOA formation
occurs,244−248 which would support an anthropogenically
controlled contribution. However, observational studies249−251

based on 14C measurements in Europe and the U.S. have
demonstrated that nonfossil carbon dominates outside of
urban areas, which is suggestive of a biogenic source. Such
studies potentially point toward SOA formation via a
combination of anthropogenic and biogenic emissions,
whereby biogenic VOC emissions reacts with anthropogeni-
cally perturbed oxidants to form SOA.132 Such a process has
previously been identified in the southeastern U.S.252,253 The
addition of anthropogenic or anthropogenically controlled
SOA may be one means of addressing the inconsistencies
between observations and numerical models, although
constraining such processes presents a challenge and the
uncertainties are currently large.
The global burden of biomass burning OA (BBOA) is

substantially underestimated in models.196,254,255 Factors
ranging from 2 to 5 are typically required for model biomass
burning aerosol, which is dominated by BBOA, to match
aerosol optical depth observations.254,255 A recent modeling
study256 focused on vegetation and peat fires in South East
Asia found that comparisons with observations were improved
when small fires observed by satellites were taken into
account by emission inventories, although modeled concen-
trations were still biased low. Measurement studies of biomass
burning in both the laboratory and the field have illustrated
the vast range in BBOA emission factors at source.257−259 In
contrast to measurements downwind of urban emissions,
BBOA shows limited mass enhancement downwind, which
suggests that there is little net addition of SOA due to
atmospheric aging. However, the BBOA does become
progressively oxidized as the distance from the initial source
increases.258

The semivolatile component of SOA has received
significant focus as a means of potentially closing the gap
between measurements and models. This class of organic
compounds is not very well represented in explicit chemical
schemes but can represent a large fraction of the particulate
organic matter, particularly after they have undergone
chemical processing that further reduces their volatility. The
volatility basis set (VBS)260,261 approach characterizes organic
species by their volatility and treats POA emissions as
semivolatile, which results in the initial particulate material
partially evaporating upon atmospheric dilution and under-
going oxidation processes, resulting in the formation of so-
called “intermediate” VOCs (IVOCs) in the gas phase. These
IVOCs form a large reservoir of organic compounds that can
repartition to the particle phase subsequent to chemical
processing. Implementation of the VBS approach in
atmospheric models has typically increased predictions of

SOA formation and narrowed the gap between modeled
concentrations and measurements. However, there are large
uncertainties regarding the volatility profile of the wealth of
POA sources that is required for this application, with model
representations often highly tuned to the environment of
interest.262,263 The approach is highly sensitive to these initial
assumptions regarding OA volatility, which is complicated by
IVOCs being extremely challenging to measure quantitatively.
As a result, evaluation of the VBS approach is lacking
measurement input and constraint, although new measure-
ment techniques are currently developing in this regard.264,265

Recently discovered rapid atmospheric auto-oxidation
process of volatile organic compounds to form extremely
low volatility organic compounds (ELVOCs) may partly
explain the discrepancies between the measured and modeled
amounts of SOA. Ehn et al.22 reported that the initial
oxidation reaction between common biogenic VOCs and
ozone or OH-radical is followed by auto-oxidation reactions,
in which oxygen molecules further oxidize the VOCs, thus
forming highly oxidized ELVOCs in the time scale of seconds
from the oxidation reaction.23 In contrast to the previous
understanding, these studies show that the ELVOC formation
from ozone oxidation leads to significantly higher molar
ELVOC yields (6−8%) in comparison to the yields from OH-
oxidation (∼1%). They also show that the ELVOC formation
can explain the observed aerosol particle growth in rural
boreal forest regions.
OA can both scatter and absorb solar radiation (depending

on its composition), which complicates assessment of its
overall climate impact. Of the optically absorbing types of OA,
absorption is biased toward shorter wavelengths, with the OA
being typically referred to as “brown carbon”.266,267 While the
volume-weighted strength of the absorption is relatively weak
as compared to BC, the overall abundance of brown carbon in
atmospheric aerosol may elevate its impact from a warming
perspective. Quantification of the absorptive properties and
abundance of brown carbon is challenging with current
measurement techniques; ground268 and airborne measure-
ments269 in the U.S. suggested brown carbon contributed 20−
40% of the total absorption. Furthermore, the airborne
measurements indicated that its relative abundance increased
with altitude, suggestive of a secondary formation process. OA
is typically weakly hygroscopic as compared to inorganic
species, with the hygroscopicity parameter, κ, typically ranging
from 0.0 to 0.22.141 Some studies have suggested that the
hygroscopicity of OA increases with atmospheric
aging,225,270,271 although conflicting results are present in the
literature272 and the relationship appears to be system
dependent.
Overall, the radiative forcing due to aerosol−radiation

interactions for POA and SOA in AR5 of the IPCC was
−0.12 [−0.4 to +0.1] W m−2.33 The level of radiative forcing
estimated by numerical models is strongly dependent upon
the mass burden of OA, which varies greatly across model
simulations. OA emissions and precursors are often associated
with numerous other coemitted species; POA is often
coemitted with BC during fossil fuel and biomass burning,
while NOx and SO2 are often coemitted with anthropogenic
VOCs. This complicates estimates of OA radiative forcing
(and atmospheric aerosol in general), as the individual
chemical species typically have common parent sources and
may undergo atmospheric processes in parallel. A further
complication regarding OA radiative forcing is the estimation
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of the preindustrial background, which will have been
dominated by biogenic SOA. Estimates of the natural SOA
background are highly uncertain and have a large impact on
estimates of both OA radiative forcing and all-aerosol radiative
forcing.273

While OA is a major contribution to the global aerosol
burden, because of the large uncertainties relating to OA itself
and its coemission with other anthropogenic emissions and
precursors, strategies to reduce OA-dominated sources would
currently have a poorly constrained impact on climate. From
an air quality and human health perspective, OA is a major
fraction of PM2.5; thus reductions in OA would be beneficial
in terms of premature mortality and morbidity. Associations
between specific sources/classes of OA and health effects such
as respiratory and cardiovascular mortality have been
demonstrated.274−277 However, quantitative assessment of
the health impact that is directly attributable to OA is
challenging.278

2.2.4. Aerosol−Cloud Effects. Our understanding of the
interactions between aerosol air pollution and climate effects
is complicated not only due to the interactions between
biogenic and anthropogenic aerosol formation, but also due to
different metrics causing and contributing to the impacts. The
aerosol−cloud effects, which contribute to total aerosol
effective RF by −0.45 W m−2,33 are not dependent on
mass, but on the number concentration of cloud droplets and
thus of CCN-sized particles. The PM2.5 mass concentrations
within the boundary layer are typically dominated by particles
with diameters over or of the order of 1 μm, which originate
often from sources different from CCN-sized and smaller
particles.279 Furthermore, larger particles act as a sink for
ultrafine particles (UFP) and condensing vapors, and thus
very high PM2.5 concentrations even suppress the formation of
CCN from UFP.280,281 These interactions, although well
understood qualitatively, have not yet been quantified due to
the lack of comprehensive studies allowing for comparison of
several locations with varying levels of PM2.5, UFP, CCN, and
condensing vapor concentrations.
Although the absolute levels of primary biological emissions

of CCN-sized particles, for example, viruses, bacteria, and
plant debris, contribute only a minor fraction to atmospheric
number concentrations,282−284 biogenic SOA is a significant
contributor to the global CCN budget.236 After atmospheric
oxidation by ozone, and hydroxyl radicals (and possible
subsequent auto-oxidation reactions), the volatility of these
vapors is decreased radically allowing them to condense even
on the smallest aerosol particles.22,23 Because of the strong
temperature dependence of the emissions of VOCs, this
growth to CCN sizes forms a negative feedback mechanism:
increasing temperature increases the number of CCN-sized
particles and cloud droplets, which increases cloud albedo and
lifetime, that in turn moderates the increase in temper-
ature.285,286

Even though the mechanistic nature of the aerosol−cloud
interactions is physical, several steps in the process are
pushing the current boundaries of our understanding in
atmospheric chemistry: oxidation and atmospheric auto-
oxidation of VOCs to ELVOCs (e.g., Donahue et al.,287

Ehn et al.22), formation and atmospheric relevance of
stabilized Criegee radicals for sulfuric acid and ELVOC
concentrations,18,19,288 formation of molecular clusters from
sulfuric acid, ELVOCs and amines to initiate atmospheric
NPF,133,238,289,290 and the effects of particle/liquid phase

chemistry and hygroscopicity on cloud droplet activation (e.g.,
King et al.,291 Prisle et al.292).

3. CLIMATE EFFECTS ON AIR QUALITY

3.1. Ozone and Meteorology

There are a variety of ways in which climate change can affect
ozone, including changes in temperature, meteorology
(including precipitation, stagnation events, humidity, clouds,
etc.), natural emissions, and stratosphere−troposphere ex-
change. A number of modeling studies have investigated
projected changes in future ozone considering, and often
isolating, the different conditions to understand what the
drivers to the changes in ozone concentrations are (e.g.,
Coleman et al.,293 Doherty et al.,294 Langner et al.,295 Wang et
al.,297 Young et al.296). Many of these studies use the
Representation Concentration Pathways (RCP) or scenarios
from the IPCC Special Report on Emissions Scenarios
(SRES) for projecting changes in emissions and radiative
forcing/climate warming.164,298,384 In many cases, future
climate conditions will make it harder to achieve a given air
quality goal, resulting in a need for greater emission
reductions. This concept has been dubbed the “climate
penalty”.299

3.1.1. Temperature, Humidity, and Emissions. The
ACCMIP multimodel comparison study found that all models
were sensitive to the changes in emissions and climate change
parameters from the RCP scenarios; however, these
sensitivities were not consistent across the models in their
predicted effects on changes in ozone concentrations.296 Net
chemical production of ozone was overwhelmingly negative
for all changes between historical (year 2000) and projected
ozone, with the exception of RCP8.5, largely because changes
in emissions are projected to be much larger than the
projected changes from a changing climate, although the
effects of climate change and emissions change cannot be
disentangled in the ACCMIP experiments discussed in Young
et al.296 Because of a higher specific humidity in the warmer
climates in the RCPs, water-mediated loss of ozone likely
contributed to the decreases in ozone.34,296 For RCP8.5 a
large increase in methane concentrations through the 21st
century is included, which all things equal would be expected
to increase ozone; however, the nonlinear relationship and
dependence on other ozone precursors means that the
significant projected reductions in NOx after 2030 lead to
that the methane increase does not result in as great an
increase in ozone as might otherwise be expected.296 These
results are in line with those from Clifton et al.300 that found
the doubling of CH4 under RCP8.5 partially offsets the
summertime surface O3 decrease due to reductions in NOx
emissions. Furthermore, the effects of increased methane on
ozone concentrations in the RCP8.5 scenario were found to
be mainly due to atmospheric chemistry, rather than
additional forcing from CH4, and the global CH4 abundance
contributed to raising surface O3 during all months, although
the largest influence was during cooler months when O3
lifetime was longer.300−302 The effects of climate change add
further complexity to the results of the RCP8.5 case, which
show double the ozone increase expected relative to the
changes in precursor emissions, thereby attributing one-half
the increase to climate change impacts, including increased
influx of stratospheric ozone, changing chemical loss of NOx,
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and changes to reaction rates from temperature and humidity
changes.296

A study over China (2000−2050) isolated the effects of the
change in emissions from those of climate change and found
that the most pronounced climate driven ozone increase was
found in summer (max 10 ppbv increase), although both
positive and negative changes on surface ozone were observed
due to climate change.297 More specifically, the climate
change penalty was attributed to enhanced natural emissions
(increased bVOCs) of ozone precursors (∼40%) and changes
in meteorological factors, such as higher temperature and
higher water vapor content, lower PBL heights, and reduced
ventilation rates. While ozone contributes to the formation of
hydroxyl radicals, water vapor also provides a sink for ozone:

ν+ → +hO O( D) O3
1

2 (14)

+ →O( D) H O 2OH1
2 (15)

The expected increases in water vapor under a future climate
are expected to decrease ozone lifetime and lower surface
ozone over remote, less polluted regions, particularly over the
oceans.294,297 Some model studies have also found that
increased water vapor leads to general decreases in ozone.294

However, there are competing effects on ozone because OH
plays an important role in a variety of atmospheric reactions,
including the production of ozone from NOx and VOCs, and
in this way it may be possible that the subsequent reactions
lead to greater O3 formation, as was observed in a modeling
study over the U.S.303,304 There, increased humidity showed
general decreases in ozone (found in hotter locations, e.g., the
south), in agreement with other studies, but also isolated areas
of increases in ozone (found in cooler locations, e.g., the
north, where the responses were more mixed), highlighting
the complexity of the hydroxyl radical chemistry.304

A multimodel study over Europe isolated the effects of
climate change, comparing the 2000−2009 period with 2040−
2049, finding that most models simulated increases in surface
ozone over southern Europe and decreases in northern
Europe. The increases were attributed to locally increasing
temperatures affecting the chemistry, and to a certain extent
changes in wind direction (transport), while the decreases in
northern Europe were attributed to increases in cloudiness
and precipitation, leading to increased scavenging of ozone
precursors and less solar radiation to drive the photo-
chemistry.295 However, increases in the higher percentiles of
hourly ozone concentrations in such studies indicate that
climate impacts could be especially important in connection
with extreme summer events,295 or ozone episodes.305 Earlier
work found that both the number of exceedances and the
duration of pollution events were expected to increase under a
future regional climate (for the U.S.).306 Doherty et al.294 and
Hogrefe et al.306 also found that the relationship between
increasing temperatures and increases in ozone concentration
was exhibited across all three chemistry−climate models
included in their study, and that these increased temperatures
also led to enhanced isoprene emissions, resulting in increased
surface ozone over most regions, a result supported by many
other studies. An example of such results from Hogrefe et
al.306 for the predicted change in daily maximum 8 h O3
concentrations over the northeastern U.S. under the SRES A2
scenario is shown in Figure 10. The role of isoprene and
other biogenic emissions that are expected to increase under
warmer climate conditions will be discussed in greater detail
in the section on biogenic VOCs. The increased temperatures
under a future climate will also have an impact on PAN
concentrations, influencing the concentration of ozone. As a
major reservoir species for long-range transport of ozone
precursor species such as NOx and HOx, increased temper-

Figure 10. Summertime average daily maximum 8 h ozone for (a) the 1990s and changes in the summertime average daily maximum 8 h ozone
for the SRES A2 scenarios relative to the 1990s for the (b) 2020s, (c) 2050s, and (d) 2080s. Values in ppb. Five consecutive summer seasons
were simulated in each decade. Reprinted with permission from ref 306. Copyright 2004 John Wiley & Sons, Inc.
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atures leading to a greater thermal decomposition of PAN will
result in changes to the long-range transport of ozone.294

More specifically, model studies indicate that surface O3
concentrations over land may show increases up to 6 ppbv
over land, and decreases over the oceans.294,307,308

3.1.2. Transport Patterns and Mixing Height. The
impact of climate change on atmospheric transport patterns
did not show any consistent large-scale spatial responses,
indicating that shifts in transport patterns are unlikely to have
a major role of influence over the spatial patterns of annual
mean ozone.294 This conclusion is supported by earlier work
from Racherla and Adams309 who also did not find any
conclusive evidence in their model runs showing systematic
changes in circulation. Similarly, regional scale modeling was
used to investigate the role of summertime midlatitude
cyclone tracks on ozone pollution episodes in the northeast
U.S. under future climate scenarios (RCP4.5 and RCP8.5) but
also did not find strong evidence of cyclone frequency to
explain variability in high O3 events.310 In contrast to these
studies, Barnes and Polvani311 demonstrated a robust
response of the eddy-driven jets to climate change in the
CMIP5 multimodel mean ensemble. Additionally, Barnes and
Fiore312 related surface ozone variability to jet latitude finding
a strong dependence. These results would imply that
understanding future changes in jet location could be used
to derive changes in summertime surface ozone variability and
ozone−temperature relationships.312 Furthermore, climate-
driven changes to transport patterns may have a greater role
in peak (95th percentile or daily max 8 h) ozone.294 Earlier
work from Dawson et al.305 evaluated the influence of
meteorological parameters, such as wind speed and mixing
layer height, but found that using domain average sensitivities
(in this case regions of the U.S.) was not sufficient for
predicting changes in ozone, given their heterogeneous
response throughout the domain. Generally, decreased mixing
heights and lesser wind speeds in the future scenarios were
associated with higher levels of ozone, and vice versa, while
changes in humidity led to more complex effects on smaller
scales.305 Murazaki and Hess313 also identified effects
suggestive of a more sluggish circulation in the future,
resulting in longer lasting (ozone) pollution events. However,
no significant differences in future boundary layer height were
found, leading them to conclude that such effects were still
very uncertain. While Lam et al.314 also found no significant
change in planetary boundary layer height for their study
regions over the U.S. attributable to climate change, work by
Hogrefe et al.306 did attribute some decrease in ozone over
the U.S. to an increase in convection and mixing layer heights
from changes in the regional climate. Hauglustaine et al.308

also found that more stagnant conditions over western Europe
and the eastern U.S. favored the development of more intense
pollution episodes. Recently, Horton et al.315 investigated the
occurrence and persistence of future atmospheric stagnation
events, projecting increases in the occurrence of stagnation
(1986−2005 vs 2080−2099) that would affect 55% of the
current global population. Such differences among studies
emphasize the uncertainty associated with changes to some
effects, such as boundary layer height and circulation, in a
future climate.

3.1.3. Stratosphere−Troposphere Exchange. A study
comparing condition in the 1990s to projections for the 2090s
found an increase in the net transport of ozone into the
troposphere in the future climate. While confounding factors,
such as greater humidity causing greater photochemical ozone
loss, will counterbalance some of the increases, an increase in
overall transport from the stratosphere and the role of
stratosphere−troposphere exchange on radiative forcing and
climate change should be considered.316 A global model study
comparing 2000 to 2100 found that a more intense Brewer−
Dobson circulation would increase stratospheric ozone influx
by 35%; furthermore, more vigorous convective activity
induces an increase in lightning NOx emissions by 50%,
increasing ozone production in the tropics in the upper
troposphere.308 These effects were found to compete with
those from a warmer and wetter climate leading to enhanced
ozone destruction; cumulatively the study found that the
overall tropospheric ozone burden from climate change was
predicted to decrease slightly.308 More recent work by Young
et al.296 found that an increase in stratospheric influx was
likely masking what would otherwise be stronger negative
changes in the overall ozone burden due to the decreases in
ozone precursor emissions. Stevenson et al.34 and Kawase et
al.317 confirmed these results, finding that most models
indicate an increase in upper tropospheric ozone from
increased stratosphere-to-tropospheric transport, as well as
increased lightning production. Voulgarakis et al.318 also find
that changes in ozone depleting substances (e.g., CFCs) and
stratospheric ozone can induce large-scale changes in
tropospheric composition, with a non-negligible effect on
radiative forcing, which should be considered within the scope
of composition−climate interactions.
While studies have found that the climate penalty for ozone

is projected to be a relevant factor in the number of air
quality exceedances, projected changes in emissions (emis-
sions reductions) tend to dominate future changes in
ozone.293,295,296 Furthermore, there are a greater number of
studies that have evaluated the effect of temperature changes
on ozone, but far fewer studies that have investigated the

Figure 11. Schematic of a proposed climate feedback mechanism, in which the biosphere reacts to warming climate by emitting more organic
compounds, leading to enhanced growth of aerosols and to an increase in the cloud droplet concentrations, thus diminishing the net radiative
forcing. Reprinted with permision from ref 286. Copyright 2013 Nature Publishing Group.
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effect of, for example, mixing height; studies investigating the
sensitivity of ozone to humidity often calculate changes only
for positive changes in humidity.304 Further research is
warranted to tease out the effect of these different parameters.

3.2. BVOCs

Emissions of BVOCs from vegetation are strongly dependent
on various environmental factors, most importantly on
temperature and light, chemical composition of the air,
vegetation type, and leaf area. Because these factors are likely
to change under a future climate, the emissions of BVOCs
will presumably be affected. Dynamic vegetation models have
proven themselves to be a useful tool in the investigation of
future changes in BVOC emissions as they can combine the
simulation of the hydrological and carbon cycles, energy
balance, and biochemical processes of the modeled ecosystem
with temporal and spatial changes in fractional coverage of
different plant functional types.91,319−323 As a response to the
21st century climate changes, it is predicted that global
isoprene emission will increase by 30−80% by the year
2100.320,324−326 The studies associate most of the emission
change with increase in air temperature and to a lesser extent
with changes in land cover. While there is a clear positive link
between temperature and isoprene emission, the impact of
land cover changes reflects a combination of effects that can
lead to an increase or decrease of emission depending on
location. Future climate conditions are favorable for expansion
of the temperate and boreal forests in the Northern
Hemisphere, while loss of biomass is predicted in South
America due to warming and drying of Amazonia.320,325

Furthermore, human-induced changes such as deforestation
and forest replacement by agricultural croplands will result in
a decrease in isoprene emissions. Wiedinmyer et al.326

estimated an increase in isoprene emissions of 70% under
both future climate and land cover conditions, while an
increase of only 2% was estimated for conditions where
climate was fixed to present day values and land cover
changes driven by future climate were considered (defor-
estation not taken into account). An even larger isoprene
emission increase (factor of 2) was predicted by Guenther et
al.324 due solely to temperature rise at the end of the 21st
century; they found a decrease in isoprene emissions of 30%
and increase of 6% when future land cover with and without
changes in cropland area was accounted for, respectively. To
summarize, the effect of changes in land cover shows a greater
variation in the effect on isoprene emissions depending on the
different types of scenarios considered, while increasing
temperatures due to climate change are all predicted to result
in significant increases in isoprene emissions.
The role of CO2 in the future estimates of BVOC

emissions is not yet very clear. On one hand, higher CO2
concentration enhances fertilization of the vegetation,
stimulates the gross primary productivity and leaf growth,
thus having positive feedback on BVOC emissions by
increasing the emitting biomass.103,327 On the other hand,
series of experimental studies have shown inhibition of
isoprene for some plant species grown in an environment
with elevated CO2.

319,328 Inclusion of this mechanism in the
emission models either results in no change in future isoprene
emission when compared to present-day estimates319 or even
causes a slight decrease.329 Tai et al.330 evaluated the impact
of isoprene CO2 inhibition on future air quality. They
performed a series of chemical model runs with isoprene

emissions calculated with and without the inhibitory effect of
CO2. The study shows that the future changes in surface
ozone and secondary organic aerosols in 2050 with respect to
present day are reduced by 50% when the inhibitory effect is
taken into account. However, recent work by Sun et al.331

suggests the ability of plants to accommodate to elevated
CO2, which would reduce the inhibitory effect on isoprene
emission.
In addition, land cover changes induced by human activities

may be of considerable importance for the amounts and
species composition of future biogenic VOC emissions. As
shown by Lathier̀e et al.,332 tropical deforestation and their
replacement by the crop fields can significantly decrease
isoprene emissions. On the other hand, recent trends
replacing agricultural land by plantations of woody biofuel
species or replacement of tropical forests by oil palm
plantations lead to higher isoprene emissions because these
tree species have generally higher isoprene potential than the
original vegetation.333,334

As shown by the model studies, future changes in BVOC
emissions may impose feedbacks on Earth’s climate through
impacts on formation of surface ozone308,325,335 and organic
aerosol,118,285,286 as shown in Figure 11. However, the
character as well as the magnitude of future changes still
remain unclear. Even present day BVOC emission estimates
are uncertain. Isoprene global totals modeled by bottom-up
and top-down techniques vary within a factor of 2−3.92,324,336
Interaction between the biosphere and atmosphere is a
complex system with processes that have not yet been well
described, for example, the influence of atmospheric chemical
composition on plants and consequently on BVOC emissions,
or the chemical mechanisms of new particle formation from
BVOC oxidation products, and more understanding is needed
to better evaluate the relationship between the BVOC
emissions and the Earth’s future climate.

3.3. Particulate Matter

Many of the factors influencing PM under a changing climate
are similar to those outlined for ozone, such as changes in
meteorology (including precipitation, stagnation events,
humidity, clouds, etc.), temperature, and natural emissions.
In addition, the influence of climate change on wildfires could
have a significant influence on PM concentrations.307,337

However, while there is a substantial literature basis for the
“climate penalty” on future ozone, far fewer studies have
inve s t i g a t ed the effec t o f c l ima te change on
PM.305,307,314,337−339

A multimodel study of the regional impact of climate
change on PM2.5 concentrations over Europe found a slight
benefit (decrease), due at least in part to increases in
precipitation.338 A model study comparing present day climate
(1989−2009) to future climate (2060) over Europe found
that changes in PM10 were small, and both positive and
negative, with disagreements on the sign of the change found
at many locations between two climate runs that differed in
the meteorology used.340 Hedegaard et al.341 found that the
impact of climate change alone resulted in a decrease in PM2.5

at high latitudes (especially the Arctic), and a small increase
over parts of the Atlantic Ocean and in subtropical and
tropical areas. For the high latitudes, the effect of climate
change and the projected change in emissions worked in
unison to amplify the decreases in PM.341
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Tai et al.342 found that from 2000 to 2050, weighted-
average general circulation model results investigating the
effect of meteorological modes under a changing climate
projected a small increase (∼0.1 μg m−3) in PM2.5 over the
eastern U.S., due to less frequent frontal ventilation, while a
small decrease over the Pacific Northwest U.S. in PM2.5 was
projected due to more frequent maritime inflows, although
the variability in results from the different GCMs was greater
for the latter case.
Liao et al.343 investigated the effect of a changing climate

comparing 2000 to 2100 following the SRES A2 scenario, and
found that with no changes in anthropogenic emissions, CO2-
driven climate change would result in decreased burdens of all
aerosol components considered (sulfate, nitrate, BC, primary
organic aerosol), except SOA (+9%), ranging from −47% to
−9%. The influence on the aerosol burdens was mainly from
changes in wet deposition, climate-sensitive emissions, and
aerosol thermodynamic equilibrium.343

Across a number of studies, it was consistently reported
that the changes in emissions due to air pollution and/or
climate policies dominated the resulting modeled changes in
PM concentrations in comparison to the projected influence
of climate change,338,341,343,344 in agreement with what was
found for ozone. The difference in these effects is shown in
Figure 12 from West et al.344 where the effect of climate
change on meteorology is shown separately from that of
changes in emissions.

The effects of a changing climate on wildfires and the
influence that has on aerosol concentrations are often not
considered in many of the studies that evaluate ozone and
PM under a future climate. Instead, wildfires are often the
focus of studies that look to evaluate this effect in particular,
which can be very significant. Spracken et al.337 evaluated the
role of wildfires under a future climate on carbonaceous
aerosols, comparing 1996−2000 to 2046−2050, and predicted
that mean summertime OC and EC concentrations would
increase by 40% and 18%, respectively, over the western U.S.;
the vast majority of this increase (75% and 95%, respectively)
was attributed to a 90% increase in wildfire emissions. The
remainder of the increase was attributed to changes in
meteorology (affecting atmospheric transport and aerosol
deposition), as well as an increase in monoterpene emissions
(from rising temperature) and thereby increases in SOA that
affect the OC.337

Wildfires are a result of a complex set of interactions among
the following major factors: weather (including temperature,
relative humidity, wind velocity, and the amount and
frequency of precipitation), fuels (including ignition agents
and fuel conditions), topography, and human influence.345−347

Under a changing climate, many of these factors will be
affected, and increases in extreme events due to climate
change are expected to have a significant impact on fire
risk.348 Although as Flannigan et al.347 point out, increasing
temperature alone does not guarantee greater fire disturbance

Figure 12. Effects of GHG mitigation on annual average PM2.5 and the 6-month ozone-season average of daily 1 h maximum ozone in 2100.
Concentrations are averaged over four model years, for the total change (RCP4.5−reference scenario (REF)), and components due to changes in
meteorology from climate change (REF emissions and RCP4.5 meteorology−reference scenario), and emissions (RCP4.5−REF emissions and
RCP4.5 meteorology). Reprinted with permission from ref 344. Copyright 2013 Nature Publishing Group.
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because of the aforementioned multiplicity of factors and the
complex interactions involved.
A number of studies investigated the influence of climate

change on changes to future fire risk, or area burned, rather
than the downstream impact on the effect on PM. However,
implicit in these results are that more or larger fires would
result in greater PM emissions from fires, as studies have
shown increased PM or aerosol loadings associated with
greater forest fire occurrence.349,350 A number of studies
observed higher risks of forest fires as a direct consequence of
increasing temperatures (such as warmer spring and summer
temperatures), decreased precipitation, or lower relative
humidity, resulting in longer, drier fire seasons, as well as
impacts from reduced or earlier snowmelts.345,348,351 An
increase in the number of ignitions from lightning is also
expected under future climate change, due to more thunder-
storms and more receptive fuels.346 Counterintuitively,
Westerling and Bryant351 also found that wetter scenarios
with more moderate temperature increases may actually result
in more fire overall. To explain this, fire risk regimes
dominated by variation in precipitation (as opposed to
temperature) mean that hot temperatures and dry conditions
could result in less fire risk if the conditions led to reduced
growing season moisture availability and thereby less
vegetation. The converse is also possible, that more moderate
temperatures and wetter conditions could lead to greater
vegetation that is subsequently available for fires.351

The changes to fire risk or projected area burned have
significant spatial variation, depending not only on changes in
weather patterns, and the location and density of forest cover,
but also changes in land use, fire suppression, and fuel
management activities, with some areas also showing
decreases in fire risk.348,351,352 Study areas that were identified
as having increased fire risk or increases in burned area in the
future due to climate change were large areas of North
America, especially the Western U.S. and Canada, Finland,
and the Mediterranean (this list is by no means complete, but
is more a reflection of the areas that were considered in the
studies cited here).345,347,348,352,353

The difficulty in projecting changes in PM under a future
climate is the strong link of PM concentrations to
meteorological influence. These studies show that the effect
of climate change on PM concentrations is still uncertain,
with different studies coming to different conclusions, and
even within a single study emphasizing regionally disparate
responses. The latest IPCC recognizes this difficulty, attaching
no confidence level to the overall impact of climate change on
PM2.5 distributions.33 In contrast, changes in ozone are most
strongly linked to changes in temperature, which consistently
shows an increase for the 21st century across general
circulation models, even on regional scales.343

4. METRICS FOR ASSESSING IMPACT

4.1. Air Quality Metrics

Air quality metrics are a set of measurements used to
quantitatively gauge efficiency, progress, or performance.
Comparisons of air quality policies involve considerations
such as cost, health, effects on vegetation, materials, and even
aesthetics354 and therefore can lead to a wide variety of
metrics depending on what needs to be assessed. In general,
for air quality the main metrics exist to quantify health or
ecosystem impacts of air pollutants with different metrics

established for human health and ecosystems.355 Table 2
shows some typical air quality metrics.

The statistical distribution of pollutant concentrations often
drives the formulation of metrics; in general, ambient
concentrations of primary air pollutants have highly skewed
distributions of (hourly) concentrations with the mode at low
concentrations and a small number of hours with high
concentrations. Whereas ozone, a secondary pollutant with a
hemispheric background concentration356,357 much greater
than zero, has frequency distributions very different from
those found for primary pollutants. For ozone metrics, there is
often a need to distinguish from annual mean concentrations
that can be made up from very different frequency
distributions to shorter time scale periods. The annual mean
does not capture all of the features of ambient concentrations
that may be of concern in terms of the impact on human
health, such as short periods of high concentrations. A range
of different metrics are therefore used, and these metrics
reflect different features of the frequency distribution of
hourly concentrations (see, e.g., Pappin and Hakami358 or Lin
et al.359). These frequency distributions in turn vary with
location and reflect the differing influences of local, regional,
and global factors determining concentration (see, for
example, Lefohn et al.,360 Monks et al.13). Some typical
ozone health metrics361 are shown in Table 3.
Air quality metrics are often used to assess several levels of

“standard” in use. These standards have differing legal status.
In the health impacts area, fundamental health effect evidence
is used to inform the setting of WHO Air Quality Guidelines
(see, e.g., WHO362) below which the pollutant in question
will not have adverse effects on public health. The guidelines
are set without regard to the technological, economic, or
social issues, which might affect their achievability. In
translating these into legally based standards, some flexibility
is introduced to allow for practical challenges in achieving the
levels and/or to allow for year-to-year meteorological
variability. For short-term standards, this usually takes the

Table 2. Example Metrics for Air Quality

air quality
problem metric

ozone maximum hourly concentration
maximum 8 h concentration
running 8 h mean
annual average concentration
accumulated ozone exposure over 40 ppb threshold
(AOT40)

particulate
matter

maximum daily PM10

annual average PM10

maximum daily PM2.5

annual average PM2.5

maximum daily PMcoarse

annual average PMcoarse

ultrafine particle mass or number
deposition nitrogen total

nitrogen in excess of critical loads
acid total
acid in excess of critical load

air toxics concentration or technology-based measures
health premature mortality

loss in life expectancy
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form of allowing a number of exceedances of a given
concentration over a year, and/or averaging over several years.
In the area of short-lived climate forcers, there is a

particular challenge in how to bring the climate effects of well-
mixed, long-lived and short-lived components together.
Fuglestvedt et al.363 commented that there are “formidable
difficulties” in developing metrics for short-lived species.
These difficulties include the appropriate structure for the
metric, which may be climate policy dependent, as well as
contain value judgments as to the appropriate time periods.
There are significant difficulties in the quantification of input
parameters due to uncertainty in atmospheric processes, for
example, for BC196,364 and aerosols as well as feedbacks, for
example, vegetation.365 Further, with short-lived species the
metric often depends on where and when the species was
emitted.48,363,365,366 An excellent overview of the challenges
for short-lived climate forcers and metrics has been given by
Peters et al.,367 suggesting that “a more lively discussion of
metrics for ‘global warming’ is needed”.

4.2. Climate Change Metrics

Climate change since the 1950s has predominantly been
driven by anthropogenic emissions of carbon dioxide (CO2).
Because of its ubiquitous emission from every sector and long
atmospheric lifetime (typically decades to centuries), it is also
expected to be the largest driver of future climate change.33

Nevertheless, emissions of other greenhouse gases as well as
air pollutants that have an effect on climate, often referred to
as short-lived climate-forcing pollutants (SLCPs), have had
appreciable effects on historical climate change, and their
emission pathways can affect future climate.61 The Kyoto
protocol groups together a basket of greenhouse gas emissions
and compares them to carbon dioxide using a CO2 equivalent
emission metric. Such an approach can aid options under
climate agreements or emission trading and in some ways can
be considered more comprehensive. Nevertheless, the CO2

equivalent approach can remain problematic as, for example,
not all aspects of CO2 or methane-driven climate change
would be equal. The Kyoto Protocol adopts a 100-year Global
Warming Potential (GWP) metric, based on the equivalence
of 100-year integrated radiative forcing from a pulse emission
(e.g., Myhre et al.61). Another common climate metric that is
increasingly discussed is the global temperature potential
(GTP), which targets temperature at a given point in time
(say 20 years in the future).61,368 The choice of metric and
time horizon can have a large effect on the perceived import
of different emissions, and differences between metric values
are particularly pronounced when comparing short-lived
species to CO2. For example, the current IPCC report lists
a 100-GWP for CH4 of 28, implying that 1 kg emission of
methane is “equivalent” to a 28 kg emission of CO2, whereas
using a 100-year GTP metric would give CH4 a value of only
4.3, implying that 1 kg emission of methane is “equivalent” to
a 4.3 kg emission of CO2.

61 The choice of metric and time
horizon depends on the policy goals and is largely a societal
value judgment.369

IPCC AR5 lists example GWP and GTP metrics for CH4

and other short-lived species, for example, black carbon and
NOx. Although such metrics can be calculated, there are
additional science and policy issues when applied to such
emissions:T
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(1) Large uncertainties: Uncertainties in the metric values
for SLCPs are considerably larger than for greenhouse
gas emissions.

(2) Geographical, seasonal, and sectorial variation in metric
values: For example, NOx emissions over Asia would be
expected to generate more climate warming than the
same emission in Europe. Another example is that NOx
emissions from aviation may warm the climate, whereas
those from shipping may cool.

(3) Co-emitted species such as organic carbon that is often
emitted with black carbon might lead to a cooling of
climate: Should any policy consider these?

Carbon dioxide mitigation is needed to limit long-term
climate change, and there is a growing view that while SLCP
mitigation can help in the short-term, especially when
combined with CO2 mitigation, it is not that helpful to
compare their emissions to CO2 and it may be better to have
separate short-term climate goals targeted at SLCPs.370−372

Figure 13 from Myhre et al.61 nicely illustrates that on the
sub-20 year time horizon, 1 year’s emissions of SLCPs has a

larger effect on temperature than 1 year’s CO2 emissions.
However, after 20 years the climate warming from the year’s
emission of CO2 will dominate the temperature response.
A key decision is the climate-related target. This is needed

to define a climate benefit or a climate harm. Such decisions
are needed to determine win−win situations for air quality
and climate policy. In particular, it is by no means obvious if
SO2 emissions should be treated as beneficial for climate due
to their global cooling influence, or if they should be
considered a potentially harmful “dangerous anthropogenic
interference with the climate system” (UNFCCC, 1992
Framework Convention on Climate Change) due to their
ability to alter rainfall patterns. The climate target therefore
very much influences the perception of trade-offs.

5. SCIENCE−POLICY CONTEXT AND OUTLOOK
Despite a growing recognition of the strong linkages between
air pollution and climate change, both scientifically and
politically, there is still significant work needed to fill
knowledge gaps and coordinate mitigation and/or adaptation
approaches. More specifically, mitigation approaches consid-

ered in the context of the bigger picture, the atmosphere as a
limited resource/global common, and not just the conse-
quence of a policy on only the intended target area (e.g.,
climate change) could avoid unintended consequences.
Classically, this has been represented to date by the trade-
off diagram as shown in Figure 14. As can be seen in Figure
14, encouraging diesel car usage to reduce CO2 emissions
(climate change) has led to detrimental effects for NOx and
PM emissions (air quality). Such connections and other more
fundamental atmospheric chemistry feedback effects and
linkages have been highlighted throughout this Review.
Often the challenge in this area lies in effective understanding
and metrics to assess impact coupled to “joined-up” policy
decisions that weigh both the air quality and the climate
change impacts.
One key challenge is understanding what air quality gains

will be delivered by climate policy. For example, Smith and
Mizrahi374 have argued that “near-term climate benefits of
targeted reductions in short-lived forcers are not substantially
different in magnitude from the benefits from a comprehen-
sive climate policy.” To a large extent, many of the knowledge
gaps are related to feedback processes and the coupling
between and among different cycles, including wider
ecosystem coupling. For example, the climate forcing of
NOx emissions is associated with significant uncertainty, as
some of the processes lead to warming while others
contribute to cooling, with many of these feedbacks not
well quantified. NOx emissions are also only one part of the
much larger nitrogen cycle, where other forms of nitrogen,
such as ammonia, also play important roles. Ammonia, in
particular, is an area where significant potential for air quality
mitigation via PM exists, but has not received as much
attention as some other areas.
Ammonia currently contributes to effects on human health,

through aerosol NH4NO3, which is becoming a dominant
component of wintertime inorganic aerosols throughout
Europe, to ecosystem effects and biodiversity loss in
particular, as well as acidification now that sulfur emissions
in Europe have been substantially reduced. The interactions
with climate occur through aerosol direct and indirect effects
and soil emissions of N2O from nitrogen deposition. As
substantial reductions in NO2 emissions have been achieved,
the role of ammonia has become gradually more important
relative to emissions of oxidized nitrogen, as detailed in the
recent European Nitrogen Assessment.57 The overall social
cost of nitrogen pollution in the EU 27 has been estimated to
range between 75 and 485 billion Euros annually.375 The lack
of attention to control measures for ammonia is quite
surprising given the low cost of emission controls relative to
further measures to reduce NO2 emissions, as shown in
Figure 15.
The analysis of Van Grinsven et al.375 shows that

substantial cost-effective measures could be applied to reduce
emissions of ammonia, and relative to measures for oxidized
nitrogen emissions the marginal costs are smaller by a factor
of 5. These could be achieved without reducing the
productivity of European agriculture as the current losses of
ammonia to the atmosphere represent inefficiencies in
nitrogen use by agriculture. The economic benefit of
agriculture has been estimated to range from 20 billion to
80 Billion Euros and is smaller than the annual costs of the
pollution caused by the emitted nitrogen compounds, which

Figure 13. Temperature response by component for total man-made
emissions for a 1-year pulse. Emission data for 2008 were taken from
the EDGAR database and for BC and OC for 2005 from Shindell et
al.11 Reprinted with permission from ref 64. Copyright 2013 IPCC.
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has been estimated to range from 35 billion to 230 billion
Euros annually.375

The role of aerosols as CCN among other aerosol-climate
feedback effects is another area adding to the uncertainty
associated with how these feedbacks influence climate change.
For instance, the response of clouds to global warming is still
a research field with considerable uncertainties. Such a
feedback has important implications for climate sensitivity
and could either amplify or dampen global warming (e.g.,
Bony and Dufresne376). In turn, changes in clouds and the
hydrological cycle have important implications on PM and

other air pollutants through changes in, for instance,
temperature and precipitation.
With respect to sources, additional concerns, in terms of

both air quality and climate, may arise in the near future from
increasing shipping in the Arctic. New polar shipping routes
will be accessible in the summer months of the next decades
after the melting of polar ice,377−379 with consequent shifts in
the regional impact of shipping emissions. Another emerging
issue is fracking and its impacts both on methane emissions380

and on local formation of ozone.381

Figure 14. Synergies and trade-offs from policies and technologies to address climate change and air quality. Adapted from Williams,8 as in von
Schneidemesser and Monks.373 Adapted with permission from refs 8 and 373. Copyright 2012 Taylor & Francis and 2013 Royal Society of
Chemistry.

Figure 15. Ratio of marginal benefits of emission reduction over the costs of N-mitigation measures in EU27 for NH3 and for NOx from
stationary sources, for emission reduction from 2010 beyond expected levels in 2020 by effects of current legislation. The comparison shows that
there is a much larger potential for cost-effective mitigation of NH3 emissions (800−1080 kt N) than for NOx (110−370 kt N). Reproduced with
permission from ref 375. Copyright 2013 American Chemical Society.
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Improved quantification of the relative importance of the
biogenic and anthropogenic fractions of SOA would be
beneficial for both air quality and climate change. If a major
fraction of SOA is anthropogenic, then this can be targeted to
improve air quality, whereas if biogenic SOA is the dominant
fraction, then its importance under future climate may
increase. Furthermore, the various feedback effects associated
with biogenic emissions are another area that have significant
implications for both air quality and climate change, not only
through SOA, but also in the effect on ozone, CO2 and the
carbon cycle, nitrogen, and biosphere−atmosphere dynamics.
These processes are largely only poorly understood and
therefore also remain poorly represented or left out of
models.
Improved understanding of the role of coemitted species

when assessing individual chemical components, which may
have counteracting effects on air quality and/or climate, would
be beneficial for future assessments. Policies typically target
specific emission sources, rather than chemical components,
and thus attempts to quantify the impact of proposed policies
should reflect this. This is particularly pertinent regarding BC,
which is typically emitted with a range of other particulate
and gas-phase components that can either warm or cool
climate (as well as their own consequences for health). For a
subset of the BC emission sectors such as diesel engines and
possibly also residential solid fuel burning, the net impact of
emissions reductions from these sectors can be reduction in
positive (warming) climate forcing. However, reducing the
emissions from source sectors with a high ratio of coemitted
species (cooling effect) such as open burning might result in a
close to zero net effect on climate forcing. Modeling studies
that accurately reflect the effect of mitigation policies by
including reductions of all coemitted species, not just an
idealized reduction of one chemical component, would
provide more relevant information for policy, as some recent
studies have demonstrated (e.g., the UNEP/WMO Integrated
Assessment of Black Carbon and Tropospheric Ozone222 or the
World Bank Report On Thin Ice382).
Another important topic for future research is the effect of

aerosol emission abatement regulations based on mass
emissions on the number emissions and atmospheric number
concentrations of aerosol particles. Even though in Europe the
mass emission abatement technologies seem effective also for
number emissions,279 this might be different in other parts of
the world where, for example, fuel sulfur content is different.
Furthermore, if the emissions of particles in CCN- and
micrometer-size scale, affecting especially the mass emissions,
are reduced drastically, the coagulation scavenging of particles
in nanometer size range might decrease. In the worst-case
scenario, this would increase the concentration of ultrafine
particles causing adverse health effects, but decrease CCN
concentration, thus enhancing climate warming.
Despite the many areas where further research will help to

reduce uncertainties and improve our understanding of
atmospheric processes, the existing knowledge base can
already be relied upon to make informed decisions to
mitigate climate change and reduce air pollution. Climate
metrics for short-lived species exist and could be used in
policy decisions. Because of the many linkages between the
two areas, including emission sources and atmospheric
processes, coordinated mitigation options allow for simulta-
neous tackling of both issues, or at least an avoidance of
trade-offs. A recent study quantified the air quality cobenefits

of U.S. policies that reduce GHG (carbon) emissions,
showing that monetized human health benefits associated
with air quality improvements could offset 26−1050% of the
cost of the carbon policies, depending on the flexibility of the
carbon policy (flexibility in where/how the reductions are
made, similar to cap and trade, as long as certain targets are
met).383 These results further indicate that significant gains
remain, even in developed countries. A previous evaluation of
mitigation options by UNEP in their Integrated Assessment on
Black Carbon and Tropospheric Ozone focused on climate, but
also included air quality effects, evaluated a variety of
measures to reduce short-lived climate forcing pollutants
and showed that the majority of the benefits would be in
developing countries for those top measures considered.11,222

As the diversity of these results shows, the results depend very
much on the policies considered and the approach taken.
While both air quality and climate change are worth acting

on individually, the potential for simultaneous benefits
reflected in a coordinated approach that considers the
linkages between the two areas is significant. An improved
understanding of the fundamental physical and chemical
processes that govern the interactions of the compounds
involved, along with the effects on climate change and human
and ecosystem health, will only aid in making smarter,
informed decisions to address the environmental challenges of
air quality and climate change.
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(146) Alföldy, B.; Giechaskiel, B.; Hofmann, W.; Drossinos, Y. Size-
distribution dependent lung deposition of diesel exhaust particles. J.
Aerosol Sci. 2009, 40, 652.
(147) Remer, L. A.; Kleidman, R. G.; Levy, R. C.; Kaufman, Y. J.;
Tanre,́ D.; Mattoo, S.; Martins, J. V.; Ichoku, C.; Koren, I.; Yu, H.;
Holben, B. N. Global aerosol climatology from the MODIS satellite
sensors. J. Geophys. Res.: Atmos. 2008, 113, D14S07.
(148) Myhre, G.; Berglen, T. F.; Johnsrud, M.; Hoyle, C. R.;
Berntsen, T. K.; Christopher, S. A.; Fahey, D. W.; Isaksen, I. S. A.;
Jones, T. A.; Kahn, R. A.; Loeb, N.; Quinn, P.; Remer, L.; Schwarz, J.
P.; Yttri, K. E. Modelled radiative forcing of the direct aerosol effect
with multi-observation evaluation. Atmos. Chem. Phys. 2009, 9, 1365.
(149) Zhang, Q.; Jimenez, J. L.; Canagaratna, M. R.; Allan, J. D.;
Coe, H.; Ulbrich, I.; Alfarra, M. R.; Takami, A.; Middlebrook, A. M.;
Sun, Y. L.; Dzepina, K.; Dunlea, E.; Docherty, K.; DeCarlo, P. F.;
Salcedo, D.; Onasch, T.; Jayne, J. T.; Miyoshi, T.; Shimono, A.;
Hatakeyama, S.; Takegawa, N.; Kondo, Y.; Schneider, J.; Drewnick,
F.; Borrmann, S.; Weimer, S.; Demerjian, K.; Williams, P.; Bower, K.;
Bahreini, R.; Cottrell, L.; Griffin, R. J.; Rautiainen, J.; Sun, J. Y.;
Zhang, Y. M.; Worsnop, D. R. Ubiquity and dominance of
oxygenated species in organic aerosols in anthropogenically-
influenced Northern Hemisphere midlatitudes. Geophys. Res. Lett.
2007, 34, L13801.
(150) Myhre, G.; Myhre, C. E. L.; Samset, B. H.; Storelvmo, T.
Aerosols and their Relation to Global Climate and Climate
Sensitivity. Nat. Educ. Knowledge 2013, 4, 7.
(151) Boucher, O.; Moulin, C.; Belviso, S.; Aumont, O.; Bopp, L.;
Cosme, E.; von Kuhlmann, R.; Lawrence, M. G.; Pham, M.; Reddy,
M. S.; Sciare, J.; Venkataraman, C. DMS atmospheric concentrations
and sulphate aerosol indirect radiative forcing: a sensitivity study to
the DMS source representation and oxidation. Atmos. Chem. Phys.
2003, 3, 49.
(152) Dentener, F.; Kinne, S.; Bond, T.; Boucher, O.; Cofala, J.;
Generoso, S.; Ginoux, P.; Gong, S.; Hoelzemann, J.; Ito, A.; Marelli,
L.; Penner, J.; Putaud, J.-P.; Textor, C.; Schulz, M.; v.d. Werf, G.;
Wilson, J. Emissions of primary aerosol and precursor gases for the
years 2000 and 1750, prescribed data sets for AeroCom. Atmos.
Chem. Phys. 2006, 6, 4321.
(153) Boucher, O.; Randall, D.; Artaxo, P.; Bretherton, C.;
Feingold, G.; Forster, P.; Kerminen, V.-M.; Kondo, Y.; Liao, H.;

Lohmann, U.; Rasch, P.; Satheesh, S. K.; Sherwood, S.; Stevens, B.;
Zhang, X. Y. Clouds and Aerosols. Climate Change 2013: The
Physical Science Basis. Contribution of Working Group I to the Fifth
Assessment Report of the Intergovernmental Panel on Climate Change;
Cambridge, UK and New York, NY, 2013.
(154) IPCC. Intergovernmental Panel on Climate Change Climate
change: The Physical Science Basis. Contribution of Working Group I to
the Fourth Assessment Report of the IPCC; Cambridge University
Press: Cambridge, 2007.
(155) Textor, C.; Schulz, M.; Guibert, S.; Kinne, S.; Balkanski, Y.;
Bauer, H.; Berntsen, T.; Berglen, T.; Boucher, O.; Chin, M.;
Dentener, F.; Diehl, T.; Feichter, J.; Fillmore, D.; Ginoux, P.; Gong,
S.; Grini, A.; Hendricks, J.; Horowitz, L.; Huang, P.; Isaksen, I. S. A.;
Iverson, T.; Kloster, S.; Koch, D.; Kirkevag̊, A.; Kristjansson, J. E.;
Krol, M.; Lauer, A.; Lamarque, F.; Liu, X.; Montanaro, V.; Myhre,
G.; Penner, J. E.; Pitari, G.; Reddy, M. S.; Seland, Ø.; Stier, P.;
Takemura, T.; Tie, X. The effect of harmonized emissions on aerosol
properties in global models - an AeroCom experiment. Atmos. Chem.
Phys. 2007, 7, 4489.
(156) Pringle, K. J.; Tost, H.; Message, S.; Steil, B.; Giannadaki, D.;
Nenes, A.; Fountoukis, C.; Stier, P.; Vignati, E.; Lelieveld, J.
Description and evaluation of GMXe: A new aerosol submodel for
global simulations (v1). Geosci. Model Dev. 2010, 3, 391.
(157) Righi, M.; Hendricks, J.; Sausen, R. The global impact of the
transport sectors on atmospheric aerosol: Simulations for year 2000
emissions. Atmos. Chem. Phys. 2013, 13, 9939.
(158) McFiggans, G.; Artaxo, P.; Baltensperger, U.; Coe, H.;
Facchini, M. C.; Feingold, G.; Fuzzi, S.; Gysel, M.; Laaksonen, A.;
Lohmann, U.; Mentel, T. F.; Murphy, D. M.; O’Dowd, C. D.; Snider,
J. R.; Weingartner, E. The effect of physical and chemical aerosol
properties on warm cloud droplet activation. Atmos. Chem. Phys.
2006, 6, 2593.
(159) Ghan, S. J.; Schwartz, S. E. Aerosol properties and processes:
A path from field and laboratory measurements to global climate
models. Bull. Am. Meteorol. Soc. 2007, 88, 1059.
(160) EPA. The Benefits and Costs of the Clean Air Act: 1990 to
2020; U.S. Environmental Protection Agency, Office of Air and
Radiation: Washington, DC, 2011.
(161) Takemura, T. Distributions and climate effects of
atmospheric aerosols from the preindustrial era to 2100 along
Representative Concentration Pathways (RCPs) simulated using the
global aerosol model SPRINTARS. Atmos. Chem. Phys. 2012, 12,
11555.
(162) Moss, R. H.; Edmonds, J. A.; Hibbard, K. A.; Manning, M.
R.; Rose, S. K.; Van Vuuren, D. P.; Carter, T. R.; Emori, S.;
Kainuma, M.; Kram, T.; Meehl, G. A.; Mitchell, J. F. B.; Nakicenovic,
N.; Riahi, K.; Smith, S. J.; Stouffer, R. J.; Thomson, A. M.; Weyant, J.
P.; Wilbanks, T. J. The next generation of scenarios for climate
change research and assessment. Nature 2010, 463, 747.
(163) Taylor, K. E.; Stouffer, R. J.; Meehl, G. A. An overview of
CMIP5 and the experiment design. Bull. Am. Meteorol. Soc. 2012, 93,
485.
(164) Vuuren, D. P. v.; Edmonds, J.; Kainuma, M.; Riahi, K.;
Thomson, A.; Hibbard, K.; Hurtt, G. C.; Kram, T.; Krey, V.;
Lamarque, J.-F.; Masui, T.; Meinshausen, M.; Nakicenovic, N.;
Smith, S. J.; Rose, S. K. The representative concentration pathways:
an overview. Clim. Change 2011, 109, 5.
(165) Righi, M.; Hendricks, J.; Sausen, R. The global impact of the
transport sectors on atmospheric aerosol in 2030 - Part I: Land
transport and shipping. Atmos. Chem. Phys. 2015, 15, 633.
(166) Lamarque, J.-F.; Kyle, G. P.; Meinshausen, M.; Riahi, K.;
Smith, S.; van Vuuren, D.; Conley, A.; Vitt, F. Global and regional
evolution of short-lived radiatively-active gases and aerosols in the
Representative Concentration Pathways. Clim. Change 2011, 109,
191.
(167) Shindell, D. T.; Lamarque, J. F.; Schulz, M.; Flanner, M.;
Jiao, C.; Chin, M.; Young, P. J.; Lee, Y. H.; Rotstayn, L.; Mahowald,
N.; Milly, G.; Faluvegi, G.; Balkanski, Y.; Collins, W. J.; Conley, A. J.;
Dalsoren, S.; Easter, R.; Ghan, S.; Horowitz, L.; Liu, X.; Myhre, G.;

Chemical Reviews Review

DOI: 10.1021/acs.chemrev.5b00089
Chem. Rev. 2015, 115, 3856−3897

3890

http://www.euro.who.int/__data/assets/pdf_file/0020/182432/e96762-final.pdf
http://www.euro.who.int/__data/assets/pdf_file/0020/182432/e96762-final.pdf
http://dx.doi.org/10.1021/acs.chemrev.5b00089


Nagashima, T.; Naik, V.; Rumbold, S. T.; Skeie, R.; Sudo, K.; Szopa,
S.; Takemura, T.; Voulgarakis, A.; Yoon, J. H.; Lo, F. Radiative
forcing in the ACCMIP historical and future climate simulations.
Atmos. Chem. Phys. 2013, 13, 2939.
(168) van Vuuren, D.; Kriegler, E.; O’Neill, B.; Ebi, K.; Riahi, K.;
Carter, T.; Edmonds, J.; Hallegatte, S.; Kram, T.; Mathur, R.;
Winkler, H. A new scenario framework for Climate Change
Research: scenario matrix architecture. Clim. Change 2014, 122, 373.
(169) Benkovitz, C. M.; Scholtz, M. T.; Pacyna, J.; Tarrasoń, L.;
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Atmos. 2002, 107, 4604.
(218) Weingartner, E.; Burtscher, H.; Baltensperger, U. Hygro-
scopic properties of carbon and diesel soot particles. Atmos. Environ.
1997, 31, 2311.
(219) McMeeking, G. R.; Good, N.; Petters, M. D.; McFiggans, G.;
Coe, H. Influences on the fraction of hydrophobic and hydrophilic
black carbon in the atmosphere. Atmos. Chem. Phys. 2011, 11, 5099.
(220) Bond, T. C.; Habib, G.; Bergstrom, R. W. Limitations in the
enhancement of visible light absorption due to mixing state. J.
Geophys. Res.: Atmos. 2006, 111, D20211.
(221) Oshima, N.; Kondo, Y.; Moteki, N.; Takegawa, N.; Koike,
M.; Kita, K.; Matsui, H.; Kajino, M.; Nakamura, H.; Jung, J. S.; Kim,

Y. J. Wet removal of black carbon in Asian outflow: Aerosol
Radiative Forcing in East Asia (A-FORCE) aircraft campaign. J.
Geophys. Res.: Atmos. 2012, 117, D03204.
(222) UNEP. Integrated Assessment of Black Carbon and Tropospheric
Ozone; UNEP and WMO: Nairobi, 2011.
(223) Bond, T. C.; Sun, K. Can reducing black carbon emissions
counteract global warming? Environ. Sci. Technol. 2005, 39, 5921.
(224) Jacobson, M. Z. Control of fossil-fuel particulate black carbon
and organic matter, possibly the most effective method of slowing
global warming. J. Geophys. Res.: Atmos. 2002, 107, 4410.
(225) Jimenez, J. L.; Canagaratna, M. R.; Donahue, N. M.; Prevot,
A. S. H.; Zhang, Q.; Kroll, J. H.; DeCarlo, P. F.; Allan, J. D.; Coe,
H.; Ng, N. L.; Aiken, A. C.; Docherty, K. S.; Ulbrich, I. M.;
Grieshop, A. P.; Robinson, A. L.; Duplissy, J.; Smith, J. D.; Wilson,
K. R.; Lanz, V. A.; Hueglin, C.; Sun, Y. L.; Tian, J.; Laaksonen, A.;
Raatikainen, T.; Rautiainen, J.; Vaattovaara, P.; Ehn, M.; Kulmala,
M.; Tomlinson, J. M.; Collins, D. R.; Cubison, M. J.; Dunlea, E. J.;
Huffman, J. A.; Onasch, T. B.; Alfarra, M. R.; Williams, P. I.; Bower,
K.; Kondo, Y.; Schneider, J.; Drewnick, F.; Borrmann, S.; Weimer, S.;
Demerjian, K.; Salcedo, D.; Cottrell, L.; Griffin, R.; Takami, A.;
Miyoshi, T.; Hatakeyama, S.; Shimono, A.; Sun, J. Y.; Zhang, Y. M.;
Dzepina, K.; Kimmel, J. R.; Sueper, D.; Jayne, J. T.; Herndon, S. C.;
Trimborn, A. M.; Williams, L. R.; Wood, E. C.; Middlebrook, A. M.;
Kolb, C. E.; Baltensperger, U.; Worsnop, D. R. Evolution of organic
aerosols in the atmosphere. Science 2009, 326, 1525.
(226) Zhang, Q.; Rami Alfarra, M.; Worsnop, D. R.; Allan, J. D.;
Coe, H.; Canagaratna, M. R.; Jimenez, J. L. Deconvolution and
quantification of hydrocarbon-like and oxygenated organic aerosols
based on aerosol mass spectrometry. Environ. Sci. Technol. 2005, 39,
4938.
(227) Brito, J.; Rizzo, L. V.; Morgan, W. T.; Coe, H.; Johnson, B.;
Haywood, J.; Longo, K.; Freitas, S.; Andreae, M. O.; Artaxo, P.
Ground-based aerosol characterization during the South American
Biomass Burning Analysis (SAMBBA) field experiment. Atmos. Chem.
Phys. 2014, 14, 12069.
(228) Corrigan, A. L.; Russell, L. M.; Takahama, S.; Äijal̈a,̈ M.; Ehn,
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O.; Artaxo, P.; Jimenez, J. L.; Martin, S. T. Mass spectral
characterization of submicron biogenic organic particles in the
Amazon Basin. Geophys. Res. Lett. 2009, 36, L20806.
(230) Zhang, Q.; Canagaratna, M. R.; Jayne, J. T.; Worsnop, D. R.;
Jimenez, J. L. Time- and size-resolved chemical composition of
submicron particles in Pittsburgh: Implications for aerosol sources
and processes. J. Geophys. Res.: Atmos. 2005, 110, 1.
(231) Allan, J. D.; Alfarra, M. R.; Bower, K. N.; Williams, P. I.;
Gallagher, M. W.; Jimenez, J. L.; McDonald, A. G.; Nemitz, E.;
Canagaratna, M. R.; Jayne, J. T.; Coe, H.; Worsnop, D. R.
Quantitative sampling using an Aerodyne aerosol mass spectrometer
2. Measurements of fine particulate chemical composition in two
U.K. cities. J. Geophys. Res.: Atmos. 2003, 108, 4091.
(232) Canagaratna, M. R.; Jayne, J. T.; Ghertner, D. A.; Herndon,
S.; Shi, Q.; Jimenez, J. L.; Silva, P. J.; Williams, P.; Lanni, T.;
Drewnick, F.; Demerjian, K. L.; Kolb, C. E.; Worsnop, D. R. Chase
Studies of Particulate Emissions from in-use New York City Vehicles.
Aerosol Sci. Technol. 2004, 38, 555.
(233) Drewnick, F.; Schwab, J. J.; Jayne, J. T.; Canagaratna, M.;
Worsnop, D. R.; Demerjian, K. L. Measurement of Ambient Aerosol
Composition During the PMTACS-NY 2001 Using an Aerosol Mass
Spectrometer. Part I: Mass Concentrations Special Issue of Aerosol
Science and Technology on Findings from the Fine Particulate
Matter Supersites Program. Aerosol Sci. Technol. 2004, 38, 92.

Chemical Reviews Review

DOI: 10.1021/acs.chemrev.5b00089
Chem. Rev. 2015, 115, 3856−3897

3892

http://dx.doi.org/10.1021/acs.chemrev.5b00089


(234) Donahue, N. M.; Trump, E. R.; Pierce, J. R.; Riipinen, I.
Theoretical constraints on pure vapor-pressure driven condensation
of organics to ultrafine particles. Geophys. Res. Lett. 2011, 38, L16801.
(235) Riccobono, F.; Rondo, L.; Sipila,̈ M.; Barmet, P.; Curtius, J.;
Dommen, J.; Ehn, M.; Ehrhart, S.; Kulmala, M.; Karten, A.; Mikkila,̈
J.; Paasonen, P.; Petaj̈a,̈ T.; Weingartner, E.; Baltensperger, U.
Contribution of sulfuric acid and oxidized organic compounds to
particle formation and growth. Atmos. Chem. Phys. 2012, 12, 9427.
(236) Riipinen, I.; Pierce, J. R.; Yli-Juuti, T.; Nieminen, T.;
Hak̈kinen, S.; Ehn, M.; Junninen, H.; Lehtipalo, K.; Petaj̈a,̈ T.;
Slowik, J.; Chang, R.; Shantz, N. C.; Abbatt, J.; Leaitch, W. R.;
Kerminen, V. M.; Worsnop, D. R.; Pandis, S. N.; Donahue, N. M.;
Kulmala, M. Organic condensation: A vital link connecting aerosol
formation to cloud condensation nuclei (CCN) concentrations.
Atmos. Chem. Phys. 2011, 11, 3865.
(237) Riccobono, F.; Schobesberger, S.; Scott, C. E.; Dommen, J.;
Ortega, I. K.; Rondo, L.; Almeida, J.; Amorim, A.; Bianchi, F.;
Breitenlechner, M.; David, A.; Downard, A.; Dunne, E. M.; Duplissy,
J.; Ehrhart, S.; Flagan, R. C.; Franchin, A.; Hansel, A.; Junninen, H.;
Kajos, M.; Keskinen, H.; Kupc, A.; Kürten, A.; Kvashin, A. N.;
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Andreae, M. O.; Pöschl, U.; Jaenicke, R. Primary biological aerosol
particles in the atmosphere: a review. Tellus, Ser. B 2012, 64, 15598.
(283) Spracklen, D. V.; Heald, C. L. The contribution of fungal
spores and bacteria to regional and global aerosol number and ice
nucleation immersion freezing rates. Atmos. Chem. Phys. 2014, 14,
9051.
(284) Yttri, K. E.; Simpson, D.; Stenström, K.; Puxbaum, H.;
Svendby, T. Source apportionment of the carbonaceous aerosol in
Norway−quantitative estimates based on 14C, thermal-optical and
organic tracer analysis. Atmos. Chem. Phys. 2011, 11, 9375.
(285) Kulmala, M.; Suni, T.; Lehtinen, K. E. J.; Maso, M. D.; Boy,
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magnifies isoprene emissions under heat and improves thermal
resistance in hybrid aspen. J. Exp. Bot. 2013, 64, 5509.
(332) Lathiere, J.; Hauglustaine, D. A.; Friend, A. D.; De Noblet-
Ducoudre, N.; Viovy, N.; Folberth, G. A. Impact of climate variability
and land use changes on global biogenic volatile organic compound
emissions. Atmos. Chem. Phys. 2006, 6, 2129.
(333) Ashworth, K.; Wild, O.; Hewitt, C. N. Impacts of biofuel
cultivation on mortality and crop yields. Nat. Clim. Change 2013, 3,
492.
(334) Hewitt, C. N.; MacKenzie, A. R.; Di Carlo, P.; Di Marco, C.
F.; Dorsey, J. R.; Evans, M.; Fowler, D.; Gallagher, M. W.; Hopkins,
J. R.; Jones, C. E.; Langford, B.; Lee, J. D.; Lewis, A. C.; Lim, S. F.;
McQuaid, J.; Misztal, P.; Moller, S. J.; Monks, P. S.; Nemitz, E.;
Oram, D. E.; Owen, S. M.; Phillips, G. J.; Pugh, T. A. M.; Pyle, J. A.;
Reeves, C. E.; Ryder, J.; Siong, J.; Skiba, U.; Stewart, D. J. Nitrogen
management is essential to prevent tropical oil palm plantations from
causing ground-level ozone pollution. Proc. Natl. Acad. Sci. U.S.A.
2009, 106, 18447.
(335) Young, P. J.; Arneth, A.; Schurgers, G.; Zeng, G.; Pyle, J. The
CO2 inhibition of terrestrial isoprene emission significantly affects
future ozone projections. Atmos. Chem. Phys. 2009, 9, 2793.
(336) Arneth, A.; Schurgers, G.; Lathiere, J.; Duhl, T.; Beerling, D.
J.; Hewitt, C. N.; Martin, M.; Guenther, A. Global terrestrial isoprene
emission models: sensitivity to variability in climate and vegetation.
Atmos. Chem. Phys. 2011, 11, 8037.
(337) Spracklen, D. V.; Mickley, L. J.; Logan, J. A.; Hudman, R. C.;
Yevich, R.; Flannigan, M. D.; Westerling, A. L. Impacts of climate
change from 2000 to 2050 on wildfire activity and carbonaceous
aerosol concentrations in the western United States. J. Geophys. Res.
2009, 114, D20301.
(338) Colette, A.; Bessagnet, B.; Vautard, R.; Szopa, S.; Rao, S.;
Schucht, S.; Klimont, Z.; Menut, L.; Clain, G.; Meleux, F.; Curci, G.;
Rouil, L. European atmosphere in 2050, a regional air quality and
climate perspective under CMIP5 scenarios. Atmos. Chem. Phys.
2013, 13, 7451.
(339) Racherla, P. N.; Adams, P. J. Sensitivity of global
tropospheric ozone and fine particulate matter concentrations to
climate change. J. Geophys. Res. 2006, 111, D24103.
(340) Manders, A. M. M.; Meijgaard, E. v.; Mues, A. C.;
Kranenburg, R.; Ulft, L. H. v.; Schaap, M. The impact of differences
in large-scale circulation output from climate models on the regional
modeling of ozone and PM. Atmos. Chem. Phys. 2012, 12, 9441.
(341) Hedegaard, G. B.; Christensen, J. H.; Brandt, J. The relative
importance of impacts from climate change vs. emissions change on
air pollution levels in the 21st century. Atmos. Chem. Phys. 2013, 13,
3569.
(342) Tai, A. P. K.; Mickley, L. J.; Jacob, D. J. Impact of 2000−
2050 climate change on fine particulate matter (PM2.5) air quality
inferred from a multi-model analysis of meteorological modes. Atmos.
Chem. Phys. 2012, 12, 11329.
(343) Liao, H.; Chen, W.-T.; Seinfeld, J. H. Role of climate change
in global predictions of future tropospheric ozone and aerosols. J.
Geophys. Res. 2006, 111, D12304.
(344) West, J. J.; Smith, S. J.; Silva, R. A.; Naik, V.; Zhang, Y.;
Adelman, Z.; Fry, M. M.; Anenberg, S.; Horowitz, L. W.; Lamarque,
J.-F. Co-benefits of mitigating global greenhouse gas emissions for
future air quality and human health. Nat. Clim. Change 2013, 3, 885.
(345) Brown, T.; Hall, B.; Westerling, A. The Impact of Twenty-
First Century Climate Change on Wildland Fire Danger in the
Western United States: An Applications Perspective. Clim. Change
2004, 62, 365.
(346) Flannigan, M. D.; Logan, K. A.; Amiro, B. D.; Skinner, W. R.;
Stocks, B. J. Future Area Burned in Canada. Clim. Change 2005, 72,
1.
(347) Flannigan, M. D.; Stocks, B. J.; Wotton, B. M. Climate
change and forest fires. Sci. Total Environ. 2000, 262, 221.
(348) Moriondo, M.; Good, P.; Durao, R.; Bindi, M.;
Giannakopoulos, C.; Corte-Real, J. Potential impact of climate

Chemical Reviews Review

DOI: 10.1021/acs.chemrev.5b00089
Chem. Rev. 2015, 115, 3856−3897

3896

http://dx.doi.org/10.1021/acs.chemrev.5b00089


change on fire risk in the Mediterranean area. Clim. Res. 2006, 31,
85.
(349) Athanasopoulou, E.; Rieger, D.; Walter, C.; Vogel, H.; Karali,
A.; Hatzaki, M.; Gerasopoulos, E.; Vogel, B.; Giannakopoulos, C.;
Gratsea, M.; Roussos, A. Fire risk, atmospheric chemistry and
radiative forcing assessment of wildfires in eastern Mediterranean.
Atmos. Environ. 2014, 95, 113.
(350) Slezakova, K.; Morais, S.; Pereira, M. d. C. Forest fires in
Northern region of Portugal: Impact on PM levels. Atmos. Res. 2013,
127, 148.
(351) Westerling, A. L.; Bryant, B. P. Climate change and wildfire
in California. Clim. Change 2008, 87, 231.
(352) Clark, K. L.; Skowronski, N.; Renninger, H.; Scheller, R.
Climate change and fire management in the mid-Atlantic region. For.
Ecol. Manage. 2014, 327, 306.
(353) Lehtonen, I.; Ruosteenoja, K.; Venal̈aïnen, A.; Gregow, H.
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