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ABSTRACT

It has been suggested that the presence of frazil ice can lead to a conditional instability in seawater. Any

frazil forming in the water column reduces the bulk density of a parcel of frazil–seawater mixture, causing it to

rise. As a result of the pressure decrease in the freezing point, this causes more frazil to form, causing the

parcel to accelerate, and so on. This study uses linear stability analysis and a nonhydrostatic ocean model to

study this instability. The authors find that frazil ice growth caused by the rising of supercooledwater is indeed

able to generate a buoyancy-driven instability. Even in a gravitationally stable water column, the frazil ice

mechanism can still generate convection. The instability does not operate in the presence of strong density

stratification, high thermal driving (warm water), a small initial perturbation, high background mixing, or the

prevalence of large frazil ice crystals. In an unstable water column, the instability is not necessarily expressed

in frazil ice at all times; an initial frazil perturbation may melt and refreeze. Given a large enough initial

perturbation, this instability can allow significant ice growth. A model shows frazil ice growth in an Ice Shelf

Water plume several kilometers from an ice shelf, under similar conditions to observations of frazil ice growth

under sea ice. The presence of this instability could be a factor affecting the growth of sea ice near ice shelves,

with implications for Antarctic Bottom Water formation.

1. Introduction

Cold, dense Antarctic Bottom Water (AABW),

which forms as a result of ice–ocean interaction, is one

of the driving forces behind the global thermohaline

circulation. A cold (21.98C) and dense water mass

known as high salinity shelf water (HSSW), generated

by brine rejection from sea ice formation on the con-

tinental shelf, enters beneath cold-water glacial ice

shelves such as the Filchner–Ronne and Ross

(Nicholls andØsterhus 2004; Nicholls et al. 2009). The

freezing temperature of seawater decreases with in-

creasing pressure, and therefore the HSSW can melt

the ice shelf at depth. The resulting meltwater cools

and freshens the ambient seawater to form Ice Shelf

Water (ISW), which is colder than the surface freezing

point. Density is controlled by salinity near the

freezing point, and therefore the fresher ISW is lighter

than the surrounding seawater. When the ISW ascends

along the ice shelf, it becomes supercooled and starts

to freeze because of the increase in the local freezing

temperature. This ascending ISW plume is important

in determining the spatial patterns of melting and

freezing beneath ice shelves (Hellmer and Olbers

1989). The ascending ISW freezes both directly onto

the ice shelf and through the formation of suspended

frazil ice crystals. After ISW leaves the cavity, it con-

tributes to the formation of AABW (Foldvik et al.

2004).

Frazil ice is a collection of loose, randomly oriented,

disc-shaped ice crystals, formed in turbulent, super-

cooled water. The formation of frazil ice is a well-known

phenomenon in rivers and the uppermost layers of the

ocean (Martin 1981). There have also been observations

at numerous Antarctic ice shelves of frazil ice up to

several kilometers from the ice front, both suspended

throughout the water column and present in sea ice
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cores (Dieckmann et al. 1986; Smetacek et al. 1992;

Penrose et al. 1994; Leonard et al. 2006; McGuinness

et al. 2009; Robinson et al. 2010). The presence of ISW

during the winter at McMurdo Sound has been linked to

the growth of frazil ice on the underside of sea ice

(Mahoney et al. 2011), with 6–7m observed under first-

year land-fast sea ice (Price et al. 2014).

Frazil-laden water can be considered a two-

component mixture of ice and seawater (Jenkins and

Bombosch 1995; Khazendar and Jenkins 2003; Holland

and Feltham 2005). It has been suggested that the

presence of frazil ice can lead to a conditional instability

in seawater (Foldvik and Kvinge 1974), which proceeds

as follows: Any frazil forming in the water column re-

duces the bulk density of a parcel of frazil–seawater

mixture, causing it to rise. This rising causes the parcel to

become further supercooled because of the increase in

the freezing point with decreasing pressure. This causes

more frazil to form, causing the parcel to accelerate, and

so on. Foldvik and Kvinge (1974) analyzed this in-

stability by considering the change in temperature of

a parcel of water rising through a variety of fixed water

columns, arguing that the release of cool, salty water by

this convection process may reach the seabed and con-

tribute to the formation of AABW. Although the parcel

of frazil–seawater mixture is less dense than the sur-

rounding water, this is primarily caused by the frazil ice.

Once the frazil ice leaves the parcel, for example, by

depositing onto the underside of sea ice, the remaining

water is denser than the surrounding water because of

the increased salinity from brine rejection. It is this re-

maining water that contributes to AABW formation.

For this instability to occur, there must be net ice

growth as the frazil–seawater parcel rises. The frazil

growth rate is determined by the thermal driving, the

difference between the temperature of the seawater in

the parcel and the local freezing temperature. The

instability can only occur if there is a tendency for the

thermal driving to decrease (becomemore negative) as

the parcel rises. If, for example, the parcel rises into

sufficiently warmer waters, the frazil could melt and

the instability would then be terminated. If, on the

other hand, the water column is such that a decrease in

thermal driving due to the pressure release is not

overcome, the instability exists. Waters that get colder

towards the surface are the norm in the salt-stratified

Southern Ocean.

However, this instability is not purely a function of

the ambient water temperature. The rate of super-

cooling due to the pressure release depends upon the

rate at which the parcel rises, which is determined by

its buoyancy. The relative buoyancy of the parcel as it

rises is determined by the density and stratification of

the water column. The buoyancy is also determined by

the volume of frazil in the parcel. The rate of change of

buoyancy of the parcel (i.e., the tendency of pertur-

bations to grow) is therefore determined by the frazil

growth rate per unit supercooling, which is a function

of the detailed geometry of the frazil ice (i.e., its sur-

face area per unit volume). Furthermore, any ten-

dency of the parcel to mix because of the turbulence as

it rises will weaken its buoyancy and thermal contrasts

and thus weaken the instability. Finally, buoyant frazil

ice has a tendency to rise relative to its surrounding

fluid, raising the possibility that such relative motion

will negate the instability by removing the buoyancy

forcing from the parcel of seawater containing the

supercooling.

These considerations suggest that the frazil ice in-

stability is far more complex than the original sugges-

tions of Foldvik and Kvinge (1974). In particular, we

expect the viability and growth rate of the instability to

be governed by the rate of change of water temperature

with height, the buoyancy of the perturbation, the den-

sity stratification, the details of the frazil crystal geom-

etry, the level of turbulent mixing, and the rising of frazil

relative to the surrounding seawater. The purpose of this

study is to examine these effects.

We first investigate theoretically the effect of an in-

finitesimal perturbation on instantaneous frazil ice

growth using a linear normal-mode stability analysis

(section 3). This perturbation is ultimately a density

perturbation but can be expressed in temperature, salin-

ity, or frazil ice concentration. We then employ a non-

hydrostatic ocean model to examine how a more realistic

perturbation that is a mixture of frazil ice and freshwater

evolves over time (section 4). We then use the model to

investigate frazil ice growth in a scenario representing an

ISW outflow from beneath an ice shelf (section 5). Fi-

nally, our conclusions are summarized (section 6).

2. Governing equations

We assume that the density of the fluid is represented

by a two-component mixture of seawater (with a linear

function of temperature T and salinity S) and ice

(Jenkins and Bombosch 1995). The equation of state can

then be written in the form

r5 r0(12C)[11b(S2 S0)2a(T2T0)]1 riC , (1)

where r is the potential density of the ice–seawater

mixture; r0 5 1030 kgm23 is the reference density of

seawater; a 5 3.87 3 1025 8C21 is the thermal expan-

sion coefficient; T is the temperature; T0 5228C is the

reference temperature; b 5 7.86 3 1024 psu21 is the
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haline contraction coefficient; S is the salinity; S0 5
34.5 psu is the reference salinity; ri 5 920 kgm23 is the

ice density; and C is the dimensionless frazil ice concen-

tration (volume of ice per unit volume of ice–seawater

mixture).

The Boussinesq Navier–Stokes equations are cast in

a nonrotating Cartesian coordinate system (x, y, z). The

domains considered are relatively small compared to the

Rossby radius of deformation, so we neglect the Coriolis

effect. The resulting field equations describing the

temporal evolution of the instantaneous velocity field

u(x, y, z, t)5 (u, y, w), T, S, and C are

$ � u5 0, (2)

Du

Dt
52

1

rm
$P2 g

r

rm
k̂1Ky=

2u , (3)

DT

Dt
5KT=

2T1

 
Tc 2T2

L

cp

!
wc , (4)

DS

Dt
5KS=

2S2Swc, and (5)

DC

Dt
1wi

›C

›z
5KC=

2C2wc , (6)

where D/Dt5 ›/›t1 u � $ is the material derivative; g 5
9.81ms22 is the acceleration due to gravity; rm 5
1030kgm23 is the characteristic mixture density [a char-

acteristic value of (1) following the Boussinesq approxi-

mation]; Ky, KT, KS, and KC represent the effective

diffusivities of momentum, heat, salt, and frazil ice, re-

spectively (we also define the variable K to be the case

whenKy5KT5KS5KC5K); the variableP represents

the pressure; wi is the rising velocity of frazil ice; and k̂ is

the vertical unit vector. The variable wc is the melt rate of

frazil ice per unit volume of mixture, and it is therefore

negative during ice formation (Jenkins and Bombosch

1995). While the use of wc to denote melt rate may be

considered confusing, since frazil crystal rising velocity is

denoted wi, it has been used in previous work using the

frazil ice model of Jenkins and Bombosch (1995)

(Khazendar and Jenkins 2003; Holland and Feltham 2005;

Jordan et al. 2014) and so has been used to maintain

consistency. The second term on the right-hand sides of

(4) and (5) accounts for the temperature and salinity

changes in a fixed volume of the water fraction because of

the frazil phase change (Holland and Feltham 2005). We

note that Jordan et al. (2014) unfortunately included

a sign error in their statement of (4). As we are primarily

interested in the variation of freezing with depth we have

omitted adiabatic heating from (4), as it has an effect an

order of magnitude less than the pressure dependency of

the freezing point. The freezing temperature of seawater

is represented by Tf and obeys the relation

Tf 5 aS1 b1 cz , (7)

where a520.05738Cpsu21, b5 0.08328C, and c5 7.613
10248Cm21. The variablesL5 3.353 105 Jkg21 and cp5
3974Jkg21 8C21 represent the latent heat of ice fusion

and specific heat capacity of seawater. It is also useful to

define the thermal driving:

T*5T2Tf . (8)

When T*, 0, the water is supercooled and begins to

freeze via the formation of frazil ice.

The frazil crystals are lighter than the surrounding

water and therefore have an ambient rising velocity of

wi relative to the moving fluid, approximated here by

frazil’s buoyant drift velocity in still water (Gosink and

Osterkamp 1983):

w2
i 5

4Rgrar
Cd

, (9)

where R5 (ri 2 r0)/r0 is the submerged specific gravity

of ice, r is a characteristic radius of frazil ice discs, and ar
is the aspect ratio of frazil ice discs. Laboratory experi-

ments find that the distribution of frazil crystal radii

takes a logarithmic form, with mean radii ranging from

0.35 to 1mm (Ye et al. 2004; Clark and Doering 2006;

McFarlane et al. 2014), while field observations have

measured crystal radii of the order of 1 cm (Dieckmann

et al. 1986; Robinson et al. 2010). Crystals this size would

have a large rising velocity relative to the fluid they are

in and are unlikely to be responsible for the instability

we are investigating. As such, we have decided to focus

on the smaller crystal radii and have assumed r 5
0.75mm for our representative frazil crystal radius.

Laboratory experiments also find ar 5 1/6 (Clark and

Doering 2006). The drag coefficient Cd varies consid-

erably with the disc Reynolds number, defined as

Re5
wi2r

n
, (10)

where n5 1:953 1026 m2 s21 is the kinematic viscosity

of seawater. Gosink and Osterkamp (1983) used pub-

lished experimental data on the drag coefficient of discs

of varying sizes to determine the following empirical

relationship:

log10(Cd)5 1:3862 0:892 log10(Re)1 0:111[log10(Re)]2.

(11)
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Using an iterative method, an estimate for wi for a

given crystal radius can be calculated from (9), (10),

and (11).

We calculate wc by balancing heat and salt transfer

through the boundary layer of each frazil crystal with the

latent heat and freshwater release of melting:

(12C)gcT(T2Tc)
2C

r
5

L

cp
wc, and (12)

(12C)gcS(S2 Sc)
2C

r
5wcSc , (13)

where gc
T and gc

S are the ocean heat and salt transfer

coefficients at the edge of frazil ice crystals. For transfer

at the disc edges, the appropriate length scale is the half-

thickness of the disc (Daly 1994), so we calculate the

transfer coefficients as follows:

gcT 5
NukT
arr

, gcS5
NukS
arr

, (14)

where kT 5 1.4 3 1027m2 s21 is the molecular thermal

diffusivity of seawater, kS 5 8 3 10210m2 s21 is the

molecular haline diffusivity of seawater, Nu is the di-

mensionless Nusselt number, and we assume Nu 5 1.

The temperature Tc and salinity Sc at the ice–ocean in-

terface at the edge of a frazil crystal is assumed to be at

the freezing temperature:

Tc 5 aSc 1 b1 czc . (15)

3. Linear normal-mode stability analysis

a. Introduction

We first consider a linear stability analysis, which

applies an infinitesimally small perturbation to the sys-

tem (2)–(6). The object of this exercise is to understand

under what conditions the perturbation will grow and

the frazil-led seawater instability exist. The advantage of

this approach is that it allows a clear account of the

initiation of the instability and a concrete determination

of the conditions under which the system is unstable. A

disadvantage is that the approach only elucidates the

initial behavior of the perturbation where a linear as-

sumption is valid. In later sections, we use a numerical

solution of the nonlinear equations to investigate the full

evolution.

Below, we formulate an eigenvalue problem to de-

termine the growth rate of perturbations within the

system. We then examine the system stability by con-

sidering perturbation growth or decay for a range of

values for the background stratification dr/dz and the

gradient of ambient thermal driving dT*/dz.

b. Perturbation

We hypothesize that variability caused by the vertical

distribution of density and thermal driving drive the

instability. We therefore define a stagnant background

state in which T, S,C, and P vary in z. The instantaneous

temperature, salinity, frazil concentration, and pressure

terms are separated into two parts, a background profile

and a perturbation, while the background flow is as-

sumed to be zero:

u5 (u, y,w) , (16)

u5 �u0(x, y, z, t) , (17)

T5T(z)1 �T 0(x, y, z, t) , (18)

S5S(z)1 �S0(x, y, z, t) , (19)

C5C(z)1 �C0(x, y, z, t), and (20)

P5P(z)1 �P 0(x, y, z, t) . (21)

We substitute (16)–(21) into (1)–(6) and then collect

the O(�) terms to yield equations governing the evolu-

tion of the perturbation:

›u0

›t
52

1

rm

›P0

›x
1Ky=

2u0 , (22)

›y0

›t
52

1

rm

›P0

›y
1Ky=

2y0 , (23)

›w0

›t
52

1

rm

›P0

›z
2 g(12C)

r0
rm

[bS02aT 0]

1 g
r0
rm

C0[11b(S2 S0)2a(T2T0)]

2 g
ri
rm

C0 1Ky=
2w0 , (24)

›T 0

›t
1w0›T

›z
5KT=

2T 01wc(aS
02T 0)

1w0
c

 
aS1 b1 cz2T2

L

cp

!
, and (25)

›S0

›t
1w0›S

›z
5KS=

2S0 2wcS
0 2 Sw0

c , (26)

where wc 5wc 1w0
c, with w0

c as the perturbation frazil

growth calculated from substituting (18)–(20) into (12)–

(15). We note that the ratio r0/rm is only included for

clarity in (24), as r0 5 rm. All the perturbations are as-

sumed to take the normal-mode form:
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266666664

u0

y0

w0

T 0

S0

C0

3777777755

266666664

û(z)

ŷ(z)

ŵ(z)

T̂(z)

Ŝ(z)

Ĉ(z)

377777775e
st1i(kx1ly), (27)

where k and l are wavenumbers in the streamwise and

spanwise directions, respectively, and s is the growth rate

of the perturbation. Substituting these perturbations into

theO(�) equations and eliminatingP 0 terms by taking the

Laplacian of the vertical momentum equation gives

s=2ŵ5 g(12C)
r0
rm

~k2(bŜ2aT̂)2 g
r0
rm

[11b(S2S0)

2a(T2T0)]
~k2Ĉ1 g

ri
rm

~k2Ĉ1Ky=
4ŵ ,

(28)

sT̂52
dT

dz
ŵ1KT=

2T̂1wcaŜ2wcT̂

1

 
aS1 b1 cz2T2

L

cp

!
ŵc , (29)

sŜ52
dS

dz
ŵ1KS=

2Ŝ2wcŜ2 Sŵc, and (30)

sĈ52
dC

dz
ŵ2wi

dĈ

dz
1KC=

2Ĉ2 ŵc , (31)

where =2 5 (d2/dz2)2 ~k2 and ~k2 5k2 1 l2. The variable

ŵc represents the perturbation of the frazil growth rate,

which is a function of T̂, Ŝ, and Ĉ:

cwc5
2gTcp
Lr

C(12C)T̂2 aSc
4g2Tc

2
p

Ar2L2
C 2(12C)2T̂1

4agTgScp

ALr2
C 2(12C)2Ŝ1

2gTcp
Lr

(12 2C)(T2Tc)Ĉ

2
4agTcp

ALr2
(12 2C)C(12C)

24ScgTcp
L

(T2Tc)2 gS(S2 Sc)

35Ĉ , (32)

where

A5
2ScgTcp

rL
aC(12C)2

2gS
r

C(12C)2wc . (33)

Equations (28)–(33) form a closed, generalized, differ-

ential eigenvalue problem whose eigenvalue is s and

whose eigenvector is the concatenation of fŵ(z), T̂(z),
Ŝ(z), Ĉ(z)g. We solve this eigenvalue problem numeri-

cally to determine the growth or decay of perturbations

under a variety of conditions.

c. Background profile

The background gradient of thermal driving dT*/dz

regulates the rate at which a rising parcel is able to

produce frazil ice. In the case of high dT*/dz, the rising

may not produce enough supercooling to sustain the

growth of frazil. Also, in the presence of sufficiently

negative background stratification dr/dz, frazil pro-

duction may not be able to overcome the stratification

andmaintain a positive buoyancy anomaly in the parcel

relative to its surroundings. We test these ideas in

a highly idealized configuration loosely representing an

ISW outflow of supercooled water from the deepest

part of an ice shelf cavity. We wish to prescribe d r/dz

and dT*/dz, so we assume C is uniform in space and

construct linear profiles of T and S from the following

relations:

dr

dz
5 r0(12C)

�
b
dS

dz
2a

dT

dz

�
, and (34)

dT*

dz
5

dT

dz
2 a

dS

dz
1 c . (35)

Solving the two equations above, we obtain dT/dz and

dS/dz for given dr/dz, dT*/dz, and C. These dT/dz and

dS/dz are integrated with respect to z from themiddepth

where we specify thermal driving T*(z5 0) and density

rm to obtain linear profiles of T and S.

Cool, fresh water is formed beneath ice shelves be-

cause of themelting of ice and exits the cavity at depth at

the ice front (Jacobs et al. 1979). We consider the

presence of freezing temperature water at z 5 0 in an

idealized domain between z 5 2200m and z 5 200m.

Thermal driving increases toward the top and bottom,

that is, (dT*/dz). 0 for z. 0 and (dT*/dz). 0 for z, 0

(Fig. 1a). The salinity gradient changes at z5 0 (Fig. 1b)

to maintain a uniform density gradient (Fig. 1c). This

somewhat artificial setup is chosen so that the back-

ground profile of the system depends upon single values

for dT*/dz, dr/dz, T*(z5 0), and C. The stability of the
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system with respect to dT*/dz and dr/dz is described

below.

d. Overview of instabilities

Equations (28)–(33) depend on ~k2 rather than the

individual k and l, so any combination of horizontal

wavenumbers (k, l) with the same ~k gives the same

growth rate; the growth rate depends on the magnitude

of the wave vector but not on its direction. This feature is

also present in the stability problems of the double-

diffusive (Schmitt 1994) and ordinary convection

(Linden 2000) systems. The horizontal shape of the

convection cells is not determined by the linear normal-

mode stability analysis, so we consider the stability

properties for k 5 0.

Background shear is absent, so our system is subjected

only to a buoyancy-driven instability. The buoyancy is

controlledby temperature, salinity, and frazil concentration,

and we assume that diffusivities of heat and salt are the

same (KT5KS), which eliminates any possibility of double-

diffusive instability. When the stratification is unstable

(dr/dz). 0, Rayleigh–Benard convection occurs, and so

the system is unstable, that is, the real part of thegrowth rate

is positive, sr . 0 (Fig. 2).

Rayleigh–Benard convection cannot drive instability

in the presence of stable stratification (dr/dz), 0;

however, our system features a frazil-driven instability

as long as dT*/dz is sufficiently low. This instability is

governed by a competition between dr/dz and dT*/dz.

As dT*/dz increases, a rising parcel of fluid will expe-

rience a progressively greater warming (relative to the

freezing temperature) and the production of frazil ice is

progressively suppressed.

In the absence of frazil ice, the stability problem reduces

to (28)–(33) with wc 5C5 ŵc 5 Ĉ5 0. For the linear

background stratification used here, the eigenvalue prob-

lem becomes a quadratic equation for s; the classic

Rayleigh–Benard convection problem (e.g., Linden 2000).

The influence of frazil ice on the stability of the system

decreases with increasing dT*/dz, because of the inability

of frazil to grow, so the sr of the fastest growing mode

converges with the case of pure convection (Fig. 2b).

In an attempt to quantify the relative importance of

frazil production to the instability, we analyze the

sources of perturbation kinetic energy, defined as

Kp5
1

2
hu0 � u0ixy , (36)

where the angle bracket and subscript denote a hori-

zontal average. The time rate of change in perturbation

kinetic energy is obtained by taking the scalar product of

u0 with the (perturbation) momentum equations (22)–

(24). The resulting equation is

›Kp

›t
1$ � F5BC 1BTS1 �d , (37)

where the second term on the left-hand side is the di-

vergence of a sum of advective, pressure-driven, and

FIG. 1. Setup of the linear stability analysis. Background profiles of (a) T and Tf , (b) S, and (c) r2 rm with jdT*/dzj5 10248Cm21,

dr/dz520:53 1026 kg m24, T*jz50 5 0, and C5 1028.
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viscous fluxes. These terms vanish when the spatial av-

erage is taken, and we will not consider them further.

The terms BC and BTS are the buoyancy production

terms by frazil ice and temperature and salinity, re-

spectively, defined as

BC 5 g

�
ri 1 r0
rm

�
hw0C0ixy 1 g

r0
rm

h[b(S2 S0)

2a(T2T0)]w
0C0ixy , and (38)

BTS 52g(12C)
r0
rm

[bhw0S0ixy 2ahw0T 0ixy] . (39)

The variable �d is the perturbation kinetic energy dissi-

pation rate, defined as

�d522Kyhei,jei,jixy, ei,j 5
1

2

 
›u0i
›xj

1
›u0j
›xi

!
. (40)

The amplitudes of the fluxes are arbitrary in the linear

regime, but their ratio is not. We consider the evolution

of the total perturbation kinetic energy budget over time

using an instantaneous vertically averaged exponential

growth rate:

s5
1

2hKpiz
dhKpiz

dt
. (41)

The relative importance of the perturbation kinetic en-

ergy sources on the right-hand side of (37) is quantified

by partial growth rates of the form

sC 5
hBCiz
2hKpiz

, (42)

and similarly for the buoyancy production by tempera-

ture and salinity sTS and associated with dissipation sd.

The Kp budget can then be written as

s5sTS1sC 1sd . (43)

Because sd is negative, Kp grows because of the

buoyancy production terms sTS and sC. In the absence

of frazil ice, the work is done by the fluctuations

of temperature and salinity on the fluid, so sTS is the

only source of buoyancy production. The variable sC

represents the work done by fluctuations of frazil

concentration.

1) WHAT IS THE INSTABILITY REGIME

FOR (dr/dz). 0?

When (dr/dz). 0, the water column is unstable and

convection occurs. The fastest growing mode of con-

vection with a linear background profile of density is

a classic Rayleigh–Benard problem, and the growth

rate of this problem has an analytical solution (e.g.,

Linden 2000). The influence of the convection is

evident in the budget of partial growth rates. The po-

tential energy stored in an unstable stratification is

released via sTS, while the contribution to s from sC

decreases with increasing dr/dz (Fig. 3a). When the

water column is sufficiently unstable BTS generates

more turbulent kinetic energy than BC (Fig. 3c). The

density gradient is uniform in space (Fig. 1c), whereas

the supercooled water is concentrated at the center

and the thermal driving increases away from the center

(Fig. 1a). Thus, the disturbance from BTS can grow

over a wider area than that of BC in unstable condi-

tions (Fig. 3c).

FIG. 2. Growth of perturbation in the linear stability analysis. (a) The real part of s (s21), sr

with respect to dT*/dz, dr/dz, and all other parameters held constant; (b) sr with respect to

dr/dz for different d/dz(T2Tf ). The white curve in (a) is the stability boundary, where sr 5 0.

The white horizontal lines in (a) indicate dT*/dz used in (b). The dark dashed curve in (b) is the

fastest growing mode of Rayleigh–Benard convection.
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It is interesting to note that the convection does not

start to dominate the instability regime at (d r/dz)5 0.

For dT*/dz 5 10248Cm21, the contribution to s from

sTS only exceeds sC for (drz/dz) . 0.2 3 1026 kgm24

(Fig. 3a), and s subsequently converges rapidly to the

growth rate of the Rayleigh–Benard convection. The

frazil ice–driven instability and the convection coexist

when drz/dz is between 0 and 0.23 1026 kgm24, and the

fastest growing mode has a growth rate that is higher

than that of pure convection (Fig. 3a).

2) WHAT IS THE INSTABILITY REGIME

FOR (d r/dz), 0?

When (dr/dz), 0, the water column is stably strati-

fied, so the background convection cannot play a role in

the instability and sTS , 0 (Fig. 3a). In this case, the

change in buoyancy because of frazil growth sC acts as

a reservoir of turbulent kinetic energy, driving the in-

stability. As (dr/dz), 0 becomes more negative (stable),

the total instability growth rate becomes smaller (Figs. 2,

3a). Frazil growth drives a progressively larger fraction of

the instability because the background stratification

suppresses the growth rate to a progressively larger de-

gree. Eventually the instability is suppressed altogether

and the growth rate becomes zero.

In the presence of stable background stratification,

BTS is negative and supercooling generates the turbulent

kinetic energy through BC (Fig. 3a). The instabilities

grow from the center of the domain, where the pertur-

bation of the water column generates supercooled water

(Fig. 3b).

4. Numerical modelling of an idealized instability

a. Model setup

Having investigated the linear stability of an in-

stantaneous infinitesimal perturbation, we now consider

the full evolution of the system response to a finite

density perturbation. Section 3 considered a frazil ice

instability that ranged from ‘‘pure,’’ in which the back-

ground stratification was stable and the instability was

purely frazil led, to ‘‘mixed,’’ in which the background

stratification was unstable and the frazil enhanced the

underlying gravitational instability. In reality ISW

plumes are a mixture of frazil ice and water that is rel-

atively fresher than its surroundings, leading to a density

perturbation composed of both frazil ice and a ‘‘fresh

anomaly.’’ This results in a mixed type instability, and it

is this more realistic combination of a frazil and fresh

FIG. 3. Growth of perturbation in the linear stability analysis. (a) Partial growth rates with respect to drz/dz at

dT*/dz5 13 10248Cm21. The dashed line indicates the growth rate for the Rayleigh–Benard convection. Profiles of BTS and BC at

(b) drz/dz520:53 1026 kgm24 and (c) drz/dz5 13 1026 kgm24. The terms BTS and BC are derived from the perturbations and are

O(�2) terms. The linear stability analysis does not specify the magnitude of �. The exact magnitude ofBTS andBC are dictated by the value

of � and are unknown, so we do not specify the physical units in (b) and (c). Because � is spatially uniform, the profiles represent the vertical

distribution of BTS and BC .
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anomaly density perturbation that is under investigation

in this section. We do this by using a nonhydrostatic,

finite-element ocean model with a flexible unstructured

mesh (Fluidity; Piggott et al. 2008). Fluidity has pre-

viously been used to develop a full multiphase model of

fluid particle mixtures to simulate volcanic ash settling

into water (Jacobs et al. 2012). Kimura et al. (2013)

originally adapted Fluidity to the study of the ocean

beneath ice shelves, and frazil ice was introduced into

Fluidity by Jordan et al. (2014) in order to study freezing

inside an ice shelf basal crevasse, using a modified ver-

sion of the sediment model of Parkinson et al. (2014). In

this study, velocity and pressure are discretized within

first-order discontinuous and second-order continuous

function spaces, respectively (a so-called P1DG–P2

finite-element pair), as described in Cotter et al. (2009).

Scalar equations governing the conservation of heat,

salt, and frazil ice concentration are discretized with

a flux-limited control volume method (Piggott et al.

2009).

To investigate the full conditional instability of frazil

ice growth, we first use a simple, two-dimensional box

model 400m deep by 200m wide, with a 5-m mesh res-

olution throughout. Unlike in the previous section, the

water has a vertically uniform initial thermal driving

T*5T in* except within the bottom 20m, which has

T*5 0. A constant initial density gradient ›r/›zin is

imposed by salinity. The vertical uniform thermal

driving and density gradient are a simplification for our

idealized experiment; observations near ice shelves

during frazil ice formation generally show depth varying

thermal driving and density gradients (e.g., Mahoney

et al. 2011). The bottom 20mhas an initial concentration

of frazil ice Cin, while the rest is ice free. Zero-flux

Neumann boundary conditions for scalars and no-slip

boundary conditions for velocity are applied in dis-

cretized space (weakly applied) at all boundaries except

for frazil at the top boundary, which is allowed to deposit

(Jordan et al. 2014).

Ourbaseline casehasCin5 1023,Tin* 5 10218C,›r/›zin 5
21025 kgm24, frazil crystal radius r5 0.75mm, andK5
1023m2 s21 (Fig. 4). A sensitivity study around this

baseline was carried out for a range of thermal drivings

(Tin* 5 1022 to 18C), density gradients (›r/›zin 521023 to

21026kgm24), frazil crystal radii (r5 0.25 and 1.25mm),

diffusivities/viscosities (K 5 1021 and 1025m2 s21) and

initial frazil ice concentrations (Cin 5 23 1023 and 53
1024). For the sensitivity study, all parameters except

the one under investigation are held at their baseline

value. The model is run for 12 h of simulation time,

and at the end the total amount of frazil ice suspended

in the water column and deposited on the top bound-

ary is recorded. A stable case is deemed to be one

where we have less frazil ice at the end of the run than

the beginning, while an unstable case is one in which

we have more.

FIG. 4. Idealized, nonhydrostatic oceanmodel setup. Initial profiles for the baseline case (Tin* 5 10218C, ›r/›zin 521025 kgm24,Cin5 1023,

r 5 0.75mm, and K 5 1023m2 s21) of (a) T (black) and TF (blue), (b) S, and (c) C.
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ISWplumes in nature are amixture of a fresh anomaly

and frazil ice. For simplicity, we do not provide the fresh

anomaly perturbation explicitly in our simulations, but

this perturbation is implicitly present in our choice of

frazil perturbation Cin. In our setup, if the frazil melts

then the meltwater drives a conventional gravitational

instability, which may or may not then be assisted by

frazil regrowth. Because of the role of the fresh anom-

aly, this is a mixed instability. We consider the effect of

this choice by also manufacturing a pure frazil instability

by salt compensating the initial frazil concentration such

that if all the frazil were tomelt, there would be no initial

density perturbation.

b. Results

The evolution of the instability in the base case is

shown in Fig. 5. The initial density perturbation (defined

as rin, the initial density, minus r, the density of the ice–

seawater mixture) coalesces into separate ‘‘blooms’’

that merge as they rise. The maximum local density

perturbation decreases in strength from around t5 900 s

until it recovers at around t5 4500 s, which is associated

with a decline and reestablishment of the frazil. The

density perturbation is largely manifested as a fresh

anomaly perturbation during t 5 1800–3600 s. The in-

terplay between density, thermal driving, and frazil ice

concentration allows the growth of the instability, even

if it is only manifested in frazil after t 5 4500 s. The

largest density perturbations are caused by frazil ice, as

illustrated by the density perturbation being present

even when there is a positive salinity anomaly (e.g., t 5
5400 s).

The instability can be suppressed in a number of ways

(Fig. 6). These stable cases initially progress similarly to

the unstable case (Fig. 6a), but following the initial

melting of the frazil ice, the density perturbation never

reestablishes itself. In the stratification-limited case, the

perturbation does not rise quickly enough to overcome

the frazil melting given by the thermal driving (Fig. 6b).

In the thermally limited case, the thermal driving is too

strong to be overcome by freezing temperature change

even if the parcel is rising relatively quickly (Fig. 6c).

FIG. 5. Results of the idealized, nonhydrostatic ocean model setup. The time evolution of the instability for the unstable baseline case

(all parameters as described for Fig. 4) in terms of (a) density relative to initial density, (b) thermal driving, (c) salinity relative to initial

salinity, and (d) frazil ice concentration.
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The increased temperature outside the initial pertur-

bation also reduces the magnitude of the density per-

turbation. In this particular case, the frazil–seawater

mixture is lighter than the warmer water, but the

equivalent fresh anomaly is not, so once the icemelts the

instability is suppressed (see below). In the mixing-

limited case, the perturbation follows the evolution of

the stable case initially, but the density anomaly de-

creases because the background mixing erodes the

negative density anomaly faster than it can rise (Fig. 6d).

This section considers a combined fresh anomaly/

frazil ice instability. To illustrate the role of frazil, a pure

frazil instability can be simulated by setting an initial salt

perturbation in the bottom 20m of the model domain

that precisely offsets the fresh anomaly input that would

arise from themelting of the initial frazil ice. In this case,

the density anomaly driving the instability is purely from

frazil ice, and the instability does not cause increased

frazil ice growth (Fig. 6e). Therefore, we conclude that

in the baseline case the frazil is merely assisting an un-

derlying gravitational instability.

The thermal stabilization of the baseline case

(Fig. 6c) is a result of the combination of warming

prohibiting frazil ice formation and also reducing the

initial density perturbation. If the density difference

caused by the warming is compensated by a freshening

in the bottom 20m, pure thermal suppression of the

frazil instability can be shown (Fig. 7). In contrast to the

baseline of the Fig. 5 case, the density perturbation

does not grow in size but reduces in magnitude as the

water rises (Fig. 7a). The density perturbation does not

rise quickly enough to overcome the warming and

never freezes (Fig. 7b). The density perturbation in this

particular case is driven solely by a fresh anomaly, as

can be seen in the negative salinity anomaly (Fig.7c)

and lack of frazil ice (Fig. 7d).

FIG. 6. Results of the idealized nonhydrostatic ocean model setup. Panels show the density of the combined frazil–seawater mixture

relative to the initial density of (a) the baseline case (all parameters as described for Fig. 4) and also cases for which the instability is limited

by (b) stratification (›r/›zin 5 21023 kgm24), (c) thermal driving (Tin* 5 18C), (d) background mixing (K 5 1021 m2 s21), and (e) the

salinity-compensated case where the salinity in the bottom 20m has been increased by an amount equal to melting the initial frazil ice

concentration. Note the different time axes.
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The effect of the varying thermal driving and density

gradient upon overall frazil ice growth, while initial

frazil ice concentration, background mixing, and frazil

crystal radius are held constant, is shown in Fig. 8. The

results are linearly interpolated between the set of

discrete runs marked in white, with the white contour

showing where the initial amount of frazil ice is the

same as that at the end of the model run. We find sig-

nificant instabilities forming in water that is initially

above freezing. Decreasing the density gradient much

beyond ›r/›zin 5 21023 kgm24 or increasing thermal

driving beyond Tin* 5 10218C suppresses the instability,

either by preventing the parcel from rising or by pre-

venting it from supercooling as it rises. The zone of in-

stability resembles the behavior found in the linear

stability analysis (Fig. 2a), though the results are not di-

rectly comparable because of the difference in the back-

ground conditions. The exact area of the zone of

instability for thermal driving and density gradient will

depend upon the values of initial frazil ice concentration,

background mixing, and frazil crystal radius used. A

greater initial frazil ice concentration, for example,

would promote the formation of the instability by low-

ering the necessary values of thermal driving and

background mixing for the instability to be present. The

general shape of the zone of instability, however, would

remain the same.

The sensitivity of our results to higher and lower

temperatures (Tin* 5 18C, Tin* 5 10228C), stratification
(›r/›zin 521023 kgm24, ›r/›zin 521026 kgm24), frazil

crystal radius (r 5 0.125mm, r 5 0.25mm), background

mixing (K 5 1021m2 s21, K 5 1025m2 s21), initial frazil

concentration (Cin5 23 1023,Cin5 53 1022), frazil rise

velocity (wi 5 0m s21), and the previously discussed

pure (salinity compensated) case is shown in Fig. 9.

Our baseline case can be separated into two phases:

the first being an initial period of melting while the

frazil ice is coalescing into a bloom (Fig 9a) and the

second being a period of freezing as the bloom rises

(Fig. 9b).

FIG. 7. Results of the idealized, nonhydrostatic ocean model setup. The instability for the purely thermally stable case (Tin* 5 18C,
›r/›zin 5 21025 kgm24, Cin 5 1023, r 5 0.75mm, and K 5 1023 m2 s21 with salinity in the bottom 20m reduced to compensate the 18C
warming of the rest of the domain) in terms of (a) density of the combined frazil–seawater mixture relative to the initial density,

(b) thermal driving, (c) salinity relative to initial salinity, and (d) frazil ice concentration.
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Our results are highly sensitive to temperature, with

lower values of Tin* showing a rapid increase of frazil ice

with only a small fraction of the initial melting seen in

the baseline case. High Tin* cases rapidly melt the frazil

ice, both in the baseline thermally stabilized case and the

solely thermally stabilized case. Varying the density

stratification has little impact on the initial melting pe-

riod, but it does affect how quickly the frazil ice can rise

and so impacts the freeze period. The low-stratification

case shows an increased rate of freezing during this pe-

riod, while the high-stratification case shows no freezing

because the frazil–seawater mixture is unable to rise.

The frazil crystal radius affects the rate at which the

individual crystals freeze or melt, with larger crystals

both melting and freezing slower than our baseline case

because of the decreased ratio of surface area to volume.

This can be seen in the delay of the onset of the freezing

period, with the inverse true for the smaller frazil crystal

radii. Increasing the diffusivity makes it harder for the

frazil concentration to reach the critical volume needed

for a buoyant bloom. Reducing the diffusivity has little

impact on our results. By reducing the initial frazil

concentration, and thus reducing the perturbation, we

are able to shut down the instability as there is less initial

buoyancy forcing driving the frazil rising. Similarly, in-

creasing the initial concentration results in an increase in

the final amount of frazil ice due to the increase of the

initial buoyancy forcing. In the salinity-compensated

case, the size of the initial density perturbation and

buoyancy forcing has been reduced, shutting down the

instability in a similar way to the smaller initial con-

centration case. Finally, by disabling the frazil rise ve-

locity we see only a very slight increase in final frazil ice.

5. Numerical modelling of an Ice Shelf Water
outflow

a. Model setup

Having investigated the combined frazil–fresh

anomaly instability in a simple box model, we now use

Fluidity to consider the suspended frazil ice observed in

front of ice shelves in Antarctica. We model the area in

front of an ice shelf by means of a two-dimensional

domain 400m deep by 2500m wide, with a 20-m mesh

resolution used throughout (Fig. 10). The water has

a constant initial thermal driving and a density gradient

imposed by salinity. Diffusivities/viscosity of K 5
1023m2 s21 are used. The top 300m of the left boundary

represents the front of an ice shelf with the bottom 100m

of the cavity underneath. The right boundary represents

the ocean, the top boundary is the sea surface, and the

bottom boundary is the sea bed. An inflowUin enters the

domain at the bottom of the left side (x 5 0) under

steady Dirichlet boundary conditions (u 5 Uin, w 5 0,

T* 5 0, S 5 Sin, and C 5 0) and leaves via the bottom

100m of the right side (x 5 2.5 km) with zero-flux

Neumann boundary conditions and C 5 0. By limiting

the outflow to the bottom 100m of the water column we

aim to ensure that rising water is caused solely by the

frazil instability, and the instability is pure in the sense

that there is no density anomaly unless some frazil

growth occurs. All frazil ice within the model is gener-

ated by the instability. No-slip boundary conditions are

applied in discretized space (weakly applied) at all other

boundaries. Zero-flux conditions for heat, salt, and frazil

are applied at the seabed, top, and sides. The one ex-

ception to this is that frazil is allowed to deposit at the

top and leave via the right-hand boundary. The total

amount of frazil ice depositing on the top of the model

domain is recorded after 24 h of simulation time.

b. Results

The evolution of a frazil ice bloom within the domain

for the unstable baseline case (Tin* 5 10228C, ›r/›zin 5
21026 kgm24, r5 0.75mm,K5 1023m2 s21, andUin 5
0.05m s21) is shown in Fig. 11. As the inflow water is at

the local freezing temperature, any upwards motion will

cause frazil ice to form, though whether this is sufficient

to create an instability depends on the factors previously

discussed. Unlike in the previous section, the density

perturbation is always dominated by frazil ice because of

FIG. 8. Total frazil ice at the end of the idealized, nonhydrostatic

ocean model simulation as a function of thermal driving and den-

sity gradient for Cin 5 1023, r 5 0.75mm, and K 5 1023 m2 s21.

Model runs were carried out for combinations of Tin* and ›r/›zin
marked in white, with results linearly interpolated between. The

white contour shows where the initial frazil ice concentration is the

same as the final frazil ice concentration. The final locations of the

(a) baseline, (b) the stratification-limited case, and (c) the thermal

driving–limited case shown in Fig. 6 are marked.
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our initial conditions; there is no period during which it

is expressed as a fresh anomaly. The inflow causes

a large amount of supercooling as it rises. Once the

bloom of frazil ice begins at t 5 13800 s, there are cor-

responding areas of descending, salty waters. As before,

frazil concentration has a greater effect on density than

the salinity anomaly caused by freezing.

The dependence of mean frazil deposition on the

density gradient and thermal driving over the domain

(while background mixing and frazil crystal radius are

FIG. 9. Evolution of total frazil ice in the idealized nonhydrostatic oceanmodel for (a) the full 20 000 s of themodel

run and (b) the first 2500 s. The baseline case (all parameters as described for Fig. 4) is shown, and the black dashed

line shows the amount of frazil ice at the start of the simulation. Also shown are the results of varying higher and

lower temperatures (Tin* 5 18C, Tin* 5 10228C), stratification (›r/›zin 5 21023 kgm24, ›r/›zin 5 21026 kgm24),

frazil crystal radius (r5 0.125mm, r5 0.25mm),K (1021 m2 s21, 1025 m2 s21), initial frazil concentration (Cin 5 23
1023 and Cin 5 53 1022), salinity-compensated case (where salinity in the bottom 20m has been increased to offset

the fresh anomaly gained from melting the initial frazil ice concentration), pure thermally stabilized case (where

salinity in the bottom 20m has been reduced to offset the density change arising from the increase in temperature of

the rest of the domain), and frazil rise velocity (wi 5 0m s21), while keeping all other parameters at their baseline

values.

FIG. 10. Schematic of nonhydrostatic ice shelfmodel setup.An inflowenters the domain from

the bottom 100m on the right-hand side and leaves via the bottom 100m on the right-hand side.

The inflow water is at the freezing temperature, while the rest of the domain has a constant

thermal driving. No frazil is present in the inflow or initial conditions.
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held constant) is shown in Fig 12. There is a strong

agreement with our earlier results (Fig. 8), in that den-

sity gradients greater than ›r/›zin 5 21023 kgm24 and

thermal driving greater than T in* 5 10218C will shut

down the instability. The results are linearly interpolated

between the set of discrete runs marked in white, with the

white contour showing the line of zero frazil deposition.

As before, the exact area of the ‘‘zone of instability’’ will

vary with the frazil crystal radius and backgroundmixing,

but the general shape should remain the same. Mean

frazil ice deposition at the sea surface is of the order of

0.1mday21, a highly significant amount compared to

typical growth rates of sea ice in winter.

We use the baseline case for a sensitivity study, with

all parameters except the one under investigation held

constant. Figure 13 shows the total amount of frazil ice

deposited during 24 h as a function of distance from the

ice front and the effects of varying thermal driving,

diffusivities/viscosity, density gradient, crystal radius,

inflow velocity, and simulation run time. Higher tem-

peratures cause a decrease in the amounts of frazil de-

posited because of the increased frazil melt rate and, to

a lesser extent, through density suppression of a frazil–

fresh anomaly. At T in* 5 18C there is no deposition of

frazil ice (Fig. 13a). A higher value of K has the effect of

dispersing and smoothing the frazil deposition (Fig. 13b).

Less frazil deposits with a stronger stratification, as the

frazil–seawatermixture rises at a slower rate (Fig. 13c). A

density gradient of 21023 kgm24 is sufficient to stop the

instability forming. By varying the crystal radius we can

see that smaller radii form frazil at amuch faster rate, and

so the pattern of deposition is skewed towards the area

FIG. 11. Evolution of frazil ice growth in the nonhydrostatic ice shelf model for the baseline case all parameters as described for Fig. 4) in

terms of (a) density relative to initial density, (b) thermal driving, (c) salinity relative to initial salinity, and (d) frazil ice concentration.

FIG. 12. Results of the nonhydrostatic Ice Shelf Water model

setup. Spatial mean frazil ice deposition after 24 h as a function of

thermal driving and density gradient for r 5 0.75mm and K 5
1023 m2 s21. Model runs were carried out for combinations of Tin*

and ›r/›zin marked in white, with results linearly interpolated be-

tween. The white contour shows the zero deposition contour. The

location of (a) the baseline case is shown.
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just in front of the ice front (Fig. 13d). A larger radius

results in noticeably less deposition, at a greater distance,

as the frazil crystals freeze at a slower rate because of the

increased surface area to volume ratio. This is in agree-

ment with the difference observed in Fig. 9. A greater

inflow velocity (Fig. 13e) provides an increase in frazil

deposition because of the larger volume flux of coldwater

into the model domain. Greater inflow velocities also

move the peak of deposition away from the ice front. To

put these ‘‘snapshot’’ results into context, we note that

there is a relatively uniform increase in frazil deposition

with time in the baseline case (Fig. 13f).

The model shows that frazil ice can deposit on the

underside of sea ice a significant distance from the ice

front of nearby ice shelves, a finding consistent with the

model results of Hughes et al. (2014). The instability

could be a process important in the known formation of

frazil ice beneath sea ice in Antarctica (Leonard et al.

2006; Mahoney et al. 2011). The water conditions ob-

served by Leonard et al. (2006) and Robinson et al.

(2010) fall within the bounds that our results indicate for

instabilities and frazil ice growth, given an initial

perturbation from an ISW plume. Given the right con-

ditions, the ice growth rates from frazil ice growth we

find here are orders of magnitude greater than conge-

lation sea ice growth.

6. Conclusions

Wehave investigated a conditional frazil ice–generated

instability in seawater, first considering the response to an

infinitesimal perturbation using a linear stability analysis

and then the full conditional stability using a non-

hydrostatic ocean model. We have also examined the

effect of this instability upon ice growth in front of ice

shelves. We draw the following conclusions:

1) Frazil ice growth caused by the rising of supercooled

water is able to generate a buoyancy-driven instabil-

ity even in a stably stratified fluid. The vertical

distributions of temperature and salinity are there-

fore not the only source of overturning in the

presence of near-freezing water. This buoyancy-

driven instability enhanced vertical mixing.

FIG. 13. Results of the nonhydrostatic Ice Shelf Water model setup. Sensitivity of frazil ice deposition after 24 h to (a) thermal driving,

(b) backgroundmixing, (c) stratification, (d) frazil crystal radius, (e) inflow velocity, and (f) time. In each case the baseline case is shown in

black.
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2) In a marginally, gravitationally unstable water col-

umn, the frazil ice instability can coexist with the

‘‘background’’ convection. The convection becomes

dominant as the background temperature and salin-

ity are more unstable.

3) The instability does not operate in the presence of

strong stratification, high thermal driving (warm

water), a small initial perturbation, high background

mixing, or the prevalence of large frazil ice crystals. It

is largely unmodified by frazil crystals rising relative

to their surrounding water.

4) ISW plumes in reality contain a mixture of frazil ice

and a fresh anomaly, and as such the presence of

a frazil ice instability can enhance an underlying

fresh anomaly-driven density perturbation. The den-

sity perturbation driving the instability is not neces-

sarily expressed in frazil ice at all times; an initial

frazil perturbation may melt into a fresh anomaly

perturbation that drives regrowth of ice.

5) Given a large enough initial perturbation this in-

stability could allow significant rates of ice growth.

6) The model shows significant ice growth several

kilometers from an ice shelf, under similar conditions

to observations of frazil ice growth under sea ice. The

presence of this instability could be a factor affecting

the growth of sea ice near ice shelves, with implica-

tions for AABW formation.
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