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Abstract Ice rises situated in the ice-shelf belt around Antarctica have a spatially confined flow regime
with local ice divides. Beneath the divides, ice stratigraphy often develops arches with amplitudes that
record the divide’s horizontal residence time and surface elevation changes. To investigate the evolution of
Derwael Ice Rise, Dronning Maud Land, Antarctica, we combine radar and GPS data from three consecutive
surveys, with a two-dimensional, full Stokes, thermomechanically coupled, transient ice-flow model. We
find that the surface mass balance (SMB) is higher on the upwind and lower on the downwind slopes. Near
the crest, the SMB is anomalously low and causes arches to form in the shallow stratigraphy, observable by
radar. In deeper ice, arches are consequently imprinted by both SMB and ice rheology (Raymond effect).
The data show how arch amplitudes decrease as along-ridge slope increases, emphasizing that the lateral
positioning of radar cross sections is important for the arch interpretation. Using the model with three
rheologies (isotropic with n=3, 4.5 and anisotropic with n=3), we show that Derwael Ice Rise is close
to steady state but is best explained using ice anisotropy and moderate thinning. Our preferred, albeit
not unique, scenario suggests that the ice divide has existed for at least 5000 years and lowered at
approximately 0.03 m a−1 over the last 3400 years. Independent of the specific thinning scenario, our
modeling suggests that Derwael Ice Rise has exhibited a local flow regime at least since the Mid-Holocene.

1. Introduction

The knowledge of the elevation, extension, and volume history of the Antarctic Ice Sheet helps us to
understand the ice sheet response to environmental forcing over millennial time scales, which contributes
to better classify the changes observed in today’s satellite data. For example, the gravity signal which
quantifies today’s mass changes must be interpreted using the glacio-isostatic adjustment, which stems
from past changes in ice loading [King et al., 2012]. The reconstruction of the ice sheet geometry over glacial
timescales [e.g., Huybrechts, 2002; Pollard and DeConto, 2009; Whitehouse et al., 2012], however, is hampered
by the sparse availability of data points pertaining to the elevation history [Briggs and Tarasov, 2013]. In
particular, constraints for thickness and extent of the East Antarctic Ice Sheet since the Last Glacial Maximum
(LGM) are not well known, and data are mostly absent for the East Antarctic continental margin [Mackintosh
et al., 2014]. In our area of interest (15◦E–30◦E in Dronning Maud Land), exposure dating in the Sør Rondane
Mountains only provides upper boundaries of the ice sheet elevation during the LGM (∼100 m above
present-day elevation) and the timing of the deglaciation is not known [Mackintosh et al., 2014].

Outlet glaciers in Dronning Maud Land enter a comparatively small ice-shelf belt which typically extends
30–50 km from the continental shelf margin. The floating ice shelves contain a number of grounded ice rises
controlling the ice flow of the tributary glaciers through buttressing. It is not known when these ice rises
emerged as local flow features out of the retreating ice sheet since the LGM. We approach this question by
studying the evolution of Derwael Ice Rise, an ice rise which is surrounded by Roi Baudouin Ice Shelf and
which diverts the flow from Western Ragnhild Glacier, one of the biggest outlet glaciers in Dronning Maud
Land [Callens et al., 2014] (Figure 1). We combine geophysical data with a flow model and exploit the internal
ice stratigraphy as a paleoproxy for the ice-divide residence time and for surface elevation changes. The
former indicates how long the flow regime has remained local, while the latter presumably reflects changes
in the ice-rise’s ice-dynamic and/or atmospheric boundary conditions.

Ice on ice rises typically flows slowly from a local divide along a parabolic surface toward the margins
[Martin and Sanderson, 1980]. The englacial stratigraphy records the ice-rise evolution: once a local divide
is formed, deep ice beneath it deforms more stiffly under the low deviatoric stresses, and as long as the
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Figure 1. Derwael Ice Rise surrounded by Roi Baudouin Ice Shelf. (a) Ice-flow speed [Rignot et al., 2011] illustrates that the ice rise deviates the flow from Western
Ragnhild Glacier, one of the biggest outlet glaciers in Dronning Maud Land [Callens et al., 2014]. Background image was taken from the Radarsat Mosaic [Jezek and
RAMP-Product-Team, 2002], the grounding line in black from Bindschadler et al. [2011]. (b) Radar-profile locations, ice velocity, surface topography (20 m contours,
meters above WGS84), and ice-core site in our study area. Data along B-B’ are shown in Figure 3. Ice-flow models were applied along the flow line A-A’ through
the summit (Figures 9 and 11).

horizontal positioning of the divide remains stable, the stratigraphy becomes arched over time. First
predicted theoretically by Raymond [1983], such arches (or Raymond Bumps) have now been visualized
in the radar layering of numerous ice rises. The shape of the arches and their evolution with depth is a
function of the environmental conditions that have prevailed during their formation. Important factors are
the surface mass balance [Nereson and Waddington, 2002], the ice-divide residence time, and changes in
surface elevation [Conway et al., 1999; Mart́ın et al., 2006].

Examples for matching the radar stratigraphy of ice rises with models of varying complexity exist for Siple
Dome [Nereson et al., 1998, 2000; Nereson and Raymond, 2001], Roosevelt Island [Conway et al., 1999; Mart́ın
et al., 2006], Fletcher Promotory [Vaughan et al., 1999; Gillet-Chaulet and Hindmarsh, 2011; Hindmarsh et al.,
2011], Halvfarryggen Ice Dome [Drews et al., 2013], and Kealey Ice Rise [Mart́ın et al., 2014]. Common
amongst these studies is the assumption that radar layering is isochronous, as most reflection mechanisms
are linked to depositional processes at the former surface. The observed isochrones are compared with
different modeling scenarios; for example, a tilt of the arch’s axial plane can indicate divide migration
[Hindmarsh, 1996; Nereson and Waddington, 2002; Jacobson and Waddington, 2005]. Arch amplitudes
diminish with along-ridge strain rate [Mart́ın et al., 2009a] and basal sliding [Pettit et al., 2003; Mart́ın et al.,
2009a]. Thinning [Mart́ın et al., 2006], a higher Glen flow index [Pettit and Waddington, 2003; Mart́ın et al.,
2006], and ice anisotropy [Pettit et al., 2007; Mart́ın et al., 2009a] increase the arch amplitude. Repeat mea-
surements with phase sensitive radar at Greenland Summit show that the Glen flow index n may be larger
than 3 beneath divides [Gillet-Chaulet et al., 2011]. Ice anisotropy on ice rises has been inferred from seismic
data [Hofstede et al., 2013] and sonic logging [Pettit et al., 2011].

The studies mentioned above stress the sensitivity of the isochrone arch architecture to (1) the glaciological
setting in which the isochrone arch is observed (e.g., surface slope, basal conditions, surface mass balance),
(2) the assumed ice rheology, and (3) the history behind the isochrone arch formation. The last point
contains the parameters needed to understand the ice rises’s dynamic history. For a correct interpretation,
however, it is imperative to also include the first two effects.
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To study the evolution of Derwael Ice Rise, we represent the ice dynamics in the flow model using different
rheologies and provide needed boundary conditions from the geophysical data. We use newly acquired
GPS and radar data to deduct the spatial variability in surface mass balance, the bed topography, surface
velocities, and the three dimensional englacial stratigraphy at all depths. After presenting the individual
processing techniques and the model setup, we interpret the observational results and close by deriving the
required conditions that best explain the amplitudes of the arch beneath the current divide. This sheds light
on how long Derwael Ice Rise has maintained its local flow pattern, constraining the flow-history in a sector
of Antarctica where little other evidence is available.

2. Regional Setting, Data, and Methods

Derwael Ice Rise faces the open ocean on the seaward side (Figure 1). It is situated in front of Western
Ragnhild Glacier and causes the ice flow to bifurcate, with the majority of the ice being diverted to the west.
Western Ragnhild Glacier extends hundreds of kilometers inland and progressively drains the entire catch-
ment area [Pattyn et al., 2005]. Partly due to the buttressing effect of Derwael Ice Rise, the ice stream exhibits
comparatively slow surface velocities. Nevertheless, it is one of three major outlets in Dronning Maud Land,
draining about 10% of the overall ice flux in the area. Near the grounding line, the glacier rests on a 65 km
long, flat, and soft basin which is laterally unconstrained and well below sea level [Callens et al., 2014]. This
makes this particular sheet–shelf system susceptible to changes in external forcing. Variations in ice-shelf
geometry and tributary flux are presumably recorded in the stratigraphy of Derwael Ice Rise.

We surveyed the ice rise in the years 2010, 2012, and 2013 with radar and GPS. During the first two
campaigns, we collected kinematic GPS data to specify the surface topography. Markers were installed
in 2012 and revisited in 2013 to derive ice-flow velocities (section 2.1). We acquired deep- and shallow-
sounding radar profiles in 2010 and 2012; the former were used to determine bed topography and englacial
structures (section 2.3) and the latter to estimate and approximate surface mass balance (section 2.3). Ice
coring was undertaken in 2012. We constrain ice-flow models (section 2.4) using these field data in order to
examine the evolution of the ice rise.

2.1. GPS Data for Surface Topography and Velocities
We conducted kinematic GPS surveys to determine the surface topography and positions of radar profiles,
and rapid-static GPS surveys to determine ice flow. For our objectives, satellite-derived surface topography
is not sufficiently accurate over many ice rises [Drews et al., 2009; Wesche et al., 2009], and surface velocities
are too small to be detected by satellites in many cases.

In 2012 and 2013, GPS data were collected with Trimble L1/L2 receivers at 1 s intervals, simultaneously with
a fixed base station at the summit. The global coordinates of the base station were fixed using static precise
point positioning, the data of the remaining receivers were postprocessed differentially using the GAMIT,
GLOBK/TRACK v.10.5 software package [Herring et al., 2013]. In 2010, kinematic GPS data were collected at
1 s intervals using Leica L1 receivers. The data were processed using the kinematic precise point positioning
from the Canadian Geodetic Survey.

Mean and standard deviation for internal cross overs from the 2010 and 2012 surveys are 0.2±1.3 m and
0.0±0.1 m, respectively. The lower deviations for the 2012 data reflect the more advanced processing
with the dual-phase receivers. External cross-over errors for the topographic profiles in 2010 and 2012 are
0.1±2.6 m. The uncertainty of ±2.6 m is likely linked to differences in the global solutions of the precise
point positioning of the different years and also at least partly reflect the interannual variability in surface
elevation.

For static measurements in 2012 and 2013 (used for the surface velocities), twelve 3 m long stakes were
installed in a 2 km radius around the dome and along the central radar profile (A–A’, Figure 1). The GPS
antennas were mounted on top of the stakes, and occupied for at least 30 min. The processing included
GPS dual frequency observables, precise GPS orbits, absolute phase center corrections for the ground and
satellites antennas, tropospheric refraction modeling (and estimation) and ocean loading and earth tides
[e.g., Bergeot et al., 2009]. The static processing was performed in two steps. First, the daily coordinates of the
base station were estimated from 24 h data using the Precise Point Positioning Atomium software [Defraigne
et al., 2008]. The resulting position has 2 cm precision (3 sigma). Second, we estimated every baseline length
in a network approach with fixed base station coordinates (the daily motion of the base station is within a
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Figure 2. Interpolated maps of (a) surface elevation
and (b) bed. The red curve indicates the divide posi-
tion, and gray lines mark the profiles used for the
interpolation.

few millimeters and therefore negligible). The resulting
positions for the 12 markers were estimated with a
mean precision of 0.8 and 4.3 cm for the East and North
components, leading to a processing uncertainty on the
velocities of 5 cm a−1 (3 sigma). Errors reported above are
purely from the GPS analysis and do not include errors
associated with tilts of the markers. Nevertheless, marker
velocities along the center line (A-A’ in Figure 1) range
within 2 m a−1 and 14 m a−1 and the observed tilts were
small; we, therefore, consider these less well-constrained
uncertainties to be negligible, and we will compare the
data with an ice-flow model in section 5.

2.2. 400 MHz Radar Data for Shallow Layering
and Surface Mass Balance
A 400 MHz ground-penetrating radar (GSSI:SIR 3000)
imaged the upper ∼50 m of the firn column. We used
the changing depth of internal radar layers as a proxy for
variations in surface mass balance (SMB). We assumed
that traced layers are isochronous and that the layer
depth is a function only of the local SMB and not
a function of ice flow (shallow layer approximation
[Waddington et al., 2007]). To keep this limitation in mind,
we refer to the radar-derived SMB as layer-depth SMB.

In order to convert the measured two-way travel time to
depth, we parameterized the wave propagation speed as
a function of firn density using the mixing formula given
by Looyenga [1965]. The depth–density scale is based
on discrete density measurements taken on an ice core
located at the center of the survey grid [Hubbard et al.,
2013]. To approximate the density profile between the
core samples, we used a semi-empirical compaction

model [Arthern et al., 2010]. The model was fitted to the measurements, assuming a steady state
densification and using the activation energy for grain growth Eg as a tuning parameter (Eg =41 kJ mol −1,
which is close to the values given in Cuffey and Paterson [2010, p. 40]). Lateral variations in density were
neglected.

The englacial radar layers were dated by linking the layer depth to the ice core’s tentative age–depth scale
(based on 𝛿18O measurements, M. Phillipe, personal communication, 2014). The ice-equivalent depth of the
radar reflector divided by the layer age results in the layer-depth SMB, which is mapped spatially along the
radar profiles. The internal-reflection horizon used here is dated to 21 years before 2012. More details for this
approach can be found in Eisen et al. [2008].

We consider errors in linking the radar reflector to the tentative depth–age scale to be ± 1 year. The error in
fitting the depth-density scale was calculated out of the misfit between the discrete ice-core samples and
the density model (in a least square sense). Using standard error propagation, this results in a lower-bound
error of ± 8% for the SMB. In areas where the depth–density scale varies laterally, or where dynamic
deformation of the radar layers is non-negligible, the derived layer-depth is erroneous. This will be discussed
in section 3.2.

2.3. 2 MHz Radar Data for Bed and Deeper Layering
Ice thickness and layering of ice at depths greater than ∼50 m were measured using a 2 MHz radar system
with resistively loaded dipole antennas [e.g., Matsuoka et al., 2012] and a code-based GPS receiver. The
system was towed at an average speed of 8–12 km h−1 which resulted in a mean trace spacing of ∼20 m. The
principal steps of the postprocessing included dewow filtering, bandpass filtering, and a depth-variable gain
function. To account for the spatial separation of transmitter and receiver, oblique (but straight) propagation
paths to the midpoint between the receiver and transmitter were assumed. Internal reflection horizons
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Figure 3. Radar and GPS data collected along profile B-B’. See Figure 1
for the profile location. (a) Surface slope and layer-depth SMB;
interpolated map of the layer-depth SMB is shown in Figure 4. Radars
that produced Figures 3b and 3c had center frequencies of 400 MHz
and 2 MHz, respectively. Labels indicate the main arch (MA) with its
flanking syncline (SY) and the side arch (SA) in the south-eastern flank.
The red vertical bar marks the position of the topographic summit,
and red dotted curves are picked radar reflectors.

were derived using line tracking of the
maximum amplitude between manually
picked seeds (implemented in
OpendTect). We derived depths from
two-way traveltime using a uniform
propagation speed (168 m 𝜇s−1). To
account for the higher propagation
velocity in firn, we averaged the density
from the surface to the firn-ice transition
(at approximately 80 m depth) and
calculated the corresponding mean wave
speed for firn (using the density–velocity
relation from the previous section).
Because all layers of the 2 MHz data
are beneath the firn-ice transition, the
correction for using the pure ice velocity
in firn is equal for all layers and results
in adding 8.8 m to the layer depths. The
horizontal positioning of the code-based
receiver is within a few meters which
is adequate for the georeferencing of
the profiles. We updated the vertical
component with the differentially
processed data from the L1L2 GPS
(section 2.1) which was typically attached
to the 400 MHz radar that occupied the
same profile lines.

2.4. Model Setup
The field data are used together with a
two-dimensional, full-Stokes, thermo-
mechanically coupled, transient ice-flow
model. The code is based on the finite
element solver Elmer/Ice [Gagliardini et al.,
2013] and includes implementations
of isotropic and anisotropic ice rheology
[Mart́ın et al., 2006, 2009b, 2009a; Mart́ın
and Gudmundsson, 2012].

All model runs used a constant
geothermal heat flux of 50 mW m−2, a
value which is consistent for the area of

Derwael Ice Rise in both datasets provided by Fox-Maule et al. [2005] and Purucker [2013]. We prescribed
no horizontal temperature gradient at the margins, and used a constant surface temperature of −13.5◦C
which stems from our own measurements at 10–20 m depths. We assumed no basal sliding and the surface
is allowed to evolve freely. We will consider two lateral boundary conditions: (1) a mass-conserving flux
which exports the amount of ice which is equivalent to the integral over the surface mass balance from
the divide to either side of the domain [Schøtt-Hvidberg, 1996] and (2) an elevated flux resulting from the
mass conserving flux plus a thinning rate 𝜒 (in m a−1 ice equivalent). The latter causes the surface to lower,
since the exported mass is out of balance with the spatially integrated surface mass balance.

Previous studies have shown that the arch amplitude is critically affected by the rheology used in the model
[e.g., Mart́ın et al., 2006; Pettit et al., 2007; Mart́ın et al., 2009a]. No field data directly constrain ice rheology
in this study. Therefore, we used three different rheological settings. The first two settings are isotropic
cases with Glen’s flow index n=3 and n=4.5. The latter is based on measurements at Greenland Summit
[Gillet-Chaulet et al., 2011]. The third setting is an anisotropic case with n=3 to account for a nonuniform
alignment of ice-crystal axes. Ice anisotropy on ice rises has been inferred from seismic studies
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Figure 4. Interpolated depth map for a radar reflector
that is dated 21 years old using the ice core collected
at the summit. Corresponding SMB with shallow-layer
approximation (layer-depth SMB) is shown in the color
bar. Gray curves indicate radar profiles used for the
interpolation. The red curve marks the divide position.
This map covers a smaller area than the surface and bed
maps in Figure 2.

[Hofstede et al., 2013], sonic logging [Pettit et al.,
2011], and also linked to the double-peaked arches
at greater depths [Mart́ın et al., 2009a; Mart́ın and
Gudmundsson, 2012]. Hereafter, we refer to these
three settings as I(n=3), I(n=4.5), and A(n=3),
respectively. For A(n=3), we initialized the model
with an isotropic crystal orientation fabric which
evolves with ice dynamics. We used fabric-evolution
parameters given by Mart́ın et al. [2009a] that are
compatible with laboratory measurements by
Pimienta et al. [1987].

In preliminary runs, the steady state surface was
matched to the observations by multiplying the
temperature-dependent rate factor with a constant c
(c=1.0 for I(n=3), c=8×10−8 Pa−1.5 for I(n=4.5), and
c=0.5 for A(n=3)). For I(n=4.5) c changes units to
account for the higher exponent in the Glen-type flow
law. The scaling is equivalent to I(n=3) for stresses
of 0.5 bar. The constants were then set and did not
evolve through the computations.

The model domain is centered at the divide and
extends 8 km (about 15 ice thicknesses) in both
directions. The initial geometry is based on the bed
and surface elevation from our own data. The mesh

has 400 cells in the horizontal, which corresponds to a grid spacing of 40 m. I(n=3) and I(n=4.5) have 40
cells in the vertical (∼14 m at the dome). To improve computational efficiency for A(n=3), we reduced the
number of cells in the vertical to 30 (∼18 m at the dome).

3. Observations
3.1. Surface and Bed Topography
Figure 2a illustrates the surface topography with a clear peak (∼ 435 m above sea level) at the center. Along
the divide, the surface slope is steeper toward the south-west compared to the north-east. On other ice rises,
Goodwin and Vaughan [1995] identified double ridges which correspond to elongated depressions in the
surface profile on either side of the divide. The double ridges appear in satellite imagery as dark lineations
accompanying the main divide. Mart́ın et al. [2009b] interpret the double ridges as a feature which evolves
over time as a consequence of ice anisotropy. We find no evidence for a double ridge at Derwael Ice Rise in
either the elevation model (Figure 2a) or in individual cross profiles (the slope for an exemplary cross profile
is displayed in Figure 3a). The bed in Figure 2b is smooth and below sea level. It exhibits a small plateau in
the vicinity of the dome and descends toward the south. The gridding for both the surface and bed is based
on a nearest neighbor algorithm.

3.2. Shallow Stratigraphy
The 400 MHz radar data show continuous radar reflectors, which include four prominent features (Figure 3).
First, the reflectors are generally deeper in the south-eastern flank compared to the north-western flank.
Second, the reflectors arch upward at about 100–200 m offset from the topographic divide (main arch, MA,
in Figure 3). This feature is visible at depths greater than 10–20 m. Third, the arch is asymmetric. There is
a syncline (SY in Figure 3) in the north-east next to the main arch with no counterpart in the south-west.
Fourth, there is a smaller arch 1–3 km away from the divide toward the south-east (side arch, SA, in Figure 3).
The side arch has smaller amplitudes than the main arch.

A near surface layer (∼ 21 years before 2012) was picked in all 400 MHz lines and gridded to produce
Figure 4. For the gridding, we used ordinary kriging to better approximate the directionality of the arches.
Outside of an approximately 2 km wide corridor centered at the divide, the layer depth exhibits a com-
paratively smooth pattern. The depths on the north-western flank are up to 50% lower compared to the
south-eastern flank. The ice divide is the boundary between the two regimes. Inside the 2 km corridor, the
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Figure 5. Spatial interpolation of the englacial stratigraphy at
average depths of (a) 30 m and (b) 300 m. The surface and bed
topography are shown in gray. Viewing angle is from the north-east
along the divide.

arches near the divide and the synclines
in the north-east constitute an elongated
wave-like pattern extending near-parallel to
the crest. The amplitude of this oscillation
decreases with increasing distance from the
surface peak (Figure 5a).

The side arch in the shallow layering is
at kilometer 2 in Figures 3a and 3b and
emerges as an elongated minimum in the
south-eastern flank of the interpolated
layer-depth (Figure 4). It is oriented in the
north-south direction. The distance of the
arch maxima observed at the different
cross sections is greater on profiles closer
to the main flowline through the summit.
The side arches continue at intermediate
depths in the 2 MHz data and increase in
amplitude.

3.3. Deep Stratigraphy
Figure 3c is an example for the 2 MHz radar-
grams (along B-B’, Figure 1). Similar to what
is observed in the shallow layering, the
central arch is accompanied by a flanking
syncline in the north-western flank. On the
other side, the side arch gets more evident
with increasing depth. It is smaller in ampli-
tude than the main arch, and its axial plane
is tilted toward the divide.

We traced six englacial reflectors that connect all 2 MHz radar data. Figure 5b visualizes an interpolated
radar reflector. Along all divide-across profiles, the main arch was observed within 200 m of the topographic
divide position. The syncline feature is prominent in the north-western side of the divide and decays
together with the main arch with increasing distance from the summit. The side arch appears in multiple
cross profiles, and (similar to what was observed for the shallow layers) the distance between the main and
side arches is greater on profiles closer to the main flowline through the summit.

Figure 6 illustrates the main arch’s amplitude versus relative depth distribution for all cross sections. The
amplitude is defined as the vertical distance between the arch maximum and a point in the flank (chosen

(b)(a)

Figure 6. Along-ridge variations of the main-arch amplitudes. Illustrated are (a) the radar profiles on the map with colors corresponding to (b) the depth profiles
of the normalized arch amplitudes (depth and amplitude are relative to the local ice thickness). The gray curves are the amplitude–depth curves collected on all
10 cross profiles. These are plotted as a reference for the individual cross profiles.
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Figure 7. Arch amplitude variations along depth obtained
from measurements (cross markers), and theoretical
predictions for SMB-caused arches (solid line) and arches
caused by the Raymond effect (dashed curves) after
Vaughan et al. [1999].

2 km away from the divide on the north-western
flank). All values are normalized to the local ice
thickness. The largest amplitudes, 25% of the ice
thickness, are encountered near the dome. In
cross sections farther away from the dome, the
amplitudes are increasingly damped.

4. Present-Day Surface Mass Balance

We estimated the recent SMB averaged over the
past 21 years using a radar reflector dated with the
ice core (Figure 4). This analysis presupposes that
the depth of shallow radar reflector depends on
the SMB only. However, deeper reflector are also
affected by ice deformation (e.g., the Raymond
effect) [Waddington et al., 2007], which may
erroneously propagate into the layer-depth
SMB causing the elongated oscillation near the
divide. To evaluate these two contributions for
the formation of shallow arches at the divide, we
applied a test presented by Vaughan et al. [1999].
They show that arches grow linearly with depth,

if they originate from differences in SMB (𝛿ȧ, equation (4) in Vaughan et al. [1999]) and quadratically with
depth, if they originate from ice rheology (i.e., spatial variations in vertical strain rates 𝛿𝜖̇; equation (5) in
Vaughan et al. [1999]).

Figure 7 shows that the observed shallow arches grow linearly with depth. The trend is similar to an SMB
driven scenario, for which we assumed 𝛿ȧ∼ 0.11 m a−1 based on the layer-depth SMB from section 2.2. The
rheology-case underestimates the arch amplitudes. Here we considered 𝛿𝜖̇=8×10−4 a−1 (for Derwael Ice
Rise being in steady state) and 𝛿𝜖̇=1.7×10−3 a−1 (for the case where the ice rise is thinning). Those values
are based on the computations in the following section 5. We conclude that the layer-depth SMB is the
primary cause for the shallow arches near the divide, reflecting a SMB minimum near the divide on the
upwind side which is accompanied by a SMB maximum at the downwind side. The observed arch ampli-
tudes are slightly larger than the SMB-based prediction and other mechanisms (e.g., the Raymond effect or
temporal SMB variations) may play a subordinate role in the arch formation.

Figure 8. SMB patterns inferred from profile line A–A’ used for the
modeling. The smoothing artificially excludes the SMB oscillation near
the divide.

5. Numerical Modeling of the
Main Arch Amplitudes

From this point on, we will focus on the
main arch beneath the dome. The goal
is to derive a set of conditions (required
time scales, rheological properties,
thinning/thickening rates) using an
ice-flow model. This will help to better
understand the characteristics of the
other observed features in the ice stratig-
raphy (i.e., flanking syncline, double-
peaked arches, and the side arch).

5.1. Modelled Arch Amplitudes
for Steady State Conditions
In order to minimize the effects of
along-ridge strain-rates, we apply the
two-dimensional model along a flowline
across the dome (A–A’, Figure 1). We first
examine the arch amplitudes for steady
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Figure 9. Comparison of data and steady state model outputs along the A–A’ profile (Figure 1): The three panels on the top show the results for different
rheologies and no thinning. The horizontal velocities are color coded and modeled isochrones in black. The red curves correspond to the 2 MHz radar reflectors.
The lower panels enlarge areas closer to the divide.

Figure 10. Modeled, steady state arch amplitudes for both SMB
patterns shown in Figure 8. Dashed curves show the results for the
smoothed SMB, and solid curves for the layer-depth SMB.

state conditions by applying the
mass-conserving boundary conditions
at the downstream model boundaries.
We consider the three rheologies I(n=3),
I(n=4.5), and A(n=3). The model is run
to 10td =10, 000 a after which the arches
reach steady state (i.e., individual layers
get older, but the age-depth pattern
remains unchanged).

We use the spatial SMB pattern derived
in section 4. Because the ice core
shows that the 114 year averaged SMB
is only 70% of the 21 year averaged
SMB [Hubbard et al., 2013; M. Philippe
personal communication, 2014], the
SMB is scaled with a constant (0.7) to
match the long-term average at the site.
To examine the effects of neglecting
the small-scale SMB anomaly near the
summit, we also consider a smoothed
version of the (scaled) SMB (Figure 8).
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Figure 11. Transient model results. (a) Depth profiles of the main arch
amplitudes for all transient model cases and for observations (red).
Thinning is sustained for approximately dH

𝜒
years. (b) Modeled isochrones

and flow speed (background color) for the preferred scenario using the
layer-depth SMB with A(n=3), dH = 100 m and 𝜒 = 0.03 m a−1 together
with observed radar reflectors (red). (c) Modeled horizontal flow speeds for
the best matching steady state (black), and transient scenarios using the
layer-depth SMB (green) and the smoothed SMB (blue) compared to the
GPS measurements.

Figure 9 displays the steady state
results for the layer-depth SMB. We
compare the radar reflectors with the
isochrones of the modeled age field.
All three cases match the internal
radar layering in the flanks reasonably
well, albeit the three deeper radar
reflectors in the south-eastern high-
SMB regime appear systematically
lower than the modeled isochrones.
The flanking synclines (around
kilometer −1) in the model are too
small and the remnants of the side
arch (around kilometer 4) have no
counterpart in the modeled age
fields. The arch amplitudes increase
with increasing n, but the isotropic
models result in arch amplitudes that
are too small at all depths. The best fit
is obtained with A(n=3).

In a second steady state experiment,
we use the smoothed SMB. In results
not shown here, we find that in that
case the flanking synclines in the
north-west are absent in the age
fields. Because arches are solely
induced by ice rheology (and not
SMB), the arch amplitudes are signif-
icantly smaller and largely deviate
from the observations (Figure 10,
dashed curves).

The arch amplitudes are best approx-
imated for steady state conditions
using A(n=3) in combination with the
layer-depth SMB. This setup produces
larger double-peaked isochrone
arches than the ones foreshadowed
by the lowest radar reflector and also
develops a double ridge at the dome
(after approximately 3000–4000
years) which is not observed in the
present-day surface topography
(section 3.1). This suggests that
Derwael Ice Rise is not yet in steady
state, meaning that the internal ice
stratigraphy and the surface have
not yet completely adjusted to the
current geometry. The modeled
amplitudes, on the other hand, are

fully evolved but still smaller than the ones observed in deeper ice (Figure 10). We, therefore, consider the
possibility that Derwael Ice Rise was thicker in the past (with correspondingly larger arch amplitudes) and
has thinned since to its current geometry. Such a scenario can improve the match between the simulated
and the observed arch amplitudes.

DREWS ET AL. ©2015. American Geophysical Union. All Rights Reserved. 573



Journal of Geophysical Research: Earth Surface 10.1002/2014JF003246

5.2. Modeled Arch Amplitudes for Transient Conditions
We use both SMB patterns displayed in Figure 8 and initialize as described above with the exception that
prior to the evolution, a constant ice thickness dH is added. This simulates a thicker ice rise with the same
surface and bed geometry as Derwael Ice Rise. We evolve this ice rise to steady state (10td) using the
mass-conserving boundary condition. The absolute arch amplitudes are now larger because the ice rise is
thicker. In the following step, the SMB is kept constant, but the thinning rate 𝜒 is added to the SMB within
the integral that defines the flux boundary condition at the sides. This causes an imbalance of the incoming
and outgoing mass fluxes, and lowering of the surface. We refer to these runs as transient. Since the internal
stratigraphy does not adjust immediately to the new geometry, thinning results in larger isochrone arches
than those in the corresponding steady state scenario with a constant ice thickness.

For the smoothed SMB scenario, we consider values for dH of 200, 280, and 360 m and thinning rates 𝜒
of 0.03, 0.09, 0.15, and 0.21 m a−1. Because arch amplitudes are larger when using the layer-depth SMB,
we investigate smaller values for dH (50 and 100 m) and 𝜒 (0.015, 0.03, and 0.09 m a−1) for this case. The
transient simulations are computed for the three rheologies mentioned above and stopped when the
modeled surface matches the presently observed surface in a least-squares sense (approximately after
dH∕𝜒 years).

Figure 11a displays the modeled arch amplitudes on profile A-A’ for all cases. There are three expected
characteristics which are largely independent of rheology and SMB:

1. Increasing values of dH (and 𝜒 to a lesser extent for the ranges considered here) increase the final arch
amplitudes. This is inherent to the model setup as a larger dH produces large amplitudes to start with. The
considered thinning rates are too fast for the internal stratigraphy to adapt to the new geometry; hence,
the arches are oversized.

2. As 𝜒 increases, the maximum arch amplitudes appear at shallower depths.
3. The surface velocities increase with 𝜒 and are virtually independent of dH, which is a direct consequence

of mass conservation.

The I(n=3), I(n=4.5) cases result in amplitudes that are too small regardless of the applied SMB pattern. For
the smoothed SMB and A(n=3), the amplitudes are slightly underestimated for (dH, 𝜒 )=(280 m, 0.15 m a−1)
and slightly overestimated for (dH, 𝜒 )=(360 m, 0.15 m a−1). In this scenario, the surface velocities are too
fast compared to the observations. When using the layer-depth SMB and A(n=3), we find the best match
for (dH, 𝜒 )=(100 m, 0.03 m a−1) (Figure 11b). This case approximates the measured surface velocities best
(Figure 11c).

6. Discussion
6.1. Spatial Variations of SMB
The spatial gradient of the SMB is well constrained by our radar data on the ice-rise flanks. Similar SMB
patterns have been observed on other ice rises [Nereson et al., 2000; King et al., 2004; Drews et al., 2013].
In all cases, higher SMB values were found on the upwind side. Atmospheric modeling suggests that this
pattern is caused by orographic uplift from moist air on the upwind slopes and a precipitation shadow on
the downwind slopes [Lenaerts et al., 2014]. This is consistent with the signal in the layer-depth SMB derived
here (Figure 4). Given the evidence from both atmospheric modeling and multiple on-site observations, it
appears that this type of SMB pattern is a generic feature of ice rises which are subject to preferred wind
directions.

In a small zone near the divide, we find shallow synclines and anticlines in the radar layers which imprint
the layer-depth SMB (Figure 8). The analysis of section 4 indicates that this pattern indeed reflects a SMB
minimum near the divide and a SMB maximum at the down-wind side. The arch minima are offset to the
divide by a few hundred meters to the up-wind side, though Raymond Arches develop exactly at the crest
position in a steady state. A similar offset between arch peak and divide position has been observed in the
shallow radar layers of nearby Halvfarryggen Ice Dome (Figure 5 in Drews et al. [2013]). The spatial resolution
of atmospheric models (e.g., 5 km in Lenaerts et al. [2014]) is too coarse to resolve this effect, but conceivable
mechanisms are wind erosion near the crest and subsequent redeposition at the divide’s down-wind side.
This result is contrary to what is reported by Vaughan et al. [1999] for Fletcher Promontory and Conway et al.
[1999] for Roosevelt Island, both stating that there is no evidence for wind erosion at the crest for those ice
rises. It is yet unclear why some ice rises show this SMB anomaly and others do not. Nevertheless, the local
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anomalies of SMB near the crest affect the simulated arch amplitudes from the surface down to 70% depth
(Figure 10). The magnitude of the SMB anomaly should be well-known for studies using the arch amplitudes
to study the ice-rise evolution.

6.2. Interpretation of the Main Arch Metrics
Figure 6 is observational evidence for the sensitivity of the arch amplitudes to along-ridge slope as
previously discussed in a modeling study [Mart́ın et al., 2009a] (assuming that along-ridge strain rate
increases with increasing along-ridge slope): At kilometer +5 away from the summit (along-ridge slope
∼0.0058), the upward arching is still pronounced, whereas at kilometer −5, it is basically absent (along-ridge
slope ∼0.012). This illustrates the importance of taking the lateral positioning of the cross sections into
account when interpreting the arch amplitudes (particularly in studies where only few cross profiles are
available). The dependency on the along-ridge slope also hampers a detailed comparison with other ice
rises where the surface topography is often less well known. A gross comparison shows that the normalized
amplitudes (both depth and amplitude normalized to the local ice thickness) observed here are larger
than at Roosevelt Island [Mart́ın et al., 2006], Siple Dome [Nereson and Raymond, 2001], Halvfarryggen Ice
Dome [Drews et al., 2013], and Kealey Ice Rise [Mart́ın et al., 2014]), and comparable to Fletcher Promotory
[Hindmarsh et al., 2011], and Fuchs Piedmont [Mart́ın et al., 2006].

Our two-dimensional model assumes neither off-profile flow nor basal sliding. The former is justified
because the modeling domain crosses the summit and is aligned perpendicular to the surface contours.
The topography is well constrained by the GPS data, and we expect little ice-flow across the modeling
domain near the dome. The second assumption strongly depends on the magnitude of the geothermal flux.
However, the values we chose are consistent in different data sets [Fox-Maule et al., 2005; Purucker, 2013],
and the simulated basal temperatures (approximately −5◦C) are well below the pressure melting point. We
are therefore confident that these model simplifications do not seriously affect our interpretations of the
arch amplitudes.

All isotropic, steady state simulations underestimate the main arch amplitudes, regardless of the applied
SMB (Figure 11a). We get a best fit for A(n = 3) in combination with the layer-depth SMB which produces
slightly smaller amplitudes at larger depths than the observed ones. The analysis in section 5.1 suggests that
Derwael Ice Rise may not yet fully be in steady state because (1) modeled double-peaked arches are larger
than the observed one, (2) the modeled double ridge at the surface is absent in the data, and (3) because
the modeled arch amplitudes are smaller than the observed ones in deeper ice. According to our model, the
double-peaked arches first appear 1500 years after the onset of divide-flow, and the double ridge is visible
after 3000–4000 years. At those time intervals, the amplitudes at intermediate depths are smaller than the
steady state ones and hence deviate more from our observations.

The transient simulations cover a time period for thinning over 600–12000 years. We find the best match
using the layer-depth SMB and A(n=3), with a thinning rate of 0.03 m a−1 over 3400 years (dH = 100 m).
Using the (less plausible) smoothed SMB, we find good matches for A(n=3) with thinning rates of 0.15 m a−1

over 1900–2500 years (dH=280–360 m). Compared to the steady state computations, the transient results
improve the match to the observed arch amplitudes (Figure 11a).

It is less evident to constrain the exact value of the thinning as well as its time period based on the isochrone
arches only. The deduction is not unique in terms of temporal SMB changes, ice-rheology, and various
combinations of dH and 𝜒 . In the transient runs, the artificially elevated ice rise was fully evolved before
the thinning started. This resembles an ice rise that always exhibited a local flow regime. Similarly, we could
start from a flat surface and thin simultaneously with the onset of the divide formation, a type of scenario
that would be expected from an ice rise emerging out of a retreating ice sheet [c.f., Conway et al., 1999]. In
that case, the arch amplitudes would evolve simultaneously with the onset of thinning and larger values of
dH would be needed compared to the case above (in which the amplitudes are fully evolved prior to the
commencement of thinning). Larger values of dH are also needed when using isotropic rheologies, which
principally result in smaller amplitudes.

The thinning scenario with 𝜒=0.03 m a−1 best matches the measured surface velocities (Figure 11c), but
differences compared to the steady state results are not significant, particularly regarding the uncertainties
in the long-term average of the SMB (which critically impacts the modeled velocities via the lateral
boundary conditions). The effect of using the smoothed SMB becomes evident here, because it requires
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higher thinning rates to match the arch amplitudes which results in too large surface velocities compared to
the observations.

The observed radar stratigraphy and surface velocities are best approximated with A(n=3) and an ice rise
that has thinned by 0.03 m a−1 over the past 3400 years. Steady state experiments with A(n=3) also repli-
cate most of observed features. External evidence for the thinning hypothesis comes from repeat-pass
observations of the Envisat radar altimeter which detects an averaged thinning rate of 0.08 ma−1 in a 10 km
radius around the dome of Derwael Ice Rise for the time period of 2002–2012 [Flament and Rémy, 2012].
Even though the time interval of the satellite observations is small compared to the characteristic time of
Derwael Ice Rise, we conclude that scenarios with small thinning rates for Derwael Ice Rise best explain the
observations.

In order to explain the observed arch amplitudes, both steady state and transient scenarios require a local
divide which remained horizontally stable for multiple millennia. Our preferred scenario (layer-depth SMB,
A(n=3), dH = 100 m, 𝜒 = 0.03 m a−1) needs a horizontally stable divide for at least 5000 years (3400 years
of thinning, and prior to that, at least 1600 years for the initial development of the arches). Steady state
simulations have a comparable lower boundary for the ice-divide stability. We hence conclude that
Derwael Ice Rise has remained as a local flow feature during that time period, and was not at all, or at least
not entirely overrun by the continental Antarctic Ice Sheet. Yamane et al. [2011] infer from exposure dating
in the Lützow-Holm Bay region (approximately 500 km eastward of Derwael Ice Rise) that the East Antarctic
Ice Sheet retreated between 10 ka to 6 ka ago, with a change of ice thickness of at least 350 m. A glacial ice
sheet which was a few hundred meters thicker than today and which retreated and thinned in the Early to
Middle Holocene can also explain our observations here. However, in our model the thinning is prescribed
and does not appear as a consequence of changing boundary conditions in the surrounding ice shelf. The
interaction with the surrounding is therefore not well captured and requires more investigation.

6.3. Proposed Cause for the Side Arch
There are no features in the 3-D bed topography which relate to the side arch (Figure 2b). The layer-depth
SMB does show an anomaly in this area (Figure 8 at kilometer 4), but there is no corresponding structures
of isochrones at greater depths (Figures 9 and 10b). A possible hypothesis is that the side arch is an expres-
sion of a past divide migration. If a former divide was stable enough for an isochrone arch stack to evolve, a
migration of the divide to its current position would result in remnant arches in the flank which are advected
and decay over time [Waddington et al., 2001; Nereson and Waddington, 2002; Jacobson and Waddington,
2005]. The advection velocities are primarily a function of surface slope, which explains the remnant side
arch occurring at a variable distance from today’s divide. The observed tilt of the side arch’s axial plane
toward today’s divide suggests that the migration cannot be abrupt because the remnant stack would
then tilt away from the divide (due to the faster advection near the surface compared to near the bottom).
Assuming that the main arch requires a stable divide for at least 5000 years, however, it is difficult to link
both arches quantitatively using simple migration scenarios. For example, assuming a mean horizontal
advection of 2 m a−1 (as a lower boundary) over 5000 years results in a lateral displacement of approximately
10 km, but the largest distance to today’s divide is only about 4 km. Due to the absence of other mecha-
nisms, we still interpret the side arch as a remnant arch from a former divide migration, albeit the specific
scenario may contain parameters which have not been considered so far (e.g., a secondary divide, different
thinning scenarios with migration and/or spatial and temporal changes in SMB).

7. Summary and Conclusions

We present geophysical data imaging the surface, bed, englacial stratigraphy, and flow velocities of
Derwael Ice Rise. We combine the data with an ice-flow model to study the ice-rise evolution. Arches in the
radar stratigraphy are consistently found in all profiles across the divide. Arches develop at approximately
20 m depth, and in some profiles they show double-peaks in deep ice. Our data show the decrease of arch
amplitudes with increasing along-ridge slope, illustrating that multiple cross sections are needed to find the
largest arch amplitudes, particularly on ice rises where the topography is not well known and/or where the
summit position has migrated.

We deduce a topography-driven surface mass balance gradient, which originates from orographic uplift of
moist air on the south-eastern flank and a corresponding precipitation shadow in the north-western flank.
The SMB exhibits a local minimum a few hundred meters offset to the up-wind side of the topographic
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divide, and a local SMB maximum 1 km farther away on the down-wind side. This suggests SMB effects
(e.g., wind-scouring and subsequent redeposition) on scales which are currently undersampled in atmo-
spheric models. The impact of a local SMB minimum on the arch formation has been considered previously
in theoretical studies [Nereson and Waddington, 2002], but so far no observational data has been included
in a study regarding ice-rise evolution. On the contrary, Vaughan et al. [1999] and Conway et al. [1999] found
no evidence for an SMB minimum near the divide and further investigation is warranted. Regardless of the
specific mechanism, the observed SMB anomaly in our study crucially imprints the modeled arch amplitudes
from the surface down to 70% depth. The effect has a similar magnitude as the three different rheologies
applied here.

We use the three ice rheologies, the SMB anomaly near the divide, and various thinning rates to model
the arch amplitudes beneath the dome. Within this set of simulations, the arch amplitudes are adequately
matched in a steady state scenario with anisotropic rheology but best explained using transient simulations
with moderate thinning. Our preferred scenario contains an anisotropic rheology and a fully evolved ice rise
which was 100 m thicker than today, and which lowered at 0.03 ma−1 over the last 3400 years. This scenario
is nonunique, and other combinations of thinning rates and thinning time intervals also approximate the
observations. Although the time intervals are different and therefore may encompass different mechanisms,
the thinning in general accords with observations from satellite altimetry averaged over ten years [Flament
and Rémy, 2012].

Independent of thinning, all scenarios investigated here require that the horizontal position of the ice divide
has remained stable for multiple millennia (likely more than 5000 years). This suggests that Derwael Ice Rise
has maintained its local flow field and was not overrun by the continental Antarctic Ice Sheet during that
period.
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