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CHAPTER 1: OVERVIEW OF PHYSICAL HABITAT SIMULATION SYSTEM

The four major components of a stream system that determine product1v1t{
for aquatic animals (Karr and Oudley 1978) are: (1) flow regime, (2) physica
habitat structure (e.g. channel form and substrate distribution). (3) water
quality (including temperature), and (4) energy inputs from the watershed
(nutrients and organic matter). The complex interaction of these components
determines primary production, secondary production, and ultimately the status
of fish populations in the stream reach. PHABSIM is one component of a larger
capability known as the Instream Flow Incremental Methodology. We will
describe Version I of PHABSIM that has many major changes from Version I.

The Instream Flow Incremental Methodology assumes that flow-dependent
physical habitat and water temperature may either increase or limit carrying
capacity and therefore can be used to help manage the standing crop of fish in
-streams. In riverine systems, the amount and quality of suitable habitat can
be highly variable within and among years. The observed population and
biomass of fish and invertebrates may be depressed or stimulated by numerous
preceding habitat events. Habitat-induced gopulation limitations are related
to the amount and quality of habitat available to fish and invertebrate
populations at critical stages in their 1ife history. Long term habitat
reductions, such as reduced flows, may also be important in determining
population and production levels. We limit PHABSIM use to river systems in
which dissolved oxygen, suspended sediment. nutrient loading. other chemical
aspects of water quality, and interspecific_competition do not place the major
limits on populations of interest. In regulated rivers below reservoirs, for
example, reduced flows can negatively affect habitat availability and
suitability in terms of reduced water depths. velocities, and cross sectional
area while reservoir operations can decrease summer-fall temperatures and
increase winter-spring temperatures.

The Instream Flow Incremental Methodology incorporates methods for
estimating stream system changes in physical habitat as a function of flow
through PHABSIM and water temperature as a function of flow through SNTEMP,
but does not address other elements of water quality and energy inputs.
Changes in physical components of the system are evaluated to derive an
estimate of fisheries habitat quality and quantity. Incremental changes in
flow are used to produce relationships between simulated depth and velocity
and measured channel index (i.e.. substrate and cover) with habitat potential
for target species and life stages. The most common estimate of fisheries
habitat potential is a combination of habitat quantity and quality referred to
as Weighted Usable Area (WUA). Habitat potential frequently serves as input
to some framework of project assessment and negotiating an instream flow.
PHABSIM consists of several distinct steps as-shown in Figure 1, which also -
identifies the main sources of measurement and modeling uncertainty that arise
in application of PHABSIM. PHABSIM has been examined critically to determine
its sensitivity to hydraulic simulation error, (Oshorne et al. 1988).
selection of options used to simulate microhabitat (Gan and McMahon 1990). and
errors in habitat suitability curves (Shirvell 1989; Thomas and Bovee 1993:
Waddle 1993). Recognition of these sources of uncertainty and their relative
magnitudes is important in analysis and interpretation of PHABSIM results in
the instream flow negotiation process.
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PURPOSE OF .PHABSIM - Tl PECIIENE TR BREE RIS R
The purpose of PHABSIM is, to s1mu]ate a re]at1onsh1p between stream f]owjv
and physical ‘habitat availability for various life stages.of a- spec1es of fish
or & recreational activity.: The basic objective of physical habitat Tt
simulation is ‘to obtain a: regresentat1on of :physical properties of a stream 5.
that can be Tinked..through 1o1ogica1'considerations. to .a social. political -
and economic framework of evaluation. In order to provide a quantifiable - -
measure of tradeoffs between instream and out-of-stream uses, PHABSIM analyzes

“the relationship between stream Tlow and physical habitat. or between stream

flow and recreational river space. This relationship is a continuous function
between physical habitat and stream flow. It can be used to examine tradeoffs
between the value of water used instream with water used out-of-stream.
Therefore, tradeoffs can be made between alternative uses and mutuall
acceptable management criteria developed. The decision as to best allocation
of available water is a matter of negotiation among various interest groups.

PHABSIM was developed from concepts incorporated in the “Washington
Method”. but incorporates more variables including: depth. mean column
velocity. substrate composition. nose velocity. adjacent ve]ocity. cover. and
distance from cover. Tne hydraulic simulation portion of PHABSIM can be used
as & substitute for repeated empirical measurements at numerous flows. Data
collection costs can be reduced approximately 75% compared to a totally
empirical database. Flow events can be simulated that are too rare or too
dangerous to measure or that do not currently exist. Habitat models can use
any species that exhibit some form of microhabitat selection in stream
environments at some time during their 1ife history.

PHABSIM is intended for use in those situations where streamflow is the
major determinant controlling fishery resource and field conditions are
compat1b1e with underlying theories and assumptions of current models. 1.e..
(1) steady state flow conditions exist within a rigid channel. and (2)
individuals of a species respond directly to available hydrau11c conditions.
If these assumpt1ons are reasonably met. the methodology has application to
three basic types of analyses.

1. Quantification of Instream Flow Requirements

3. Area Wide Planning

b. Reservation or Licensing of Water Rights
2. Negotiation of Water Delivery Schedules

a. Mininum Releases

b. Yearly Flow Regimes (normal and dry year conditions)
3. . Impact Analysis

a. Streamflow Depletion

b. Streamflow Augmentation

c. Channe] ATteratlons

STRUCTURE OF PHABSIM T el

PHABSIM can be broken down 1nto four main components ) h drau11c data
collection and entry, 2) hydraulic simulation.~3) habitat suitabi ity curve
development and va]1dat1on and 4) hab1tat mode11ng (F1gure 2).
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(1) stage-discharge relationships. (2) use of Manning's equation. and (3) the

WSP - Elevations - Water Surface.Profile Program (WSP) uses the step backwater
- - -—method to determine water surface elevations on’a cross séction by cross

1) In field measurements. each transect is divided into cells (intervals) in -
which” depth, velocity, cover value. and substratum type are measured.

2) In the software, cell-by-cell water depths. velocities. and roughness -
coefficients at different fiows are simulated using standard hydraulic - = -~
modeling techniques first developed by the Bureau of Reclamation and Corps. of
Engineers. - Substrate and cover values from measurements. not simulations. are -
used. s - ol ; . : IR x
3) PHABSIM contains a habitat suitability curve library and.a module. for. use_ . _

~in'developing functional relationships between depth. velocity. and channel

index.

4) The habitat programs assume either that depth. velocity. and channel
index (a user-defined combination of substratum and cover) condition within 3
cell esteblishes worth of habitat in the cell or that condition in the cell
ptus velocity in other cells or another location in the same cell nearby
establishes worth of habitat in the cell.

HYDRAULIC SIMULATION MODELS IN PHABSIM

The techniques used to simulate hydraulic condition in a stream can have
a significant im?act on habitat versus streamflow relationship determined in
the habitat modeling portion of PHABSIM. The correct choice of hydraulic
models as well as proper calibration represents the most technically difficult
step in the process of analyzing instream flows.

The hydraulic simulation programs in PHABSIM assume that the shape of
channel does not change with streamflow over the range of flows being
simulated. The results of hydraulic calculations are 1) water surface
elevations and 2) velocities. in that order. Water depths are calculated in
the habitat Erograms from water surface elevations simulated in the hydraulic
programs. Tne water surface elevations are one-dimensional in that the same
value for water surface elevation is used for any point on a cross section
(hence the description that PHABSIM is a one-dimensional model). In contrast.
velocity varies from cell to cell across any cross section. The hydraulic
models assume water surface elevations are effectively independent of velocity
distribution in the channel.

The approaches available for calculation of water surface elevations are

step backwater method. The usual application of PHABSIM requires at least one
set of water surface elevations to calibrate the model used. |t 1S a rare
application that does not have at least one set of water surface elevations
available for calibration of the models. In many situations, a mixture of
models is recommended and used to determine water surface elevations.

section basis. Each cross section is related to all others in the data |
set (a major advantage). The model should be calibrated to measured -

« water. surface elevations by adjusting Manning’s ‘roughness given in the
data set. When more than two cross sections. are. involved the process- -
should be repeated step-wise upstream: hence. the term "step backwater."
The procedure calculates both a flow balance and an energy ga]ance

. R , I
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.- (pool) .applications. Manning's n serves :as:a contro
“-elevation in WSP.-- - . oo DT

" between cross section’ (a major advantage) . ziSP is”?éoa ‘for backwater

‘of ‘water .sirface

Velocities - Velocities are ca]cu1atéd_that;may,behused_jn habitat *

modeling if and only if .velocity measurements needed to calibrate .1FG4

: .are not available. Velocities -are simulated between verticals.using cell

-~ ~-roughness -and -conveyance factors. — The output'fi]e“??dduced by WSP is
~only for use in HABTAE/HABTAT " not - HABTAM/HABTAV .

‘ he WSP program was
originally developed by the Bureau iof Reclamation’ . -~ - - .

MANSQ Elevations - MANSQ uses Mannina's equétioh to calculate water surface

elevations on a cross-section by cross-section basis. The model is
calibrated using one set of water surface elevations. Just one mean
channel velocity for an entire transect should be calculated. not a
cell-by-cell set of velocities. Fach cross section is independent of
éll other cross sections in the data set. MANSQ is good for riffles or
shallow runs with no backwater effects.

Velocities - Velocities are calculated that may be used in habitat
modeling if and only if velocity measurements needed to calibrate IFG4
are not available. Velocities are calculated at X-coordinate verticals.
Velocities are averaged with the vertical to the right for the output
file for HABTAE/HABTAT.

IFG4 should be used primarily to calculate velocities after water
surface elevations have been determined from WSP.

Elevations - IFG4 uses a stage-discharae relationship (rating curve) to
calculate water surface elevations on a vertical by vertical basis
unless they are supplied in the input data set. In the stage-discharge
relationship and simulations, each cross section is independent of all
others in the data set. IFG4 accepts water surface elevations from any
of the other models when a rating curve produces erroneous results
(rather common).

Velocities - Velocities are determined using techniques based on
Manning's equation. The program is calibrated to a set of measured
velocities. The recommended practice s to use one set of velocities
although the program can be used when no or multiple velocity
measurements are available. IFG4 should be used primarily to calculate
mean velocities at each cell at unmeasured discharges. Velocity is
measured and simulated at X-coordinate verticals. -Velocities are
averaged with the vertica) to the right for the output file for

. HABTAE/HABTAT. Manning's .n Seérves-as-a-control -of -velocity (velocity - =~~~

distribution factor) in IFG4.

. Elevations - program is not ‘part -of PHABSIM, ‘but can be used to . e
determine water surface elevations.. :It uses ‘the step backwater method

like WSP to determine water surface -elevations . "HECZ can do some things
better than WSP such as predicting water .surface elevations ‘at a bridge

wn




- or with a sheet ice cover. The HECZ program is supported by the
Hydrologic Engineering Center of the U.S. Army Corps of Engjneers.

Calculation of Water Surface Elevations: - . -

- Techniques used to simulate water surface elevations are. a) an
empirical stage-discharge equation based on measured data (IFG4): b) Manning’s
equation (MANSQ): and c) energy.loss between cross sections is determined

- using Manning’'s equation and water surface elevations are calculated with the

step backwater method of determining water surface profiles (WSP). Partly
because all transects are tied together in the calculations. the latter method
1s thegretically most accurate under 3 wide range of flows and is recommended.

Use of Manning's equation assumes channel control. i.e.. condition of
channel controls the water surface elevation. In many rivers. water surface
elevation will be section-controlled by rock ledges. riffles comprised of
boulders and cobbles. gravel bars. and constrictions in width of channel.

Many rivers have compound control, with section control during low flows and
channel control for higher flows. With compound control, the expected
stage-discharge relationship calculated in the IFG4 program is sometimes used
f?r lower flows and water surface elevations determined using MANSQ for higher
Tlows.

The step backwater calculations are used to determine water surface
elevations at cross sections in which water surface elevation is controlled by
hydrologic conditions at some downstream section. The calculations use
Manning's equation to determine energy loss between sections. In some
situations, variable backwater occurs and the WSP program is used to simulate
water surface elevations.. In relatively steep and rough streams. a mixture of
stage-discharge. Manning's equation., and step backwater calculations should be
used to determine water surface elevations.

Calculation of Velocities

The velocity distribution across a channel is calculated using empirical
observations on which Manning's equation is based. The channel is divided
into cells and the velocity calculated for each of these cells. The physical
habitat 1s calculated on a cell-by-cell basis using these velocities.

HABITAT SUITABILITY CURVE DEVELOPMENT

A major component of PHABSIM involves development and selection of
habitat suitability curves for use in ~habitat models. This course will not
deal extensively with development of habitat suitability curves, but will
provide the necessary background for: their application. S

HABITAT MODELS IN- PHABSIM ~ . = “l&-0 o0 S IR

- There are_two general. types. of habitat modeling in PHABSIM based on .
either-average conditions-in a entire’stream channel or on distribution of
velocity and depth-among field measurement: cells. {and therefore computational
cells} and the nature of the channel in a stream. The average parameter
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models, AVDEPTH and AVPERM, calculate wetted width and wetted surface for
flows and water surface elevations sungied by the user.” They determine width

of a stream with water over some dept specified by the user. The average -
velocity is also calculated. The average condition models are not as widely
used or useful as distributed parameter models. .

- Distributed Parameter Models ....— . ... .. ... eo.o ..
HABTAE- calculates areas or volumes or bed areas of microhabitat (using
stepped_or binary curves) or weighted usable area or volume, using cell

mean column or nose velocities. Used rimarily to describe fully mobile

organisms under steady flow or gradual Yy varying flow conditions.
REPLACEMENT FOR HABTAT.

HABTAV- calculates areas (only) of microhabitat (using stepped or binary
curves) or weighted usable area, using cell mean column or nose
velocities and adjacent velocities in same or pearby cells and criteria
describing necessary proximity to adjacent velocity. Used primarily to
describe feeding stations for drift feeding fish under steady flow or
gradually varying flow conditions.

HABTAM- calculates areas (only) of microhabitat or weighted usable area based
on_continuous suitable conditions within a specified distance from each
cell. Used to describe composite microhabitat for organisms with
limited mobility under unsteady fiow or rapidly varying flow conditions.
Developed for use in evaluating hydropeaking projects. Special
assistance from a professional hydrologist is needed when applying
PHABSIM to hydropeaking projects.

HABEF- calculates areas (only) of microhabitat or weighted usable area based
on continuous suitable conditions in each cell at two different
discharges or for two life stages or species. Used to calculate
physical habitat at two stream flows (streamflow variation analysis and
stranding analysis) or for two life stages (effective spawning analysis)
or two species of fish (overlap analysis and competition analysis) using
two separate runs created by HABTAE or HABTAV.

The programs using distributed parameters are HABTAE (meant to replace
HABTAT that is no longer supported). HABTAV. and HABTAM programs. The HABTAE
pro?ram assumes condition within a cell establishes worth of habitat in the
cell. In contrast, the HABTAV rogram assumes condition in a cell plus
velocity in other cells or another location in the same cell nearby
establishes worth of habitat in the cell.

~The HABTAE ?rogram is similar to the older HABTAT program with important

"additional "capabilities in HABTAE. First. usable volume, bed area and surface

area of habitat may be determined. Habitat conditions at each cross section

I can be determined. Third, -discharge does not have to be constant through the

stream study segment. All other habitat modeling programs require constant
discharge from cross section to cross section in the stream study segment.

1
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G OPEN-CHANNEL FLOW = .o .. =~ .
2.2 The most ‘technically complicated element in application of :PHABSIM --
involves calibration:and simulation of hydraulic roperties within the river
channel.- «In most-engineering curriculum.” this su ject is introduced at the
undergraduate level .during a course on hydraulics and again at the graduate
level “in an advanced course on open-channel flow. Given the time constraints

-of this course and ‘varied background of Barticipants. only a brief overview of
basic concepts of open-channel flow can be provided. This overview is
intended to provide an understanding of the vocabulary, definitions. and
concepts necessary to proceed with application of PHABSIM hydraulic models for
calibration of water surface elevations and velocity profiles within rivers.

TERMS AND DEFINITIONS FOR OPEN-CHANNEL FLOMW

The following terms and their definitions are important since they
constitute the vocabulary of hydraulic terminology within PHABSIM related to
analysis of open-channel flow. The relationships between these terms and

physical properties within river channe) or cross-section(s) are illustrated
in Figures 1 and 2.

Width (w): The distance across a channel or cell at the water surface
measured normal (i.e.. perpendicular) to the flow (Figure 1).

Depth (d): The vertica) distance from a8 point on the streambed to the water
surface. The cross section area divided by surface width.

Thalweg Depth (y): Vertical distance of the lowest point of a channel section
II (the thalweg) to the water surface. Maximum depth of cross section.

Hydraulic Depth (d): Equivalent to mean depth: d = Area/Width.

Reach Length: The length of a section or piece (the reach) of a stream
II measured by following the thalweg. Reach tength is the logical or
actual distance from the current cross section to the downstream cross

section. Reach length weight is a multiplier representing the
l percentage of the distance to the next upstream cross section that is, b e
represented by the current cross section. - quesietbyemem—= & e T -0

Longitudinal Profile: A plot of water surface elevations. and best 1f it
includes thalweg elevations. against reach length. Used in hydraulic i
simulation to verify that water is running downhill continuously. |

|I Discharge (Q): The rate of flow. or volume of water flowing past a given"
place within a given period of time, traditionally expressed as cubic
I ‘feet per.second (cfs). .~ - oo L

Water Surface Elevation (WSL): The stréambed elevation b]us water depth.
Also called water surface level o374 5 . . TR A,
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Stage: The elevation. or vertical distance of the water surface above some
datum (i.e., a plane of known or arbitrary elevation}.. s
I

v
Stage of Zero Flow (SZF): The water surface elevation when water. under ¥ JcQK,ﬂi;f
hydraulic control. would stop flowing. The stage of.zero flow when.“ ¢3¢ >
measured.in the field is usually the lowest ground elevation of a NP -
hydraulic_control. Because hydraulic_controls. “migrate” with variation:
in discharge. measurement of SZF is difficult and is best done when flow
is extremely Jow and water-is not turbid. ' ~

Cross Section: Two-dimensional section across a stream channel perpendicular
to direction of the flow. Also called a transect (Fig. 1).

Cross-sectional Area (A): The area of the cross section containing water.
normal to the direction of flow. Also called conveyance area. A =
Depth*Width.

Wetted Perimeter (P): The distance along the bottom and sides of a channe}
Cross section in contact with water. Roughly equal to width + 2 times
the mean depth (Figure 1).

Hydraulic Radius (R): The ratio of the cross sectional area to wetted
perimeter. R = A/P. For wide shallow channels. R approximates hydraulic l

depth. Also called characteristic length (L).

Mean Velocity (V): The mean rate of water movement or travel past a given
place. should not be confused with discharge. The discharge in a cross
section or cell divided by area of a cross section or cell.
traditionally expressed as feet per second (fps). Mean column velocity
is usually measured at 60% of water depth (measured from the surface) if
ltess than 2.5 ft or averaged at 20% and 80% of water depth.

Cell, Field Measurement: An increment of width of a stream channel. Both
field measurement cells and computational cells are used in PHABSIM.
Field measurement cells are bounded by vertical lines in the stream
(where depth and velocity measurements were made) that define the left
and right edge of a cell from a headpin on the bank looking upstream.

Cell, Computational: An increment of width of a stream channel. The center
of a computational cell in HABTAE/HABTAT is a vertical in the cell
midway between field measurement cell boundaries and the computational I
cell extends both ways to the field measurement cell boundaries. The
center. of a computational cell in HABTAM/HABTAV is at_a field .~ -
measurement: cell: boundary. and extends both ways to the verticals midway l
- - between field measurement cell boundaries~ - -~ - - e oo T

X.Y-coordihéieiszéffg'c¢111‘thé'X-distéhcé-is:meééuféd‘ffbh'alhéadbeﬁffd -
....describe the cross section for an IFG4 data set. The Y-distance is the
elevation of the stream bed at the X-coordinate.

D
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Hydraulic Slope (S,): The change in elevation of water surface between tuo
Cross sections, divided by distance between cross sections (Figure 2).
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Bottom Slope (Siz:: The change in average elevations of .the bed between two
: ,«.'pnoss,sec ions.-divided by distance-betweenuthem;(Fjg.;21;;:1f_””

Eneray S10pe {S): Cnange in'tofs) energy (potential and kinetic) available.

- ..divided by distance. between Cross sections (Fig. 2). Energy slope
C?nnot be measured effectively. but can De -approximated with bottom
slope. ‘ o R LT

%

"~ Thalweq Slope: " Change in elevation of the bed. measured at point of maximum
depth (=thalweg depth) (y). divided by distance between cross sections.

Roughness (h): Coefficient (used in Manning’s eqUation for computing average
velocity of flowing water) of resistance to flow (energy loss) caused by
particle or vegetative friction. material size. and channel features.

Velocity Adjustment Factor (VAF): The ratio of discharge for which velocities
are being simulated to the sum of simulated cell velocities times cell

areas. VA"'s are used to adjust simulated velocities and test the
accuracy of the simulation.

Conveyance Factor (CFAC): The conveyance factor describes the ability of a
Cross section or cross section celi to transport (convey) water

downstream. The standard conveyance factor formula is (1.49 times A
times R®) divided by n.

Continuity Equation: Flow equals velocity time cross-sectional area. (= V*A.
Also referred to as flow balance and mass balance.

Bernoulli's Fquation: (In the case of uniform flow) Energy balance.
Conservation of energy. First law of thermodynamics

Figure 1.

<) ' ‘ :

Figur‘_e 2.

T
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CONCEPTS AND THEORY

Types of Flow: One set of classification for open-channel flow is derived
from a consideration of spatial and time dependency.

A. Steady flow - Time Criteria

1. Uniform flow
2. Varied flow
a. Gradually varied flow

b. Repidly varied flow
B. Unsteady flow - Spatial Criteria

1. Unsteady uniform flow (rare)
Z. Unsteady flow (i.e.. unsteady varied flow)
a. Gradually varied unsteady flow

b. Rapidly varied unsteady flow

Uniform Flow and Varied Flow: Space as the Criterion. Uniform flow by
definition means that depth of flow is the same at every cross-section of the
channel. Thus, hydraulic, energy, and bottom slopes are parallel. If flow is
varied. depth of flow changes along the length of the channel. Varied flow
may be either steady or unsteady. Since unsteady uniform flow is Very rare.
the term "unsteady flow" is used to designate unsteady varied flow
exclusively. Varied flow is classified as either rapidly or gradually varied.
The flow is rapidly varied flow if depth changes abruptly over a comparatively
short distance: otherwise. it is gradually varied. Rapidly varied flow is

- manifest in an abrupt change in depth. such as observed in local phenomenon

like hydraulic jumps and hydraulic drops.- PHABSIM hydraulic models assume
uniform aradually varied flow conditions predominate within the river.

Steady Flow and Unsteady Flow: Time 45 the Criterion. Uniform flow may
be steady or unsteady. depending on whether or not, depth changes with time.

Flow in"an open’channel. is said to be steady if depth of flow does not change .

12 -:
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or can be assumed constant during the time interval under consideration. The ,
flow is unsteady if depth changes with time. “ Applications of PHABSIM in o

conditions other than steady flow should not be undertaken without involvement
of a knowledgeable hydraulic engineer and an_alternate method of hydraulic

modeling should be considereqd. . _ _ RN

Steady uniform flow is the fundamental type of flow treated in open-

channel hydraulics. The depth of flow does not change during the time =
'interva] under..consideration.- -This is one -of the primary assumptions of

hydraulic models used within PHABSIM and all reference to uniform flow in .

PHABSIM refers to this type of flow classification

Unsteady uniform flow requires that water surface fluctuates from’ time
10 Lime while remaining parallel to the channel bottom. This condition is

practically impossibie to achieve even under laboratory conditions and wil]
Inot De considered further.

tates of Flow: The state or behavior of open-channel flow is governed by
effects of viscosity and gravity relative to inertial forces of flow.
Depending on the effect of viscosity relative to inertia. flow may be laminar,
urbulent, or transitional. The flow is laminar if viscous forces are so
[trong relative to inertial forces that viscosity plays an important part in

determining flow behavior. In laminar flow. water appears to move in smooth
inear paths. The flow is turbulent if viscous forces are weak relative to
nertial forces. In turbulent flow. water moves in irregular paths. Between
aminar and turbulent states there 1S 3 mixed. or transitional state. The

effect of viscosity relative to inertia can be represented by the Reynolds
Iumber (Re).

The magnitude of Re is used to classify flow conditions as follows:
Re is below approximately 500, flow is laminar:
Re is between 500 and 2.000 flow is in transition: and
* Re is above 2.000 fiow is turbulent .

lwe Reynolds number (Re) is defined as:

I Re:-V_L

vis (1)
1Iehe: ‘
V = mean velocity of fiow : :
L = characteristic length (equal to hydraulic radius)
l vis _l;_]p_emapic_viscosity of water . o oLl

~ The effect of gravity upon the state of flow is representedlby‘the ratio
nertial forces to gravity forces.
Froude number (F) is defined as:

o
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B . ". .“- . "’.“_-:. .:-._ .'.- "_. @ . ——
where; . .- e e tae w e - - e . H_ [ . — e e mam _
V = mean velocity of flow
g = acceleration of gravity
-3 =_hydraulic depth: = ] e

When F is equal to unity. flow is defined as critical.

If F is greater than unity. inertia effects predominate., so flow has
high velocity and is described as shooting. rapid, or torrential. This is
referred to as super-critical flow. In super-critical flow conditions.
hydreulic features upstream control water surface elevations.

If F is less than unity. qravity forces predominate. so flow has low
velocity and is described as tranqui] or streaming. This is referred to as
sub-critical flow. In sub-critical flow. hydraulic features downstream
control water surface elevation profile. Most instream flow studies are
concerned primarily with sub-critical state of flow. although hydraulic
simulations for recreational activities may deal with super-critical states of
flow.  In PHABSIM nydraulic simulations of water surface profiles within a
river using step backwater moceling. sub-critical flow is assumed. WSP has
the potential (although frequently not realized) to give the best water
surface elevations under these conditions. -

‘ The combined effect of viscosity and gravity leads to definition of four
types of flow in open channels if we ignore critical-transitional
combinaticns. némely:

1) subcritical - laminar F<1.0 and Re < 500
2) supercritical - laminar F>1.0and Re < 500
3) supercritical - turbulent F>1.0and Re > 2000
4) subcritical - turbulent F <1.0 and Re > 2000

COMMONLY USED EQUATIONS FOR ANALYSIS OF OPEN-CHANNEL FLOWS

There are three major approaches to modeling open-channel flow in PHABSIM: 1)
step backwater method (WSP program): 2) Manning's equation method (MANSQ
program). and 3) empirical stage:discharge equation (IFG4 program) .

CONTINUITY AND MASS BALANCE : o
The water surface elevation.in a stream defines cross

-sectional area of

- flow.- [f velocity is also known:- discharge can be calculated using the 77— T

equation of continuity: . R e

14
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where: ‘ .

Q = discharge '

V. = average velocity of flow through the cross section

A = area of cross section of flow B A S

~ Under ideal conditions in which no gain or loss of flow occurs between .
—two sections -in 3 stream that ‘defines a control volume. 3 Mass Balance is
given by: . _ ' g ‘

MANNING'S EQUATION » o
The Chezy equation was introduced in 1768 by a French engineer designing a
canal for the Paris water supply. That equation is:

V=C(RGS)? (4)

where: .
C = square root of acceleration due to gravity divided by a constant
R = hydraulic radius

S = slope of energy grade line

In 1869. Ganguillet and Kutter published a rather complicated eguation

for C that received considerable popularity. Gauckler in 1868 and Hagen in
1881 arrived at the conclusion that the data used by Ganguillet and Kutter
were fitted just as well by a simpler equation stating that C varies with the
sixth root of R. According to Henderson (1966). in 189] the Frenchman Flamant
wrongly attributed this conclusion to the Irish engineer Robert Manning. and
expressed it in the form: - ‘

15
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Manning's equation in British units is expressed as:

V= jL;;;ﬂi Rz/ﬁ S;/Z' (6)
where: ' )
V = mean velocity in channel. in feet per second
1.486 = English units correction (cube root of 3.28 feet per meter)

8
R = hydraulic racius. in feet.
S, = slope cof energy grade line.
n = coefficient of roughness, referred to as Manning's n.

By substituting into Q=VA. Manning's equation equivalent (English units)
s expressed as:

sl? a4 (7)

O = 1.486 R2/3
n

ENERGY BALANCE AND BERNOULLI'S EQUATION

In Manming's equation, the slope reguired as an input is the slope of
the energy grade line. This slope is defined as the difference in total
energy at two {(or more) channel sections. divided by distance between them.
The total energy at a channel section is found with the open-channel form of
Bernoulli’'s equation:

H=2z+d+ v (8)

where: C
‘ total energy head. in feet (meters).

. elevation of the bed. in feet (meters). - L
- average degth;fon_section,_jn feet (meters). ~.. -—..*.
;* average velocity in feet per second (meters per second).

=" acceleration of gravity. 32.2 ft/sec (9.8 m/sec,) .

Q <o~ I
T
nznwonon

For practical purposes. it can be seen (Figure 2) that the terms z + d
equal water surface elevation (WSL) for a given cross section. Referring to
F1gure 2. slope of the energy grade line is:

16
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.sections .of the stream...__,_n_ -3 .

EVR

PREDICTING THE STAGE-DISCHARGE RELATIONSHIP

- The determination of the relationship between stage at a cross section
and discharge associated with that stage is the first step in hydraulic
calibration and simulation phases of PHABSIM. The stage or water surface
elevation is used for simulation in two ways: (1) depth distribution js found

distribution. [f stage and bed elevation are known, depth may be determined
at any location on the cross section.

relationships. Approaches described in this section include: (1) use of
Manning's equation when uniform flow is assumed (MANSQ): (2) calculation of
water surface profiles under conditions of gradually varied flow (WSP)- and
(3) direct determination with varying numbers of measurements (IFG4 or
STGQS4) .  These three approaches represent three main hydraulic modeling
options within PHASSIM usirg the models MANSQ. WSP. and IFG4 or STGQS4.
Detailed treatment on specific application of these models is presented later.
The generalized concepts for each of these three approaches to determination

of the stege-discharge re]ationsh?ps are considered next .

MANNING'S EQUATION ASSUMING UNTFORM FLOW CONDITIONS (MANSQ)

This approach can be used to determine the stage-discharge relationship
for individual cross sections. The uniform flow assumption allows use of
measured hydraulic slope instead of energy slope, since. by definition. they
are equal. In addition. this approach assumes that flow variations caused by
changes in channel configuration are negligible (i.e.. no backwater effects)’
Generally. the more uniform the channel, the more reliable the results using
this approach. As the channel becomes Tess uni form, reliability of the
results deteriorates. The application of the MANSQ mode) in pools is
generally problematic since pools are generally created by backwater effects
of a downstream hydraulic control. - .. .

l Several approaches may be used in prediction of stage-discharge

e —— e - - m - e

~In this approach, Manning's equation is solved for n at one discharge,
for which the following measurements must -be made: (1) ‘water surface
elevation and discharge at the measured -flow, (2) hydraulic slope: -and (3)
dimensions of the channel Cross section. No velocities are required at cross-
sections (except-to obtain a discharge measurement) -~ - .

I .
1
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The cross-sectional area and hydraulic radius are determined by cross-
sectional measurements and stage. Manning’s n may then be computed for the

cross section by solving Manning’s eauation for n:

n= 2:488 pan iz y " oooan -

~
B R L T e .

Manning's n is then assumed constant in subsequent calculations where
new stages are calculated for different discharges.

Typical values of Manning’s roughness coefficient n in a natural river channel
are given 1n Henderson (1966) as:

Clean and straight 0.025 to 0.030

Winding. with pools and shoals 0.033 to 0.040

Very weedy. winding and overgrown 0.075 to 0.150

Clean straight alluvial channels  0.031 aV’

(d=D-75 {3rd quartile} size in ft)

The photographs given by Ven Te Chow in his books form a useful suppliement to.
or even substitute for. field experience.

WATER SURFACE PROFILES UNDER VARIED FLOW CONDITIONS (WSP)

In many cases. assumption of uniform flow cannot be made. either because
of channel conditions or because of modeling requirements of the instream flow
study. The computation of water surface profile is a means of more accurately
determining the stage-discharge relationship where interactions between the
water surface of adjacent transects are directly computed. While the
computations required for calibration of this type of model are more tedious.

several computer programs are available that are capable of rapid computation
of the water surface profile.

The determination of water surface profile requires essentially the same
kind of data as the previous approach. However. the computation procedure is
much different. This approach determines energy losses between two cross
sections under assumed conditions of depth and roughness. The following
discussion of this method is very general. For specifics. see the references
at the end of this chapter for introductory texts on open-channel flow. Given
the discharge. elevation of the bed. distance between cross sections, and an
assumed value for Manning’s n. the computations follow this general sequence:

1. Starting at the downstream-most cross section. a water surface
- elevation is assumed'or given: For the next section upstream, an
- elevation.is assumed: this-elevation will-be verified or rejected
on the basis of subsequent calculations.
2. The depth of. flow is computed for corresponding water surface-
SLrooelevations: caier 7D TR Dot T s Tohy Ll :

e - P A TR IR R S . R . -~

37 The cross-sectional area is determined from channel ‘dimensions and:
: . assumed water. surface elevation.

-
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4 - Tne mean velocity is calculated using the continuity equation for
the known discharge and cross-sectional area. - " =3¢7... & .
..-_.‘.:.; e, . - R . . - - ._“' ."W_‘ . )

£ ..~-The velocity head (V2/2g) is calculated.”and total/head determined

by addition to the .starting water surface elevation. =. '

' PR e R R TP R . PR . - . R R .7..-.. . . ,'_., -
A separate set of.calculations is then made using Manning’s ‘equation: . . -

6. The hydrau]ié radius is determined fdf-fhévérdés section. déing
~ == tnhe-above assumed water -surface -elevation..- -iet .. ese
i Tne energy slope between adjacent cross sections 1s determined by:
n? v?
5 (11)
2.22 R
where:
n = assumed value for Manning's n
V = mean velocity calculated in Step 4 above
R = hydraulic radius from Step 6 above
8. The friction loss beiween two adjacent cross sections is found by

multiplying average energy slope by the distance between stations.

9. This friction loss is added to the computed total head at the
first station. to give total energy head at the next upstream
station. If the value obtained does not agree closely with that
found in Step 5. a new water surface elevation 1s assumed and tne
process repeated until agreement 1s obtained.

10. Even though internal agreement may be obtained within
computations. computed water surface elevations may not agree with
those measured in the field. In this case. the value of Manning’s
n is changed. and the process repeated until energy-balance water
curface elevations calibrate with observed water surface
elevations.

11.  Once calibration is achieved. Manning's n 1s assumed constant. and
the flow ?rofile computed for other discharges of interest. (If
additional water surface and discharge measurements are availabie.
Manning's n value can be varied as & function of discharge).

DIRECT DETERMINATION OF STAGE-DISCHARGE RELATIONSHIP (IFG4 or STGQS4)

— - One method of obtaining a relationship between stage and discharge is to
measure the discharge at various stages from stage of zero flow to bank full
and to develop an empirical regression equation relating discharge to stage.
Water surface elevations (WSL's) from WSP are recommended for the .
calculations. - In general, water surface elevations from WSP are recommended
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over those obtained from a stage-discharge re]ationshiq because of the
O -

variable location of hydraulic controls at different flows.

~ A stage-discharge relationship is influenced by a number, of channel
factors such as cross-sectional area. shape. slope, and roughness. The
interaction of these factors control the stage-discharge relationship. If the
stage-discharge. relationship does not change with time. the control is stable
and can be used without adjustment Tor changes over time. ‘ o '

The stage-discharge equation can be assumed to be of the form:

O =a (WSL - SZF)? (12)

where:
Q = discharge

WSL = stage or water surface elevation

SZF = stage of zero flow

a = constant derived from measured values of discharge and stage.
b = constant derived from measured values of discharge and stage.

This equation can be transformed to a lTinear relationship between stage
and- discharge by taking the log of the equation. A simple linear regression
is then performed to develop a predictive equation. To determine stage for
any cross section at any interpolated or extrapolated discharge, stage is
calculated directly from this empirical equation. An example of a measured
stage-d;scharge relationship for Oak Creek near Corvallis. Oregon, is given in
Figure 3.

VELOCITY-DISCHARGE RELATIONSHIPS

The second step in hydraulic modeling within PHABSIM involves
determination of velocity profiles at each cross-section within the river.
PHABSIM models velocities for single cross sections, and uses the results to
represent stream segments. When taking mean column velocities, also take nose
velocities and vice versa. This allows for a better job of simulating nose
velocities or mean column velocities. respectively. If the velocity
distribution is measured for each flow of interest. data can be used directly
and no analytical procedure is needed to estimate the velocity distribution.
This is being done more frequently with intensively studied and managed
rivers. In most cases. only limited resources are available to do field work
in_any particular instream flow study: hence, estimates must be made of the

T N L OO U FUP PRI ey S -:agznﬁ;:mxuefa";.. .
.- Velocity predictions are made using techniques that are similar to those
used to predict stage. However. for any discharge. there is only one stage per -

Cross section whereas. velocity varies- from place-to place across each cross- -
section. Figure 4 illustrates two ways of expressing the velocity: »=7% . ~~ii

distribution in a channel. - Figure 4a- shows:the distribution as a series o
contour lines, connecting points of equal velocity (real world). Figure 4b

20
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In the following discussions. approaches 1o ashin.
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st section describes

use of Manning's equation where no velocity measurements are made to calibrate

l the equation.” The second section discusses calibration of Manning's n with a
series of measureg velocities at one flow. The third section describes 3
procedure using more than one set of measured velocities.

Figure 3 100

Tachirse In Exbic Feer Por Secomd

L. L Il 1 1 313)] t L
&1 1.0 4.9
Stage {3 - IF) in Feqr

1

21 . -

. o - .

PR | Py A . .




e = on = S0 o0 BE B NN BN BN SN D BN BN BB R WS EN

Figure 4

[

‘ - - - - - o - - -
vy ! S VY. | Ve lYe | Y7 |Vva jvg | V5i%,
2.00.2,03(2.05 [1.5a{1e]|.7s | .4cf.3n | 253

L

MANNING 'S EQUATION WITH NO VELOCITY MEASUREMENTS

THIS METHOD IS NOT RECOMMENDED:

- This approach requires the stage-discharge relationship to be known from
some previous computation procedure. Other data requirements include
dimensions of the cross section and siope (S, if uniform flow assumption is
made, S, if gradually varied flow). A knowledge of roughness (Manning's n)
for each cross section is also recommended. The Manning’'s n value is used as
a velocity distribution factor for each cell of each cross section. This
method is not recommended. but it may be used in cases where no cel)l
velocities were measured. It is more accurate to measure a set of velocities
for each cross section than to estimate n values.

The computation procedure is started by subdividing the cross-section
into & series of computational cells. as shown in Figure 5. Each
computational cell has geometric properties of cross-sectional area (3,).
hydraulic radius (r;). and each has a roughness coefficient (n,). The
following assumptions are made to continue the computation procedure: .

1. The slope is the same for all computational cells.

2. There is no slope of the water surface normal to direction of flow

‘ (1.e.. no tilting across the channel). . This is assumed by all of

.- the hydraulic programs. except IFG4 option 18..which does not work
with habitat modeling programs: T ,

22 .




3. - .Each channe]{ségmentfis*tnapéZoiQa];{rjght_angles_at'the;watgrl;:{h;;
+ = »--surface but not on stream bottom}. :'- & - ° Tl R
creaT e . R LT SICTAER A SRR S K

The ‘mean Qé1oc3tjﬁfbhﬁeach:éell ma}.bé—éaibuiéiéa'from:MSnd{néis
equation as follows: mwwrziansre b L siss CE T e e

- A e . e e g e S s
D B A T L Pl SRS LI Cd !

'i'.—"'“. ey - EE AR e e T I B < .- P

H - -

DR e T
— . P 21 T, - oDl - .. S

PR

v, = mean velocity of cell segment.

i = hydraulic radius (a,/w,) for cell. .based on stage as determined
previously. and on dimensions of the cell.

S = slope. as previously described.

n, = roughness coefficient for cell.

I

he calibration of this equation could be simplified considerably by
assuming that the roughness coefficient is the same for every cell (i.e.. n, =
M...= 0. =n,). where n. is the roughness coefficient for the whole cross
section as determined in computation of the stage-discharge relationship. The
validity of this assumption depends on uniformity of the channel and channel
materials. roughness of the banks. and so forth. In most situations. it will
be apparent that assumption of constant roughness will not be true. In other
cases. there will be cells that will be out of the water at the same time the
calibration measurements were made (for example. segment 8 in Figure 5).

Either situation may require an estimation of Manning's n for a particular
channel segment.

Figure 5
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MANNING'S EQUATION WITH ONE SET OF VELOCITY MEASUREHENTS o

THIS: IS THE CURRENT RECOMMENDED :METHOD! . .

" Referring to the Cross séction shown in Figure 5. 'suppose that in
addition to slope, width, depth: and discharge. a measurement of velocity was
made at each vertical column separating each computational cell. Such
veiocity measurements would be repeated for each cross section. Each channel
segment could then be assigned an average velocity. calculated from the
measured velocities on either side of the segment. In this case. roughness
for each cell may be calibrated using Manning’s equation:

n, =

-

1-386 p3/? g1z (14)

The roughness can then be used in simulation of velocities at other
flows. This method provides a more accurate prediction of the velocity
distribution at each cross section.

DIRECT DETERMINATION OF VELOCITY DISTRIBUTION

THISMETHOD ‘IS NOT RECOMMENDEDY

- Figure 6 shows a cross section in which the velocity of each
computational cell is determined at each of three different discharges. The
average velocity for eny computational cell where two or more such velocity
measurements have been made. may be related to total discharge:

v, = a; Qf‘ (15)

where v, is mean velocity of the i-th channel segment when total discharge of
the stream is Q. The constants a, and b, are obtained by fitting a least
squares regression (after linearization of the equation by taking the log). to
two or more velocity discharge data pairs. For discharges not measured. v, is
found by applying empirical constants a, and b, to discharge for which an
estimate of v, is desired.

The concept that average velocity in a cross section is related to the
discharge by the equation v = a Q° appears to be well accepted in the
literature (Park. 1977). The assumption is made that average velocity in a
computational cell is also related to total stream discharge by an equation of
the same form. _ This method provides a.less accurate prediction of velocity
distribution at each cross section.

VARIABLE ROUGHNESS AND SIOPE - * - . ' .

An important consideration in application of these techniques to define
or model! the relationship between discharge and water surface or velocity is
that these relationships can change as-a function of discharge. Figure 7

24




shows the re]ationshi? between Manning's n as a function of discharge and : iy
Figure 8 shows the relatidnship ‘between -energy slope (S,) and discharge at Qak
Creek.” near -Corvallis. Oregon. ‘ItZis apparent ‘that ‘the collection of a single
data set at .any given discharge may not provide an ‘adequate representation of
these relationships over-a very wide range of target discharges. . We will
adgr$ss these issues further during the presentation .of .specific hydraulic
models. R I Lo ey .

A 1 e
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. ’ N .‘_ L :_" éé'l.::_?“-i ’ n.f--',_-_-: ‘ CorL .-l
_The default slope value is-0.0025 and ‘the default Manning’s n value is 0.06.
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Figure 6

Figure 7

Figure 8
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Chaudhry.:M.H. 1993. Open channel flow.

DETERMINATION OF .STAGE OF ZERQ FLOW  --:~

An important-element in use of the PHABSIM hydraulic models concerns the
proper designation of -stage .of :zero flow (SZF). -The SZF is important since it _
s used directly in computations of stage-discharge equations and can
dramatically ‘alter hydraulic simulation results: _Unfortunately. most »
Andividuals -initially have some trouble with proper selection of SZF.: The
easiest way to determine SZF-is to plot thalweg elevations at each cross . ...
section.=moving in an upstream direction as shown in the example in Figure 9.

Lol TR

: transect5 -

transect 4

i
!
transect 1 transect 2 transect 3 |

|
f

THALWEG DEFTH

water surface ]

S2ZF = THALWEG DETPH
AT INDIVIDUAL

TRANSECTS

SZF = THALWEG DEPTH
AT TRANSECT 1

Figure 9.  Example determination of Stage of Zero Flow among transects.

As can be seen SZF at transect 1 corresponds to thalweg depth at this
section and will control the surface of the stream when the water level drops
to this point. Flow will cease. hence the concept of the stage at which zero
flow will occur. It should also be apparent that this same SZF should be used

at transects 2 and 3. The individual thalweg depths should be used at the
remaining transects as indicated. .
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CHAPTER 3: SIMULATION OF WATER SURFACE ELEVATIONS

Introduction . .
Avatlable techniques used to simulate water surface elevations include
use of an empirical stage-discharge equation based on measured data, and
empirical use of Manning's equation. In a third technique that is more
theoretically based, energy loss between cross sections is determined using

---Manning’s -equation and water surface elevations ‘calculated USing the standard

step backwater method of determining water surface profiles in rivers. Each

gf]these approaches and associated programs in PHABSIM are briefly summarized
elow.

1FG4. The IFG4 program uses a stage-discharge relationship to determine
water surface elevations unless they are supplied in the input
data set. When using the stage-discharge relationship, each cross
section is treated independently of ali others in the data set.

WSET4. Enters x.y coordinates. then STGQS4 takes IFG4 data set and uses a
stage-discharge relationship to determine water surface
elevations. STGQS4 uses a stage-discharge relationship to
calculate water surface elevations based on calibration flows.

The elevation data are usually added to an IFG4 data file.

MANSQ. The MANSQ program uses Manning's equation to calculate water
surface elevations. The model is calibrated using one set of
water surface elevations. The calibration coefficient is Beta.
Each cross section is simulated independently of all other cross
sections in the data set.

WSP

WSP. The Water Surface Profile Program (WSP) uses the standard step
backwater method to determine water surface elevations. In the
process. velocities are calculated that may be used in habitat
modeling if velocity measurements needed to calibrate IFG4 are not
available. The model is calibrated to measure water surface
elevation by adjusting Manning's roughness given in the data set.

In the following section each of these programs are considered in some

detail. Topics related to divided flow situations and using multiple
hydraulic models will be covered in the next chapter.

Stage-discharge relationships - IFG4 and STGQS4

IFG4 is one of the easiest pro?rams to use and is favored by
consultants. The stage-discharge re ationship requires-at least three - -
measured water surface elevations to be Tegitimate. Many things at any given
cross section may invalidate a strict linear retationship including overbank
conditions, major obstructions to higher flows, complex channel
configurations, and backwater effects from a downstream hydraulic control.
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Figure 14. Example stage-discharge regression in IFG4. [t is more desirable

to calculate using logarithms, but label the axes with untransformed flow and
stage values. '

Both the IFG4 and STGQS4 programs can be used to derive the stage-
discharge relationship at a cross section of the stream. The STGQS4 program
uses the same computational procedures as the 1FGA program and transfers
resulting ﬁredictions of the stage-discharge relationship to the WSL data

Tines in the corresponding IFG4 data set. The basic relationship is given by
the following equation:

WSL - SZF = a Q% {16)

where:
WSL = Stage or water surface elevation
SZF = Stage of zero flow
Discharge
regression coefficients

]

Q
a,b

Using a log transformation for this equation, results in a linear
function of the form: :

Log ( WSL - SZF) = Log (a) + b » Log () (17)

where water surface elevation has been adjustgd by-sfage of zero flow (SZF).
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discharge. Figure 2 is an example of -3 regression fit for three stage-
discharge pairs using the above equation.

.- =

P . - ~
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. T LT e D 2 B T
Alternatively.” the stage-discharge relationship shown in Figure 2 can be -
derived external to the.IFG4 program using STGQS4: MANSQ. WSP. HEC2 or other.:

appropriate programs.:..Assuming that an appropriate stage-discharge ¢« - - = -
relationship has been developed. distribution of depths across the stream is -
obtained implicitly within the program by subtracting known -ground/stream bed -.
elevations at-each vertical:from predicted water surface elevation at the »-
transect at the specified discharge. .. =~ & & T T S

MANSQ Program

MANSQ uses Manning’s equation to calculate the water surface elevation
dl a cross-section. The program requires one set of water surface elevation-
discharge pairs to calibrate the model for each cross-section. Efach cross-
section is assumed to be independent.

Manning's equation can be written in the form:

1.49
Il

Q:[ *» §1/2) 4 2 4 p2/3 (18)

In most applications of MANSQ there are two unknowns: the roughness n and the
energy slope S. These two unknowns can be combined using a Water Transport
Parameter (K) defined in the formula:

0= KA R*? (1%)

and the value of K (a function of n and $"?) is determined from one set of
discharge-water surface elevation pairs. The program also uses the equation:

- L
xe oo)” (20)
K= !_Co(_R_o)B ' (21)
-, 1

where:

[

subscript o refers to calibration values: and
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the #'s are coefficients supplied by the user

The calibration of the MANSQ program involves a trial and error
procedure to pick a # value that minimizes error between predicted and -
observed water. surface elevations at each transect.- The channel conveyance
factor (CFAC) from REVI4 works out to be an excellent starting estimate of 8
(range is 0.0-to 0.6 with 0.15 not bad). - If more than one set of discharge-
water surface elevation pairs are available. the value of 8 can be determined

- as part of calibration of  the model=~ The-MANSO'program-caICU1ates-avera?$"---

velocity in the channel and should not be used to simulate individual ce
velocities. The IFG4 program should be used to simulate individual cell
velocities.

WSP Program _ _
The purpose of the WSP program is to simulate water surface elevations

in the longitudinal direction along a stream. Velocities can also be
simulated across the cross section. The calculation of water surface
elevations start from a known water surface elevation at the most downstream
cross section ard uses the standard step backwater method to calculate water
surface elevation at the next upstream cross section. The water surface
elevation for the most downstream section must either be supplied by the user
or the energy slope at the cross section must be given. If the slope is
given, water surface elevation is calculated using Manning's equation. The
Manning’'s roughness must be supplied for each ¢ross section and may be varied
either in the longitudinal or transverse directions as necessary and
appropriate. The calibration data set is used to select roughness values that
cause calculated water surface elevations to match as close as possible to the
measured water surface elevation profile. If roughness is varied in the
transverse direction (1.e. across the cross section) then the velocity
distribution can all be matched to the observed velocity distributions. This
method 1s not recommended.

In many cases only one set of velocities and water surface elevation
measurements are available to calibrate the WSP model and most often the
downstream transect is located at a hydraulic control. Water surface
elevation is used in the calibration phase to obtain the energy slope at this
transect. This slope is then used to determine initial water surface
elevation for all discharge of interest. The WSP model is calibrated by
adjusting roughness in Manmning’s equation. In the case of variable roughness
across the cross section, Manning’'s equation is written as:

ncells 1.49
= Y =22 wrPea xs12 (22)
- _—— - -n; e e - TR - -

where: , : :
- Q - =_." total discharge at cross section - el A
© ncell == total number of cells across the cross section
Ny [ = ‘roughness at cell i.- -..itelnn inD oo ST
32




"y Fu. hydraulic cradius’ of cell-i = depth of cell i - ¢ S ws -
A8, wrrE L tarea of cell v 7oy s s et S0 0y BT L
- S = _zenergy slope at the cross section = - Foarivocl ool o

As was noted in the previous chapter, roughness varies as a function of
the discharge. The WSP model will allow computation of the change in
roughness as a function of discharge by using roughness multipliers. The
roughness multipliers are used to adjust all the roughness in the cross =
section at-the -specified discharge using the following equation: -~ - -

E

ngo=ng M, . (23)
where: '
N, = Roughness in cell i at a discharge of Q
n, = Roughness 1n cell i computed at the calibration discharge

Roughness multiplier at discharge Q: equals the Water Transport
Parameter at the calibrated discharge divided by the Water
~ Transport Parameter at any given discharge.

The value of the roughness multiplier M, can be different for each
discharge and will adjust the roughness for every cross section in the study
reach at the specified cischarge. Alternatively. we can rearrange Manning’s
equatg?n to give hydraulic radius and area product terms as the independent
variable: :

- (Q+*n)
Ar (R - (1.49 *x §/2) (24)
where:
A = Area of cross-section
R = Hydraulic radius
Q = Discharge
n = Manning's n
S = Slope

[f we assume that roughness., n. and energy slope, S. are constant for
all stream flows. then hydraulic radius (R) may be calculated using the
results from calibration of the WSP program. Given the shape of the cross
section, water surface elevation may be calculated because the term AR is a
unique function of the water surface elevation. Let K be defined as:

k- (1.495%2) _ 0
n P ',‘“A_-R?/,’

- (25)

Therefore. if the relationship between K and Q is known. then water -
surface elevation may be calculated. Also the value of M, can be considered a
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way of adjusting slope as well as roughness. In many cases the USGS discharge
measurement data can be used to derive an approximation of the function for K
n the above equation by making the assumption of constant slope. An example
of the determination of roughness multipliers is given in Appendix A of
Information Paper 19. .~ . - . . . T T,

" - -, - - n

- - , R . C oy
- o~ ) . S B

Theory of WSP program - - S - '

- - The-WSP model-is a water- surface profile program that provides very - --
detailed depth and transverse velocity information. The mode] can be used to
predict the horizonal distribution of depth and mean column velocity over a
range of stream flows with one set of field data. The objective of this type
of hydraulic simulation is to be able to predict how de?th. velocity. and
widths vary for each cross section over a range of simulated discharges.
Specific hydraulic relationships between physical channel and discharge must
be met to evaluate these changes in reference to a stream study segment.

These relationships are defined using concepts of mass balance
(continuity) and energy balance. The following example illustrates the step
backwater computational process and introduces the relevant equations. In the
example, a two Cross section case will be described. When more than two Cross
sections are involved the process is repeated step-wise upstream: hence. the
term step backwater. Note: For ease of presentation here. velocity, area.
and flow variables are generally discussed for tranquil flow and for the
entire cross section rather than for multiple cells in each cross section.

For multi-cell cross section, certain computational details differ. The

procedure calculates both a flow balance and an energy balance between the two
cross sections.

The flow balance is calculated using the continuity equation:

@, =0 +40 (26)

where:

Q , = flow at each cross section as specified by the user
ab = specified change in flow (usually zero) between sections

The velocity is calculated using the following equation:

IR er
P

0. | .
v, = ;i : : (27)
where: - .. -
V. = wvelocity at a cross section i
Ay = area of cross section i .
Q- =2 flow through cross section i:" < * = -

-~y - . . - : - H -~ R
TR e e T - R
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The energy balance is calculated using: ¢ -

DSiTew g hanevih 2vs o o s 1ol
a ~.rn 373 ~ R e ey - r . 5y )
M H, = H, +AH : E (28)
TR T R T A I - hg il
S L PR T St S S
where: —woonoomc sgren sl s 2T panens T e e
- H, 7o = -total energy.at each cross section LS LEmor }

aH:T="itotal energy.1oSses as watér moves downstream -

The total enekgy véiﬁeldf the stream'ét a given érbsslsection'ﬁé'derived fro
the Bernoulli equation (Chow 1959).

Hezade ¥ (29)
2g
vhere:
z = elevation of channel bottom
d = depth of water
v'/2g = energy component due to flow velocity (called velocity head)
v = mean column velocity of water
g = gravitational constant

Between two points on the stream the Bernoulli equation can be written as

2

2
MPRPRTE. % - losses (30)

z, +d, -~ 2g

This equation shows the net effects of energy. Effects due to change in bed

elevations, depth and velocity are accounted for by losses accumulated between
Cross sections.

A third equation is used to relate energy and flow values so the
procedure may cross check between flow and energy batances. Using user
defined values of discharge (Q). roughness (n). calculated values for area (A)

a?d hygraulic radius (R). Manning's equation is used to define the energy
slope S,;:

- Q; n;
U ¥ —.[R;,J PR 2 . . 3D
where: . C
Q, = discharge (cfs)
n, = roughness coefficient
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A, = cross-section area (ft?) o
R, = hydrau]wc radius (ft), e.g., area divided by wetted
' perimeter
S = energy slope (subscripts refer to any cross section i)

ef

Manning's equation is empirical. The roughness coefficient n 1s used to
quantitatively express the degree of resistance to flow of the channel. The
value of n 1s an indication of roughness of the sides. bottom. and other
irreqularities of the channel profile:™ The-value is used to indicate the net
effect of all factors of water downstream. The roughness coefficient is
1nverse]y proportional to velocity and strongly affects the velocity
calculated by the WSP program.

Several basic assumptions are made in development of the water surface
profile. These include assumptions that steady flow condition exist during
the‘geriod field measurements were made and that boundary conditions remain
rigid.

The basic step-backwater approach to compute water surface profile
proceads as follows:

1 Starting at the ferthest downstream cross section. a water surface
elevation (WSEL,} is taken from user-supplied values or calculated
from the user- supp11ed energy slope calculated from Manning's
equation.

2 The energy slope for cross section 1 (S,) may be calculated from
Manning's equation if water surface elevat1ons are supplied or may
be used directly if energy slopes are supplied. (Values of A R,
and V are determined from channel geometry. WSEL. and flow.)

3. The water surface elevation at the next cross section (WSEL,) is
estimated by projecting S, upstream the distance (L) between the
two cross sections.

4. The energy slope at cross section 2 (S,,) is calculated using
Manning's e?uations and an average slope for the section is
determined from

= function( S, . S,,) (32)
5. Flow and energy balances at the two cross sections are performed
u51ng
' 02 = Ql . (33)
and o : Srginet i e
36
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L H S S obher To¥sds) T T TR g
o Tt = Q, = steady flow at both cross sections , )
T - H.. H, = total energy at both cross sections ~ir ‘" i
R ST Se‘.“ ToOSET energy ] 0s5€s =over‘ the di_stancef'y . '

77 Other osses such as expansion and eddy losses are ‘caleulated
_ 7 'Within the program. . BT ) o )
6. The water surface elevation at the second Ccross section’is

calculated by removing the velocity head from the total energy
head yielding:

4 (35)
WSEL, = H, - 3g
7. Tne WSEL, values from steps 3 and 6 are compared and a numerical
technique is used to adjust the estimated WSEL, velues.
8. Steps 3 through 8 are repeated until there is close agreement
between estimated and calculated water surface elevations.
9. The entire process is repeated for cross sections 2 and 3. 3 ang

4. and so on until all cross section are processed.

A user should note that the computed water surface elevations may not
agree with those measured in the field even though internal agreement may be
obtained within the computations. In this situation. the value of Manning's n
1S changed by the user and the rogram rerun until the energy-balanced water
surface elevation calibrate with observed water surface elevations. After
calibration is achieved. Manning’s n is assumed constant and the flow profile
is computed for other discharges of interest.

The basic step-backwater procedure works well when discharges computed
for the transects are in close agreement. The WSP program utilizes a method
of discharge balancing to compute water surface elevations and velocities.
When the user specifies a calibration discharge the program assumes that each
Cross section will convey that same flow. However, 1f computed discharge is
different from specified discharge. the error may be transferred to adjacent
Cross section. If any errors are made in initial discharge measurements. the

__gq]jbrapjog_gfhthe_mode]_qjjllbeve;tremely;giffigglp_and may.be-in error. - -

- The prpbiem of beihg dﬁab]é tb'égiibéét'eﬁg‘Symbtomatic of SevéraT-;
potential sources of error: * - R O e TN AU St

v —_—

P SRS U I SRS 5 SEED oL ": [ '.-_"_‘7_.5_‘ E
1. Unsteady flow (fiow was not the same at each cross section becadse E
Tt:changed over the measurement”period); . . . L -

NS
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2. An error in stage measurement(s): and

3. Multiple errors in velocity measurement.

Calibration of a WSP data set o - :

The objective in calibrating a water surface profile is to have
calculated water surface elevations and mean column velocities for the input
discharge match those actually measured in the stream. This process 1S~~~
achieved in two stages. The first step is to match predicted water surface
elevation with the water surface elevation measured at each transect. The
second step is to match predicted mean cell velocities with corresponding
measured velocities across each transect. Unfortunately. calibration to
velocities often has an influence on predicted stage: therefore. this _
calibration process must sometimes be iterated several times. Under current
accegted practice, the IFG4 program is used in all velocity calibrations. and
simulations and use of WSP for this purpose is strongly discouraged. Note
that the U.S. Geological Survey gauging station criteria accepts within plus
or minus 5%.

Both calibration stages involve modification of roughness coefficients
for each trensect. Normally an increase in roughness coefficients increases
predicted water surface elevation and reduces velocity. Decreasing Manning's
n usually reduces predicted water surface elevation and increases velocity.
However. from analysis of Manning's equation it can be seen that the potential
exists for some unexpected results.

V= 3'—]14-?- R2/3 gl/? (36)

A progressive upstream increase in value of n sometimes has the effect
of significantly increasing slope (S,) and slightly reducing hydraulic radius.
he effect is that the larger produc% of these two terms offsets the increased
resistance to flow. which resulfs in an increase in Velocity (V) rather than
the expected decrease, This effect appears to happen more frequently for
increasing n than the opposite effect when decreasing n. Although this
phenomenon does occur occasionally. it is Tess likely that decreasing n will
result in a cecreased velocity.

The ability to calibrate a stream section to the precision required by
the model will vary with hydraulic characteristics of the stream. Steep,
rough streams will. exhibit-large fluctuations in water velocities and water
surface elevations. and will: be difficult to calibrate. . Conversely. slow <
moving streams will have few hydraulic fluctuations-and may be easier to
calibrate. - Normal: precision standards are to keep the predicted stage within
+ 0.1 ft of measured stage and keep predicted velocities within £ 0.2 feet/secC -
of measured velocities : we can generally do a lot better. We can get to
within-0.01 to 0.05 feet in the water surface elevation calibrations. -
Investigator must be aware that specific situations may require establishment
of more lenient or strict standards.
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» .~ With these considerations in mind and the :Anput ‘file checked -for data ;= =
entry and measurement errors. the data set-can be calibrated to water surface -
elevation -at each cross section. -This is accomplished by adjustment of the n
values for all cells in each cross section until .Close agreement s achieved
between calculated and observed water. surface elevations. “Adjustment of n

values for a cross section can be approximated using:: . @ oTcootir .

WSEL,
WSEL, (37)
where:
& = new Manning's n velue
n = previous roughness value
WSEL. = observed water surface elevation
WSEL. = Calculated water surface elevation

This use of a uniform n value for each roughness cell in a ¢ross section
will usually not produce the same velocities as were measured in each cell.
Since the IFG4 program should be used later for velocity calibrations. this is
not of concern.

Hydraulic Controls -

Transect selection for a stream study segment should definitely start
and preferably end &t hydraulic controls if at al) practical. Calibration is
considerably easier end better whan starting and ending transects are located
at hydraulic controls within the study segment. It is frequently possible to
alter the water surface profile through an entire stream segment simply by
modifying roughness of the downstream control. One overriding principle of
the WSP model 1s that the most downstream transect must be on a control and
all other controls in the stream segment must also be defined by a transect.

The first problem usually encountered is that the most downstream
transect is not a control. The next problem occurs when a contro) in the
middle of a stream segment has been missed in the field analysis. Another
factor that occasionally causes calibration trouble is when the last cross
section (most upstream one) is not on a control. This causes problems when
the approach to an upstream control is Steep and it becomes difficult to
calibrate WSP when the last cross section is in a pool. It is very difficult
to impose a sharp break in hydraulic slope when no upstream control is given
as a reference point because the WSP program calculates stopes both downstream
and upstream of a section and averages them for an estimate of slope at a =
section --~Typically --predicted water surface €levations "in upstream pool areas
will be too high and the only way to bring them down is to use ridiculously °
small values of N.- This problem is symptomatic of a rapidly varied flow
situation where WSP should not -be used. TR 3T T T
One technique that- can help solve the problem is tovestablish a bogus
control section at -the upper end of the study segment.  :Quite simply, this’
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means that coordinates of the previous control are reproduced and given a bit
more elevation than the previous control.. This new section is then placed an
appropriate distance upstream from the pool. section. - Sometimes the field crew -
wi?] miss the downstream control and the control between a pool and some '
upstream feature.: This is very similar to the previous problem and the -
solution is also similar. With this type of problem. elevation change between -
the pool and the control is large and the resulting predicted water surface
eievation over the control- 15 L00 10W. = v - com om0 e e

Usually the data analyst will be unaware of this problem in early stages
of calibration. The symptom that one should look for is the need for very
high n.values at a control section to get predicted water surface elevation
high enough. Usually a new transect positioned within the steep approach
section will eliminate the problem. To determine coordinate elevations and
stationing for this artificial transect. we normally average corresponding
elevation from downstream and upstream transects and position the artificial
transect halfway between.

The user may be alarmed at the idea of adding data to get a model to
perform. These artificial transects are used to obtain agreement between
predicted and measured values without resortin? to equally artificial
modifications of Manning's n. These artificial transects can be completely
eliminated from the habitat programs by utilizing reach length weighting
options in MODRLW that changes the TAPE3 file. This is accomplished by a
change in upstream weighting of the new transect to 0.0. The net result is
that the haBitat programs will ignore the artificial transect in the analyses.

Divided Flow ‘

Calibration of the WSP model can be difficult when flow splits into two
or more chénnels. There are two generic types of problems presented by
divided flow. The first. and most common. 1S equalization of water surface
elevations on both sides of a flow division. The most common cause of this
problem is crossing an island with one straight transect when a dogleg
transect should have been used. By their very nature, islands rarely have the
same bed and water surface elevation at equidistant points along the bank.
Ideally . the transect should have crossed the island with a dogleg in order
to obtain an equal water surface profile on both sides of the island. In
braided channels, this will be the rule rather than the exception.

The two elevations may be averaged if the discrepancy between two water
surface elevations is small compared to the difference in elevations between
transects. However. if the discrepancy between water surface elevations is
large, bed elevations of the smaller channel may be raised or lowered a -
distance equal to the difference in water surface elevations. 'If either of

these options is. not acceptable to the user.. flow may be partitioned through _ ¢ . .

each of: the channels and each channel then calibrated as if it were a separate.

stream: - o i TR AR S
B L FPCL L SN T Akt hheir: 1 S L L L AL IO
- Flow partitioning is a necessity when. the channel. around one ‘side of an-™ -
island is much:longer than around- the other. side.- When the length of one
channel: exceeds- the- length: of- the' other. by a. factor. of: 1.5 or more, flow.

partitioning should be considered.:: In essence.” flow partitioning: involves "~ =:
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breaking u?- I
channel .- The program is.calibrated ;for :ach channel ‘at the component * :-.-

discharge as if it were a separate stream.- At the calibration discharge this <

1s a relatively easy procedure because field notes contain al) the information
needed to break-out -component discharges::-The problem arises when alternative
stream flows are modeled.: At-discharges other than the calibration discharge. -
proportion of .the total flow carried by either channel changes as a-function -

of total discharge. The process of flow partitioning is very difficult. - It-........

is advisable to consult an experiericed hydraulic engineer before attempting -
analysis. - LR

The problem is to cetermine component discharges at a range of
unobserved flows so that a rating table can be built. This is done by first
calibrating component chanrels as mezsured; then for some unobserved total
discharge. component flows for each side channel are split out by estimation
and run individually through the model. The energy loss between two channels
must be the same for water surface elevations to equalize at the head of the
island. The two component flows giving the same energy loss for both
channels, which equals total flow in the channel. are the proper comaonent
flows. Such ratings can be built empirically.

Discharge Balancing

The above procedure works well when there 1s good agreement between
cemputed discharges for all transects. However. errors in dischargs
measurements will result in calibration difficulty and error. This problem is
due to a procedure used in both WSP and IFG4 called discharge balancing.
Discharge balancing means that if 100 cfs is entered on the QARD card. it is
assumed that each cross section is conveying 100 cfs. Suppose that one of the
Cross sections has a computed discharge of 150 cfs instead of 100 cfs  In
this instance. it will be impossible to match all measured velocities without
inducing an error in predicted stage. In fact. if velocities are matched to
the detriment of the stage. it is likely that the error will carry over to
adjacent transects. Therefore. an important first step in this instance is to
isolate and correct the error.

This problem is symptomatic of severa) potential sources of error: (1)
unsteady flow: (2) an error in stage measurement: (3) multiple errors in
velocity measurements: (4) the basic difficulty in obtaining consistent
discharge measurements in com€1ex channel geometries with turbulent flow
characteristic of most natural river systems. In the latter case. one is left
with the obvious gap between reality of the natural world and the simplistic
view taken by available modeling choices.

Unsteady flow can be determined by comparing discharges computed for all
Cross section.-- If the discharges progressively increase or decréasé. flow may -
be unsteady. If no pattern emerges, the investigator should check his -

equipment and transect location. Assuming that flow is steady. it is poss1b1e' |

to isolate and correct the problem by checking stage and velocity data. -~ - -
Unsteady flow can also be determined from cross section staff gage readings.

The best practice is to take staff gage readings at the start and end of each
set of cross section velocity measurements 1O ensure ability to calibrate the -
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model if unsteady flow occurs.~ If the gage reading is the same for all cross
sections, flow is steady. It is imperative that gage readings be recorded in
order to quantify unsteady flow condition. - : 3 . .

It is relatively unusual for-a surveying crew to obtain a bad reading on
water surface elevation. However. it is not uncommon for.the back sight™ - ..
reading to be incorrecily recorded or for a mistake in arithmetic to occur in
computation of instrument height or water surface elevations. Gross errors
should have been detected-in water surface calibration: However. - subtle but
systematic errors may be found by comparing cross section survey notes with
the stream gaging notes. You should come fairly close to obtaining the
surveyed bed elevation by subtracting measured depth form given water surface
elevation. There will be errors in the comparison, usually on the order of +
0.1 to 0.2 ft. However. error should be random--some bed elevation too high,.
some oo low. and some right on. If you find that bed elevations computed by
subtracting depth from stage are consistently low. it is likely that water
surface elevation is too low. The converse is also true. |f you detect an
error 1n measured stage. you should correct the error by raising or lowering
the measured stage by the average bed elevation error as previously computed.
Then. you should recalibrate the model to the new set of water surface
elevations before proceeding on to velocity calibration.

The most common violation of the continuity equation is poor quantity
stream gaging. The source of error ranges all the way from complexities of
the channel to poor field work. In any event. by the time field notes are in
hand. it s usually too late to remedy the probiem by re-measurement. You
should first check velocities in the field notes to make sure one or more
mistakes have not been made in recording velocity. Be sure to take and record
staff gage readings immediately before and after taking hydraulic
measurements.

If all of the velocities are properly recorded. recheck the relationship
between depth and bed elevation. If computed discharge is too high, it could
be caused by an overestimation of cross-sectional area. Try re-computing the
depths by subtracting bed elevations from stage. Then re-compute discharge
using these computed depths. If re-computed discharge converges with
calibration discharge. it may be assumed that the velocities are probably
correct.

Usually. bad stream gaging is a result of poor estimation of mean column
velocities. If not. errors may be detected in stage or bed elevations. If
there are no random, gross errors in any singie velocity measurement. it is
probable that the error is a cumulative velocity measurement” error.

~Occasionally a run will be made where both water sﬁrface elevations and

.velocities will: be higher than those measured._. If. this happens. across: all: - -- -
‘transects. too large a flow has been entered on.the QARD card Conversely, if -

all water surface elevations and velocities come out too- low, the problem can - -
be rectified by increasing discharge on the QARD card. <. .~ . T esnTE
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CALIBRATING WSL'S HITH MULTIPLE DATA SETS

Mu]tlole water Surface E]evat1ons and D1scharqe Heasurements ﬁ‘a e
In those instances where multiple WSL and discharge measurements are
ava11ab1e “one has severa] ch01ces to accomp11sh ca11brat1on of WSL' 5.

IFG4 or STGQS4 <
The use of mu1t1p1e stage discharge data sets is requ1red to ca11brate

.-

IFG4 models. TSTGQS4 ‘models have already been discussed.” In practice, the ™

STGQS4 model is used to develop stage-discharge relationship. Resulting water
surface elevations for flows to be simulated are entered on WSL data ‘lines of
the IFG4 data file and velocity calibrations are accomplished.

WSP with multiple data sets

The WSP program can be used in those instances where multiple stage-
discharge relationships are available. The general approach to calibrate the
WSP model is given below.

1) Calibrate WSP for one set of stage-discharge data by adjusting n values
until agreement between predicted and measured WSL profile is obtained.
The set of stage-discharge data you use is somewhat subjective. but the
highest flow is generally recommended as a starting point.

2) Once the data set has been calibrated to the high flow data set, add
additional calibration flows to the data set with all roughness
multipliers on the QARD lines set to 1.0.

3) Re-run the WSP data set and compare predicted WSL at the other calibration
flows. Adjust both roughness multipliers on the QARD for the new
calibration flows until agreement between predicted and observed water
surface elevations are obtained.

4) Use the STGQS4 program or MANSQ program to develop stage-discharge
relationship at the downstream-most transect.

5) Plot the roughness multiplier versus calibration discharge on log-log
paper (see attached example} to develop a relationship between discharge
and roughness multipliers.

6) Modify the WSP data set to add all flows of interest on the QARD lines.
The flows on the QARD lines must also contain associated water surface
elevations associated with the downstream-most transect. These WSL's
are derived from the stage-discharge relationship found in step 4 above.
Use measured WSL at the calibration flows and WSL from step 4 for other
flows. Add roughness multipliers developed in step 5 for all flows of
-interest. - One should recognize that the roughness multiplier is 1.0 for
the flow used as the initial calibration of WSP.

7) Run the WSP program and transfer resulting stage- discharge data on the

TAPE3 output to the WSL data lines in the IFG4 data set and proceed with
velocity calibrations.
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MANSQ with multiple data sets
The MANSQ program can also be used with mu1t1p1e stage discharge data

sets in a manner similar to the WSP program.

1) Review the REVI4 output using the IFG4 data set with all measured stage-
discharge data sets for the regression equation between discharge and

the CFAC term (i.e., the exponent) for all transects. Use this value as

_ the starting B coeff1c1ent for eqch.transect

2) Construct a MANSQ data set using only calibration f1ows and enter B values
at each transect selected in step 1.

3) Run the MANSQ program and compare predicted versus observed WSL at each
transect for the calibration flows. Change the 8 coefficient at each
transect and repeat this process until.agreement is reached.

4) Add all flows of interest to be simulated on the QARD lines of the MANSQ
data set and final values of 8 for each transect and make your
production runs.

5) Transfer WSL information on the TAPE4 output to the IFG4 data file and
continue.

ROUGHH?‘_‘,S MULTIPLIER

b e o oeow

H 3 4 3 & 1T 4 3 4

[ ]
5 sc-.«'i

Figure 15. Determination of roughness multiplier versus discharge.




"5‘VELOCfTY'ANﬁfH?TE?:$UBFACE ELEVATION SIMULATION OPTIONS

WATER SURFACE ELEVATION STTUATION . .. . .~ 7% |
WITH: = InoSINGLE . = - -s stage}dischargé‘féiatfonﬁhid' e )
-2 7 O CINDEPENDENT . . transécts » .. - - SPRRGEE B
o :lrilﬂANSO (adjust "the betas)““f* o S o
CWITHTT T singLe T stage-discharge relationship -
- . DEPENDENT . - - transects s o
1. MANSQ (edjust the betas)
2. WSP (start with MANSQ)
WITH: MULTIPLE stage-discharge relationships

INDEPENDENT transects
IFG4

a. best estimate for study segment {first calibrate velocities)
or

b. individual flow estimates for each cross section
2. MANSQ (adjust the betas)

WITH: MULTIPLE stage-discharge relationships
oo DEPENDENT _ transects
| msos THE_CURRENT. RECOMMENDED METHOD!
.......... IR e e el e FHOD

a. best estimate for study segment {first calibrate velocities}
or

b. individual flow estimates for each cross section

2. MANSQ (adjust the betas)
3. W (THE MOST ROBUST AND THE PREFERRED ALTERNATIVE) i
l adjust Manning’s n in al) cells at calibration discharge !
adjust overbank roughness modifiers (both to same value) .
réegress roughness modifiers versus flow

generate starting WSL at first cross section

run MANSQ and 1FG4 and use individual flow estimates for each

(9]
DaANoOon o

Crass section

l VELOCITY SITUATION
WITH: NO OR INCOMPLETE measured velocity sets.

1. Run IFG4
I 2. Plot velocity adjustment factor versus flow
WITH: ONE complete measured velocity set.
l Take steps 1 and 2 above and

Examine ve]ocjpie;_predicted,versus.ve1oc1ties observed cell-by-cell
~ ~~=for-all transects A '

WITH: . MULTIPLE complete measured velocity sets. - -
THIS IS THE CURRENT-RECOMMENDED METHOD! ~ © .
Take'stéb§“1L~2('éhd'3“ébove‘énd' YL
. ~Examiné edge cells especially at flows greater than the measured
(calibration) flow :

1
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CHAPTER 4: SIMULATING WATER VELOCITIES

Introduction

The IFG4 hydraulic model. can use empirical measurements to predict cell
velocities across the stream as a function of discharge. The velocities are
determined using a special formulation of Manning’s equation and calibrated to
a set of measured.velocities...The recommended and usual practice is to use
one set of velocities. IFG4's major weakness is a difficulty in assigning
roughnesses to edge cells at flows above the highest measured flow. One
should carefully scrutinize the edge cells’ velocities, especially at high
flows.

Calibration and Prediction of Velocities

[n the IFGA program, there is a one-to-one correspondence between mean
coiumn velocities and the X coordinate of the vertical at which the velocity
was observed. Velocities can only be provided at X coordinate values defined
on the coordinate cards. The IFG4 program defines a cell as the region one-
haif way between two sets of adjacent verticals. This is best 11lustrated by
reference to Figure 3. The cell defined by vertical 7 consists of the |
crosshatched region. A vertical is a measurement point specified by an X
distance from the head stake (i.e.. horizontal coordinate point). Note that
the definition of a cross section cell in IFG4 is different than that used by
the habitat modeling programs. However. the IFG4 program will automatically
pass simulated water Surface elevations and depth informaticon to the habitat
programs 1n the proper fcormat.

HORIZONTAL COORDINATES

\\-\\ X1 X X+1 //,

CELL
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IFG4 NITH NO MEASURED VELOCITIES . -
E i J.';r,, 5 —""-':.\_.' YN -_“_-.‘. PRI
THIS HETHOD IS NOT RECOMMENDED’ : :
“The TFG4 program can be used to simulate ve1oc1t1es at a Cross- sect1on
although no velocities were measured. If water surface elevation (stage).’
discharge. hydraulic slope. and dimensions of the channel cross-section are
known Mann1ng S eQuat1on can be so]ved for n by subst1tut1ng V=20 / A

- — e - . e e S -l—--‘— —— —— - ‘ e e aem—

;7=_1_.flvi6. R2/3 51/2 R v ‘(38)

Manning's n is then assumed constant at 0.035 (or supplied in values on
NS Tines) Note: The default Manning's n value is 0.06 in subsequent
calculations where new stages are calculated for different discharges. using:

v = 1.i86 R2/3 g}/ (39)

S, 15 assumed constant.

IFG4 WITH A SINGLE VELOCITY DATA SET

THIS IS THE CURRENT :RECOMMENDED METHOD!

"~ If one set of velocities is used to calibrate the IFG4 program. a
different approach is taken based on solving Manning's equation for Manning's
n a- each vertical along a cross section. (Do not mistakenly teke this as a
recommendation that you only collect data at one flow}. Since slope. water
surface, and observed velocity ére given as part of the calibration data. this
is accomplished by using Manning’s equation written in terms of n, at each
vertical as the unknown:

n;=[1.486+5)%+ad"?) /v, (40)
Estimated Manning's n value at vertical i

Energy Slope for transect

Depth at vertical i

Velocity at vertical i

where:

1

e

i
S
d,
v

nnnn

Note in the above equation that depth d, at the vertical has been
substituted for hydraulic radius and is computed from the difference between
specified water surface elevation and bed elevation at each vertical. If a
slope has not been provided (i.e.. specified on XSEC input data line) a
default slope of 0.0025 will be used. The specific slope used is not critical
to calculation of velocities using this approach as will be shown below.

The measured ve10c1ty (v,) at ‘each vertical is obtained from the input

data. Having obtained 1nd1v1dua1 Manning's n values at each vertical,
individual cell velocities can be computed at alternative discharges by:
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vi=[1.486/n,) =a2 «5}/? . (an

IFG4 WITH MULTIPLE VELOCITY DATA SETS

THIS.METHOD 13’ NOT RECOMMENDED! o
_ If more than one set of velocity-discharge data sets.are available for a

cross section. the IFG4 program can use the following empirical eguation to

model the general relationship between discharge and velocity at each
vertical:

V., = ¢, 0] (42)
that can be linearized through the log transformétion to yield:
Log ( V,) = Logl(c,) + d; *» Log(Q,) (43)

The solution of this equation will yield an estimate of ¢, and d, and
~results in a similar relationship to the example provided in Figure 2. except
that the Log of velocity replaces Log of (WSL - SZF).

Note that if IFG4 is supplied a Manning's n. the progrem will use that value.

Computational Procedures and Mass Balance
The area of the cell is computed by the following equation (Figure 3):

A= —; © U0dird ) < (X-X)) «1/2])+ —;‘ * Uldyagyrd) o (X, mX) x

(44)
where:
area of cell i

X; = horizontal distance along the transect to point 1
d, = depth at vertical i .

~ The apparent discharge computed for the transect is then determined by
using the previous two equations to compute velocity and area at each cell and
summing up 1nva1dua1 dischqrges within gagh cell across the @ransect;

O Y Agevis h o T T gy

. . . _ R -
= 4 < ame - - P P . .

' This abpéreht Q}?triaI:discharge is'not;nééé§s$r11y{the same as the
discharge requested in the simulation.: A mass balance is obtained by -
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computation of.a Velocity Adjustment Factor .(VAF) such that calculated flow -
through the cross section is the same as simulated discharge.-. The VAF is  :°
computed by the following equation with fixed WSL in both Q's:

cee "
R

VAF =~ Qsir;:;:}a-:éd;az scart (46)

Xcalculated at end
- .-\.‘4.'. P L . R -

f——- - B i i ST .
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This ratio is then used to adjust individual cell velocities v, to
accomplish a mass baltance for simulated discharges by the following equation:

V, = v, *x VAF (47)

X

This adjustment to velocities to achieve a mass balance on flows is also
performed in the same manner within the WSP program. Note that slope does not
éppear in the four equations above and that the slope used in initial
caiculation of Manning's n will not influence final calculation of the
velocity. The slope 1s imporiant only in being able to compare n values from
One cross seCtion to another and from one stream to another. The addition of
n values to the data set is easier if a reasonable estimate of slope is used
to calculete roughness. The Manning’'s n value &t this point within the IFG4
program really represents & velocity distribution factor.

The rote of Manning's n in IFG4 is important since it functions as a
velocity cistribution factor and can have a significant impact on results of
the habitat models. In general. a velocity must be supplied for each
coordinate point and velocities not measured at previously dry verticals will
be estimatec. If the n value has been estimated for the cell. n value is
utilized to calculate velocity at any simulated discharge. These areas are
generally associated with fringe cells where only a fraction of total flow
exists. However. these areas may be vary important to certain life stages of
aquatic species end should be carefully considered. The value of n, for dry
cells can either be supplied by the user or if not known. the program will
search adjacent cells for a given or calculated n. or will assume a value of
0.06 if none are found. The user is referred to Information Paper 26 Table
I1.2 on page 11.53 on discussions of IQC Options for computational control of
veIocity-Mann1ng‘s n relationships in the IFG4 program. )

Variable_roughness in velocity simulations

Theory c—— : C e e T RN -
. The IFG4 hydraulic simulation model allows the user to adjust roughness
in a cell as a function of depth in a cell. * This option can help in reducing
negative impacts resulting from a calculated roughness that is too high at
the edges of the stream obtained when using the calibration data set. As was
previously noted. .roughness in a stream channel varies with discharges (see "
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Chapter 2) and can be modeled as a function of hydraulic radius and an index
of bed material size by: S

! - n = function ( g) (48)

where n is Manning’s roughness. R is hydraulic radius. and D, is an index to
size of bed material. For many cases the function can be expressed as:

_ Ry
n=a Di) (49)

where « and w are empirically derived coefficients. If we then define n, as
roughness when hydraulic radius is 1.0 we can develop the following
retatronship

I T
no—a(Di) (50)

and new function for the relationship between Manning's n as a function of
discharge can be given by:

n=n, R¢ (51)

If the coefficient w is known and one set of data available. the value
of n, can be determined using the equation:

e

(RS)

(52)

where the subscript ¢ refers to Manning's n derived from the calibration data
set. If enough data 1s available. the value of n, and w can be determined
from regression analysis.

Manning's n is effectively being used as a velocity distribution factor
instead of a roughness coefficient.

Another approach that is applicable to all rivers.is based on stream.. . .
morphology relationships given by: ' '

- oW

LTV IR . A . PLEN . . M=,
. - - R
Lo . SR TR . s

where Q. is stréém Flow. d {s'aveﬁage dépthf and r;'y,mé;:and;f:are"émpiriéa1]y:"
derived coefficients. Combining equations in order” to eliminate_discharge Q.

50 7 |




If we then define n,' as roughness at a
can be expressed by the following relationship:

(55)

depth of 1.0; the value of n '

b4
A= r ()% (56)
oy
If we then define the exponent in the above equation as:
= Y
p F (57)
The following exoression can also be developed to relate change in
I roughness as a function of discharge:
l n=n,d° (58)

For most naturel

river channels hydraulic radius is approximately the
ll same ds daverage depth. consequently. it is safe to assume the following

substitutions:
Il w =P (59)
l n, = n, (60)
I Using the 1‘dentitie§ above as subStitute for terms yields:
l o n =j‘?¢ (~-§--) B e (61)

II where n 1S roughness at the £1ow of interest, n, 1s‘ca1ibration roughness . d

s depth at the flow of
an empirical constant th

1
i

Interest.-d. is depth at the ca
at needs to be determined.”
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Application of Theory

- The IFG4 program should be used for determining distribution of cell
velocities across a channel. The theory described in the previous section
will change the velocity distribution by reducing velocities in shallow areas

and increasing them in deeper aregas. The. program first calculates calibration
roughness. n.. using the equation: .

(62)

where:

roughness at the calibration flow for a cell
velocity at the calibration flow for a cell
depth at the calibration flow for a cell
energy slope at the cross section

AN

g

Lo <D
n

The calculation of n_ is made for each vertical (coordinate point) along an

entire cross section. The program also calculates unit roughness . n,. using
the equation:

n, = (dc)" (63)

The user supplies the 8 coefficient and the same value for B8 is used for
all verticals and for all cross sections.

For stream flows given on the QARD data lines in the IFG4 data file
(i.e.. flows of interest). the program uses either given water surface
elevation or water surface elevations determined from a stage-discharge
relationship to calculate depth at a vertical. The roughness (n) for the flow
of interest is then calculated using the equation:

n=n, (d?P (64)

By substitution. this equation is used for calculation of individua)
cell velocities. If a vertical has more than one calibration velocity, a log
or semi-log function is used to calculate velocities and adjustments of n are
not made for that particular vertical. The values of roughness written on

output are the n, for the calibration details table and n on the
computational de%ai]s table. ,

~~ ~ One acditional point S that the mass balance option must be left on,
otherwise irrational results may be obtained from simulation runs. To use the
option, the user must set- I0C: (17) = 1 and the 8 coefficient must be specified
on the NSLP data input-line of the- IFG4 data file (see IFG4 data file =% = ... °°
structure in Appendix A of Information Paper 26). = « .. .. & -~ - -
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.. The value of the B coefficient .can be determined from literature on. - .
hydraulic geometry of river channels (this is not 8 from MANSQ). The range of

values for all but humid tropical_channels is. from 0.0 to -2.04 with a_typical
value being more in the range of -0.3 to -0.8. - The value of the B coefficient
is negative and has an unknown va]ue ‘which requ1res Judgmont 1n 1ts :
application. s : o

- .....The best approach.ava11a51e at this time is to assume a negative'ﬁ term

and run the 1FG4 model to determine what -happens to the roughness values. For
higher flows. values of n, should approach the handbook roughness for many of
the verticals. The use of -a lower limit for roughness is appropriate when
using the variable roughness option (see I0C -option 16).

Nose Velocities

Much attention has been given to the subject of mean column velocity
versus nose velocity (also called focal point velocity) in PHABSIM
applicaetions for prediction of available habitat. The IFG4 hydraulic model
offers the user several choices in computation of nose velocities either based
on distribution of bed material particle sizes. regression equations based on
mean and nose velocity measurements. or by emeirica] relationships based on
the 1/7 power law and other methods. The application of these techniques
however, is limited to those instances in which nose velocity habitat
suitability curves are available from the study site and sufficient fTe1d data
has been collected to support use of these hydraulic mode11n? options.
description of nose velocity calculations and options is included in the
PHABSIM manual under [0C(14) for the four HABTA_ programs.

Assessment of Hydraulic Prediction Errors

The VAF serves as a general reference to quality of hydraulic
stmulations. In the event that a single velocity data set is used. VAF can be
estimatec by the following equation:

O imulac
VAF= s(z)mula..ed (65)
crial

As flows decrease from the calibration fiow, VAF's should uniformly decrease
from 1.0. Usually. if VAF's decrease up to the calibration flow you have a
poor stage-discharge relationship for this transect. One solution is to take
five flow measurements and break the stage-discharge relationship into & low
flow and a high flow calibration. each with three flows. In general. the
following rule of thumb should provide some indication of how one_is doing by
comparing computed VAF va]ues w1tn the 1nd1cated ranges and rat1ng 1n Table 1.
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Table 1. Range of VAF and rat1ng of hydraulic s1mu1at1ons

VAF C : Rat1nq
390 tol.10 T S good-. .
0.85to 0.9 or 1.10 to 1.15 fair
0.80to0.8o0or i1 151t01.20 marginal
0.70 to 0.80 or 1.20 to 1.30 ‘ poor -
less than 0:70 or greater than'1.30° " Way off -~ -

An additional check on quality of velocity s1mu]at1ons can be made in
those instances when three of more sets of velocities are used and is the
error in regression equation between velocities and discharge. These Velocity
calibration errors (VCE's) are produced by the IFG4 program when I0C option 10
is set to 1. Table 2 provides the rule of thumb for ranges in VCE and
corresponding ratings. Unfortunately. use of VCE'S can be confusing. and the
output produced by I4VCE is not very heipful.

Table 2. Range of VCE and rating of nydraulic simulations.
VCE Rating
90 % less than 0.10 good
90 % between (.10 and 0.15 rair
90 ¥ between 0.15 and 0.20 marginal
90 ¥ betwesn 0.20 and 0.25 Door
More than 10 % greater than 0.25 way off

QUALITY ASSURANCE IN HYDRAULIC MODELING

Experience has shown that a cookbook approach to PHABSIM is the
exception rather than the rule. as each field crew. each river or stream. and
each terget species produces a unique jigsaw puzzle of data from which a
holistic picture must be assembled. Nonetheless. experience has also provided
a knowledge base forming a template against which future studies can be
compared and evaluated. The careful reviewer should be able to judge overall
quality of a PHABSIM study after scrutinizing appropriate elements with the
outline of suggested tolerances or rules-of-thumb.

PAPERAORK NEEDED FOR EVALUATION
1. Copy of input data set and listing from CK14 or IFGAIN.
2. Source of stage-discharge relationship (WSP. MANSQ. IFG4 other)
3. Copy of REVI4 or TREVI4 output that includes: &~ :-
a. Comparison of calcu1ated with measured fTows

- b.- Beta Coefficients. S

C. Mean error of stage d1scharge regressxon .

Copy of IFG4 output- that includes ve1oc1ty adJustment factors (ZVAFF)
Detailed review will also require: -
a.  calibration details

b. error and warning notes

¢c. original field notes

SR8 <3
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GENERAL-REVIEW OF 'INPUT .DATASET oz~ o0 " o0 .0 7 1 L 00 7 L 1]
1. ~The IFG4 input data set should be reviewed to see what simulations

options are used and to look for obvious typographical errors. Either the ‘

CHK14 or .IFG4IN program should .be used to print out the data set and scan for _

deviant maximum and minimum values > " - _
- - cAccurate -discharge measurements mandate -that -no more -than 5% of .- -
total discharge at a transect go through a single cell {(vertical).-:This = '
implies that at least 20 verticals be measured at a single transect. This
requirement could be relaxed under very homogeneous flow conditions. or 1n

very narrow streams. In practice, having no cell transmitting more than 10%

of flow is minimally acceptable.

3. The stage of zero flow for each transect should be examined. A
stage of zero flow higher than the lowest point in a cross section implies
that the cross section is in a pool and will have standing water if stream
flow were zero. A stags of zero flow lower than the lowest point implies that
the cross section will be dry at zero flow. The stage of zero flow should
make sense for each cross sectior and also between transects. This can
usually be checked under the assumption that contiguous transects in a data
set are entered in an upstream direction. ‘

4. QOne needs to know whether & representative reach epproach or 3
habitat mapping approach is being employed. Review reach lengths and
weighting factors to see if they match your expectation. Ffield notes should
to be examined here,

REVI4 QUTPUT

Much of the diagnostic data generated by REVI4 (or TREVI4) are presented
as plots. REVI4 determines re]ationsh1?s between variables using log-1og and
semi-log relationships. Roughress is calculated and displayec. The stage-
discharge relationship (and thus water surface elevations) are determined for
the ?tream flows on the QARD lines. those that specify discharges to be
simuiated.

IFG4. if used in a stand-alone mode. will develop a linear log-log
relationship between water surface elevations and discharge for each cross
section. Many things at any given cross section may invalidate a strict
linear relationship. Common problems include simulating over-bank conditions.
major obstructions to higher flows such as falten logs or heavy streamside
vegetation. very complex channel configurations such as pocket water. and
backwater effects from a downstream hydraulic control. Rating curves tend to
follow a log-linear-.function as .long .as the channel cross-section being .
inundated is fairly homogeneous. A rectangular or parabolic channel will tend
to have a log-linear rating curve until the banks are over-topped. Triangular
channels, with shelves and banches. and braided channels all tend to have
nonlinear rating curves. Out of channel flow is.frequently nonlinear..
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1. Compare flows calculated by IFG4 with given flows the user has
entered For all cross <ect1ons and for each measurement set. Th1s information

Rule of Thumb The range of ca1culated d1scharges shou]d be w1th1n p]us or

minus 25 percent of the mean of given discharges unless flows were expected to
be different at each cross section. i.e.., flows were measured on different
days or were changing during measurement. (For low flows. around 10 cfs, this

may not be true because small measurement errors may result- in large---=-------= -« -+ -

percentage calculation errors.) If discharges are not within 25 percent of
the mean discharge. then either:

a. the stage was changing;

b. inflow or outflow was occurring between cross sections: or

c. the quality of field data is suspect.

- If you suspect there are proolems with the field data. then there could
be errors in:
bottom profite:
water surface elevations:
velocity measurements: or
calculation of the discharge.

am oo

2. Check Mean Error of the fit between predicted discharges and
measured discharges (either the given flow [Q] or the calculated Q). This is
the Mean Error value following the log-1og function egquation.

Rule of Thumb: The mean error should be 10 percent or less. [f the mean
error 1s greater than 10 percent. then one or more of the following could be
in error and should be examined:

stage of zero flow:

measured stage;

initial discharge: or

the cross section is subject to variable backwater effects.

a0 ow

3. Check the beta coefficient of the stage-discharge relationship for
each cross section.  This value 1s the exponent in the log-log function
equation. The beta coefficient follows the ** symbol.

Rule of Thumb: If the calculated slope of a rating curve is too steep. water
surface elevations will be under-predicted at Tow flows and over-predicted at
high flows. énd vice versa. The beta coefficient should fall between
approximately 2.0 and 4.5. If it is not within this range, then one or more
of the following could be in error &nd shou]d be examined:

- stage of zero flow: . .

a:
b. measured stage; . - ) o

- C.- initial discharge; or.. ' L b ——
d the cross- section is subJect to varmab]e backwater effects
4

Check Froude Numbers for the dlscharge at each cross sect1on The
Froude Number should be less than one. It is not expected that a normal
stream or river will be anything but sub-critical for typical range of flows.
Consult a hydrologist if flow is critical or super-critical.
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QUALITY CONTROL IN IFG4 - - -- v - - . .. . - e
. IFG4 s one of the easiest programs to use and thus-is ‘favored by many
consultants: *IfG4"s major weaknesses are in assumption of the Jlinear log-log - .
relationship,.-and a difficulty in-assigning roughnesses to edge-'cells at flows -
above the highest measured flow. For these reasons. it is-commonly. felt that ...
the quality of a stand-alone IFG4 simulation is best at unmeasured flows

between the highest and Towest measured water :surface elevations. "next best in

- -simulating unmeasured-flows -down to 0.4 of the lowest measured flow.--and next- -

best in simulating unmeasured flows -up to 2.5 times the highest measured ..
discharge. Externally supplying water surface elevations to IFG4 from either
WSP or MANSQ may provide better predictions. provided that those alternative
models are used properly. Even then. one must carefully scrutinize edge
cells’ velocities. especially at high flows. :

1. 1IFG4 1s subject to poor velocity prediction in edge cells
ebove the highest measured flow. This is because roughness (Manning's n) of
those cells is not known. Compare n values used at higher flows to see if
they largely agree with n values for the rest of the channel. Significant
devistions. unexplained by field notes of changes in substrate or vegetation,
should be avoided.

' 2. As with ény model. there are some estimates that have to be
made when using IFG4. The roughness limitation or NMAX value is one such
estimate. The roughriess limit is not easily chosen and relies upon experience
and some educated guesses. The roughness limitation is an attempt to limit
the error inherent in estimating a real life situation.

The roughness of water at a point in a stream is a reasure of energy
loss. or friction. in a stream and changes according to depth. IFG4 allows
only one roughness value for each point of a stream. regardless of changing
f]OgS. A 1ymt on maximum roughness must be used to exclude some extreme
conditiors.

The most common example of this is at a point near the water's edge. At
a low flow, the point may have a large roughness value. because the ratio of
particie size to depth is close to one, and rocks and roots break up the water
in the stream. At a high flow, however, the ?art1c1es have little effect on
the stream at that point. and roughness is relatively low.

To make & good judgment on maximum roughness in the stream you must
consider: ‘
a. The roughness at each point of the stream at different flows.

Take a ook at the CALCULATED ROUGHNESS table in the REVI4 output file, and at
the graph ROUGHNESS ACROSS CHANNEL FOR TRANSECT. : Look _for relatively high . ._.

roughness values, and diversity of roughness for :different flows at the same

point. The ABC's on the graph correspond to different ‘roughness values at
each flow. -or columns for roughness in the CALCULATED ROUGHNESS table. . A
relatively high roughness value for a point that.has considerably lower
roughness values for other flows must be controlled.: .:Choose a roughness limit
that excludes any such roughness value. - .. = -1 - '
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b. The roughness compared to depth.

Now look™ at- the DEPTH VS. ROUGHNESS graph in the REVI4 output file. As depth
decreases. you would expect roughness to increase. If any one point seems to
break_this pattern. consider setting. the N maximum value. lower. than the.... . .-._.
roughness at that point. ‘ . '

€. The geometry of the stream at the po%nts n question,

A réting curve works well in a U-shaped channel and not so well in a V-shaped
channel nor in a braided channel. Look at the CROSS SECTION graph in the
REVI4 output. Take a look at the points in the stream that have questionable
roughnesses and draw a line to indicate the water surface at the flow in
question {(water surface. or stage. 1S given above the CALCULATED ROUGHNESS
tadble). 1If there is a rise in stream bed where a high roughness value occurs.
Lhis is a good indication of a point where roughness needs to be controlled.
The roughness 1imit applies to the entire stream being simulated, so compare
results of the above considerations for all cross sections. and choose a
roughness 1imit that will work for all cross sections.

QUALITY CONTROL IN MANSQ

Usuaily. the value from the regression equation in REVI4 output is a
good starting point to begin calibrating the Beta coefficient. A median Beta
coefficient for MANSQ is probably 0.22. with a range of 0.1 to 0.4. Beware
using Beta coefficients larger than 0.4 as it is probably 1ndicative of too
narrovi @ range of measured discharges. In contrast. negative Beta
ccefficients usually indicates that the stream is very steep and the sides are
covered with vegetation. It is rarely logical for a Beta Coefficient to be
regative. A zero should be used instead.

In general. it is reasonable to expect that Beta coefficients will not
vary much from transect to transect. Thus, the calibrated MANSQ model should
have Beta coefficients within plus or minus 50% of each other. Finally, water
s$rface elevations predicted by MANSQ should be within 0.1 foot of measured
elevations.

REVIEW QUESTIONS

1. The basic process for hydraulic simulation is:
a. Collect data, run hydraulic simulation programs, run habitat modeting
_ programs: . : : - o
b: ---Simulate water surfaceelevations and velocities using IFG4 for best
overall resuits; . - _ _
C. - Calibrate water surface at measured discharges. simulate water surfaces

for all discharges. then distribute velocities:. . S
d. Quality control of input data. calibrate water surfaces at measured. -
discharges, simulate water surfaces for all discharges, quality control - -
of WSL results.. distribute velocities: then quality check a1l hydraulics -
~simulations before habitat modeling. . -« v - .- AT T T
1.d.  Since hydraulic models are largely empirical models, they are entirely .-
dependent on good field data for sccurate results An hour or two spent '
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checking field data before Yeaving the river being studied can save days of
frustration and guessing in transcribing ‘data and calibrating hydraulic .
models. “'Once the data have been gathered the process is: calibrate water-
surfaces (using MANSQ. WSP.or .in some cases IFG4) :.distribute velocities using
IFG4, and then proceed to ‘habitat modeling ~. At each of these steps in- .
hydraulic simulation. results must be checked for .reasonableness. -~ - -

' Answer ‘3 is the general process .in all of .PHABSIM not "just hydraulics.

. Answer b wés"an‘Eaﬁly“reggmmenqat1onlfromjphewfjsh“ahd.wj1d]jfe”Serv1ce.
However. we have .learned that use of IFG4 for'simulating water surface
elevaticnslcanjptoducﬁﬁiﬁrger«errbrs'than*NSEfofaﬁéNSQfsoiounsrecommengatiQn
ésan0w7”Use'IFGd'foeratéf‘surfaté"e1evatf0n5‘Wheh”yOUF‘StUdy”sité'has‘the"
specific conditions -for-which it-is -Dest -suited. ™ wwem- «—  — o o -

.- . . Answer ¢ is also true. but-if -you omit-quality -control at-each step you -
do not know ‘how reliable or :at which flows problems may exist in your final
habitat-discharge relationship. . -~ : '

2. The slope(s) used in PHABSIM s hydraulic models 1s (are): -

a. bed slope: o
b. water surface slope;
C. energy slope.

Z.c. The models must consider total energy at the site. The slope used is
the energy slope censisting of the sum of potential and kinetic energy due to
elevation of the bed. depth and the velocity component (v¥/2g). Take care
that you do not confuse slope of a regression line or other functional
re]ationshig with energy slope. If you had answered "all of the above" you
would have been correct because the information needed to get bed slope and

w?ter surface slope must be available to the model to calculate the energy
slope.

3. The minimum information needed to characterize the hydraulic properties

of a stream site for use in PHABSIM is: '

a. Three sets of measurements at the site covering at least a one
order of magnitude range of flows. a1l controls and bed movements ;

b. One set of measurements including discharge. velocity distribution
and one or more slope measurements at other discharges:

C. Cne set of measurements including discharge. velocity distribution
and wéter surface siope at the site:

d. A complete stage-discharge relationship for the site. including a

hysteris loop for moving bed streams.

3.c. The minimum information needed to describe a mosaic of depth and
velocity‘atna,stuﬂxv§1tenar§,contained‘inuonéusetApfwmeasurements.“‘3trisﬁfar
betteruiffxovghave?ohlxiﬁnegsetaOfsmeasurementSEthqttthéséjmeasurementsiﬁé*““
;akenfatya“high{Faghefgtﬁania;lowaiqw;”"Extﬁap01atibﬁ*éfhor3“COmpfeSS”aS'y0u
simulate Tower than measured discharges. but expand as you simulate higher
discharges . .

 Answer a would provide additional information that allows a more precise
calibration of models to the site.  The more discharges you have field
measurements for, the better. Five measurements are better than three.
especially 1f a wider range if discharges is captured.

Answer b contains additional information over.answer c.. It .would-allow - ---

more precise calibration of water surfaces over a wider range of flows. This
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ap ?roach may be necessary in rivers where it is life threatening to take
elocity measurements at high discharges. :
Answer d does not provide velocity distribution 1nf0rmat1on though 1t
does give water surface information. Without the veloc1ty d1str1but10n the -
ve]ocxty depth mosa1c cannot De consrructed " , .

-

PROGRAH LIHITATIONS AND USER ALTERNATIVES IN HYDRAULIC SIMULATION

MODEL LIMITATIONS USER ALTERNATIVES

Rigid bed assumed e.g. does not Chahge bed profile and re-run model for
describe bed changes with each flow (bed obtained profile from
changing discharge. either measurements or bedform model).

Note: alternative channel designs can be
sinulated similarly. but requires detailed
knowledge of open-channel hydraulics.

Constant roughness assumed. The user can vary roughness by several
methods. Select the method to suit the
problem.

Unsteady flow not handled Combine separate model runs to simulate

within model. unsteady flow by step-wise steady flow

runs. Unsteady flow conditions occurring
at the time of data measurement require
care in simulation. but can be handied.

Split channels are difficult. Divide flow and run channels separately. |
Flow division requires extensive hydraulic
knowledge.

Calibration problems for A Use alternative models within PHABSIM for

slope above 2 - 3%. various stages of hydraulic simulation.

Unstable at high extrapolated Extrapolation always merits scrutiny. the

discharges. user can collect more data sets at high

flow. The wider the range of flows

collected for any data set. the better.

The user should combine different i
~ hydraulic models to apply the most suited
‘ mode] to each local character1st1c

Three to five calibration sets One set is suff1c1ent however, co]1ect
- desirable, one cowp]ete set -~ . wider ranges of-flow- and more- complete-
required. -~ . ~ .70 data sets for. more prec1se hydrau11c
: T r“. ‘ s1mu1at1on ' _ .
A1l hydraulic contro]s must f}-f True for HSP The usef-ceh seiect ofhee
have. transects:~ - - "u: - ... . hydraulic mode]sxif a control was missed.
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Two of.the more difficult aspects:in use of the IFG4 program involve:
choice of model selection for .various kinds of .data sets:-and -understanding
the various combinations of :options related to stage-discharge relationships
and_velocities through control -of the roughness factors. . A-general overview
will first-be provided for-using 1FG4 with different :types -of available data” -
sets. followed by a presentation of the most pertinent 10C options affecting
program computations. v:io7 - Lo . A

IFG4 Modeling Choices Based on Velocity Sets

The 1FG4 program should be used with one set of velocity data to
calibrate the model. The single set of velocities are used to determine
Manning’'s n value at each vertical that are used to distribute flow across the
cross-section. These Manning's n values are effectively velocity distribution
factors and not roughness factors in the usual energy loss sense. The water
surface elevations that are required as part of velocity calibration and
simulation process in 1FG4 can either be determined within the IFG4 program if
two or more stage-discharge sets are available or can be computed external to
the program. Use of a single velocity calibration set has proven more
reliable than use of three velocity calibration sets provided that water
surfece elevations are determined by using: 1) stage-discharge relationships
based on three or more points: or 2) the WSP model calibrated to water surface
e1e¥a%10ns with a stage-discharge relationship for starting water surface
profiles.

The specific approach to take should be determined by quantity and
quality of the available data. The generalized procedures for use of various
combinations of models to compute water surface elevations and then velocities
1s presented based on the number of velocity data sets as described below.
These steps are intended to orient the user to the general process and are not
always the best or only way to approach the problem. Experience over time
will aid the user on what approaches to try.

USE OF SINGLE VELOCITY DATA SETS WITH IFG4

Using the WSP Model for Water Surface Elevations
When using this approach, the following steps should be followed:

y—

Collect one set of velocity measurements and associated water surface
elevations. : :

Prepare and_check an 1FG4.data file with the singie.velocity data set.

WMo

Place the single water surface elevation for the calibration velocity
sel on the WSL card for each cross section and the ‘corresponding stream
flow on a single QARD card and run the IFG4 program.’ Review the resuits
and select options for the production runs.
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4, Transform the 1FG4 input file to WSP input file. Retain the IFG4 input
file for the production runs. - ' :

5 . Calibréte the WSP model to water surface elevations with constant
roughness for all cells and transects., - - - :

6. Calibrate the WSP model. to a constant roughness in. each cross section
but varying from cross section to cross section if there is a physical

~reason to do so. The roughness within a section can be varied also if
““there is a physical reason to do so. "= - )

7. Select the stream flows needed to develop the physical habitat versus
stream fiow relationship.

8. Select roughness multipliers. if appropriate.

9. Run the calibrated WSP model with the stream flows from step 7.

10.  Use the WSE14 program to read the TAPE4 from step 9 and place calculated
water surface elevations on the WSL cards in the IFG4 data set. The
stream flows from step 7 are also written as stream flows on the QARD
cards in the [FG4 input file.

11.  Make production runs with modified IFG4 input file.

Using the STGQS4 Model for Water Surface Elevations
When using this approach. the following steps should be followed:

1. Collect one set of velocity measurements.

2. Collect water surface elevations at each cross section for three or more
stream flows. '

3. Prepare and check an IFG4 data file with the single velocity data set.

4. Place the single water surface elevation for the calibration velocity
set on the WSL card for each cross section and the corresponding strean
flow on a single QARD card and run the 1FG4 program.. Review the results
and select options for the production runs.

5. Select the stream flows needed to develop physical habitat versus stream
flow relationship.

b. Use the stage-discharge data with the STGQS4 program to create the WSL
caras in the original IFG4 data file for the production run.

7. Make the production run. -

Using the MANSQ MbdeT?fOr Water Surface Elevations

.- .. When.using. this. approach. the following-steps shou]d-be'fo11oweq:"—“ T

1. Collect one set of velocity measurements and oné set of_water surface

-z elevations for each cross section. ... ST W

. Prepare an: IFG4.- data file with the sing]ef}éloci;}fdéfé;S§ﬂ${’j

A A

P - . P 4 . m et b et e ey mmeerr e
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3. Place the single water SUrface‘e]evation“for,the caljbratjpn,ve]opiﬁyigymg;
“rset on the WSL card for.each cross section and the corresponding stream "
~flow on"a single QARD card and run the .IFG4 program. Review the results
~-and select options for the production runs. = - e o

4, Select stream flows needed to develop physica1.hab1tat:versus stream
flow relationship. . .- - .- ST

5. Usé—tﬁe‘éingfe"set'éf water surface élévation-discharge data with the
. -——MANSQ .program to create a TAPE4 with water surface elevation and average
channel velocities for the flows of interest. - -~

6. Use the WSEI4 program to add the WSL cards (1ines) to original IFG4 data
set. . ‘

7. Make the production run.

USE OF MULTIPLE VELOCITY DATA SETS WITH IFG4

Use of two or more velocity calibration data sets with IFG4

The use of two or more velocity sets to calibrate the [FG4 model to
velocities follows the same general steps as presented in the previous
section. The difference is in determining the range of fiows for which a
particular data set will be used One approach would be to calibrate the IFG4
model as follows: use the Towest measured discharge as 2 single velocity, data
set and use this mode) to simulate velocities at extrapolated flows below the
lowest measured discharge: and use the highest measured discharge as a single
velocity data set and use this model to simulate velocities at extrapolated
fiows above the highest measured discharge. For the range of flows between
lowest and highest measured discharges two possible aporoaches are possible.
One is to calibrate eacn velocity data set as a single velocity set and use
the results over a specified range. The other approach is to use g1l data
sets to calibrate the equation:

v, =a, o> _ (66)

The choice is a matter of Judgment and should be dictated by a

comparison of the results using several approaches.

Control of IFG4 Calibration and Simulation Oot}bns

review often results in confusion as to which combination(s) of options should
be selected to achieve the desired results.. -This problem can be overcome by -
breaking up available options into several discrete conceptual parts that are
provided below.: ST Tl T e , -

Much of the capabilities of the IFG4 program ties in the ability of the

user to provide specific control over all aspects of the computational
?rocedures. The user shou}d review available 10C options for the IFG4 program

1sted in Table 11.2 starting on page.I1.53 of -Information Paper -26.- - This
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I0C (14)

Adjusting WSL as a function of VAF's = .
10C option 6: .  This option will allow a correction in WSL (i.e.. stage) if
‘ the VAF is less’ than 0.90 or greater than 1.10. Errors in
WSL simulation affect. the VAF s as follows:. . If WSL is low.
" then the computed cross sectional area through which the
specified discharge is computed is smaller and therefore the
resulting simulated velocities are higher than would be
obtained. from a correct WSL value. Conversely. if WSL is
T e e hi?h:‘the area i1s'greater and the resuiting simuilated "~
velocities are lower to achieve the specified discharge.
This option is not generally utilized. since in practice,
water surface elevations are determined external to the
program and a better control is obtained through use of 10C
options 5 and 8 as discussed below.

Mass Balance and VAF

JOC option 11; This option in essence will allow the user to ignore
application of the VAF to achieve a mass balance within the
IFG4 model. If I0OC (11) is set. mass balance determined
from epplication of the VAF will be ignored regardless of
the combination of 10C options 5 and 8 selected.

Controlling the exponent in velocity-discharge regression v = a Q °
10C option 14: This option provides the user with the ability to control
the way the IFG4 program handles regression of the velocity-
discharge relationship. There are five (5) possible
choices:
0 If 10C (14) is 0. then no control is imposed on the
regression equation.
| The regression equation is solved for all cells with at
least three or more velocity discharge calibration data sets
and_the average of these B coefficients are applied to all
cells in one or more calibration velocity sets has been
collected. Cells that were dry at calibration flows will
have velocity calculated from a) user input Manning's n if
supplied. b) computed from Manning's n if an adjacent cell
has one. or 3) the default value of 0.06 will be used if a |
and b are not available. |
2 In this instance. the average B obtained from the
regressions are applied only to those cells that have a
single velocity calibration data set. A1l other cells are
treated normally. . - = ,' Lo ..
I0C (14) = 3 This allows the user to specify a maximum value of the B
- exponent by placing an upper 1imit on the BMAX line in the
... 1FG4 data file (see page A.54 of Information Paper 26 for . .
. .- ~I.-placement- and- format of- the BMAX-Tine) . :- If the program -—--=--= -- -
P © calculates a B:term that is greater than the. value specified
o on_the BMAX data line.: the B exponent is set: to' the maximum:
@ r o7 _value for use in calculation of velocities for that cell.. - -
I0C (14) = 4. This o?tion will.force the [FG4 program to use the average B
from all regression for all cells in which one or two
velocity calibration points have been collected. Cells with

i

I0C (14)

[0C (14)
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wozoo . »o  wsthree or . more welocity points will.use their. individual B
T Jex onents .determined .from the regress1on equat1on and dry
‘ cells are handled normally. .
IOC (14) =5 - - This option combines number 2 and 3 and w111 -use the -average -
R ‘ . B exponent for-all cells with a single velocity calibration
ST data -set while amposing the Timit.as spec1f1ed on the BMAX
RSP adata 11ne 1n the IF64 data f11e g .

R R

- 10C ootuon 22 . Th1s opt1on oﬂov1des the user w1th ability - to -terminate -

program execution if the B exponent exceeds 3.0. This is
usually left on (1.e.. default = 0) and would be indicative

- that regression of the velocity-discharge relationship may
be abnormal within a given cell) and should be evaluated.

Controliing roughness
Several options are available to the user to control the way in which
the [FG4 program will use roughness.

10C option 12: This option allows the user to control the way in which the
IFG4 program will calculate roughness or use the roughness
1f supplied.

This option will instruct the IFG4 program to use roughness
for a cell 1f it is input on the NS lines of the [FG4 data
fige. If nis zero, the IFG4 program will compute the n
value.

This option will result in IFG4 calculating the n value for
cells that are wet, uses n if supplied for dry cells or will
estimete n for dry cells if the n value in the cell is 0.

10C (12}

1
=

ICC (12)

1]
—

I0C option 15: This option will allow the user to specify the maximum or
minimum value of roughness computed with the Manning’s
equation during the simulation of velocities. The maximum
and/or minimum velue is specified on the NMAX data line of
the IFG4 data file as indicated on page A.54 of Information
Paper 26.

This will result in no 1imit on value of the estimated
Manning's n value.

This will impose the limit for the maximum and/or minimum as
specified on the NMAX data line. IF the estimated Manning's
n value exceeds these limits. it will be set to the
appropriate limit for use in all s1mu1at1ons of ve1oc1t1es
in that cell,

-This -is essentially the same as number l except that the
11T1ts a6e01wposed on]y in the case when the est1mated n
value > -

I0C (15)
I0C (15)

L} [t}
— o]

10C (15)

"
AN ]

10C option 16: This option will allow the user to adjust the roughness in a

cell as a function of depth in a cell. This is explored in
more detail within the next section. This option can help
reduce the negative impacts arising from too high a
roughness at edges of the stream at lower discharges that
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o would be expected to become less rough as flow (i.e., depth)
o increases. NOTE: I0C (11) must be set to 0 or the results
will be irrational when using I0C (16) = 1.

I0C (16).= 0 This wiltl ignore variable roughness.
1I0C {16) = 1 This option will adjust roughness as a function of d1scharge
K . and requires the user to specify a B exponent on the NSLP
data input line within the IFG4 data file. The geéneral
equation for changing roughness as a function of depth is:
n=n_x(d/d))® ' (67)
where-

n = Jepth adjusted Manning’s n value for the cell
d = Denth of the cell at the current discharge
d. = Depth of cell at the calibration discharge
B = An empirical coefficient in the range from 0.0 to -2.04

This equation is discussed with the concepts of variable roughness as a
function of discharge.

Controlling computation of stage and velocity-discharge relationships
The control of the velocity-discharge and stage-discharge relationship

within IFG4 is accomplished through use of I0C options 5 and 8 in combination.
These two options can cause some confusion at first until the user can get a
firm understanding of their interactions. This is most easily accomplished by
an examination of computational aspects or the IFG4 program. To facilitate
the following discussions Table 1 has been provided that defines several terms
necessary to understand the reletionships between I0C options 5 and 8.

Table 1. Definition of terms related to the IFG4 computational procedures.

Qe prcuretes = Discharge calculated from velocity data as input on VEL data
Tines. WSL as input on the CAL data line and X distance and bed
elevations input on the cross section data lines of the IFG4 data
file. The cross-section discharge specified (second discharge
value) on the CAL data line of the IFG4 data file ("discharge for
this cross section if IFG4 calculated the discharge™).

Qeorouted = Discharge computed by interpolating from a known stage-
discharge relationship in the simulation phase of the program.

Qs120tated = The discharge to be simulated that is input on the QARD Tine of
the 1FG4 data file. -
Qyiven . = .The cross-section discharge specified (first d1scharge vaiue)

on the CAL data line of the IFG4 data file (' best estimate of
d1SCharge for' this cross™section”). = ke
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I0C (5) = 0 and IOC (8) = 2 * 'VELOCITY PRODUCTION -

This combination of ‘10C options 5 and 8 represents the standard
computational ?rocedure in IFG4 and =is summarized in Figure 1 .- Once the - .
individual cell velocities have ‘been determlned these ve]0c1t1es are adJusted
with VAF 'as d\scussed prev1ou51y 7 TAAD e

- .-_‘_ _— e
Y . . . e maw
Ve [ISER A4

. A . Stage - Qcalculated - ----— - -- - - ~-Stage ~ oglvon e

= w .
[
a4 @
- simyteted b stege
= = A
s &
8 © s @
@
1 1 L
teg Queiculeted log QTlvon
}
Cell Velocity = Q_arcuinted 3
-
° 1 !
= & !
> -
g
o : ® |
computed

Q from QARD card
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for catt |

log Veloolly,

19 Qgulasiated

Figure 1. Computational procedures for 10C (5) = 0 and I0C (8) = 2.
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10C (5) = 0 and IOC (8) =0  VELOCITY CALIBRATION

This combination calibrates stage-Qg,icures @Nd VE10CItY-Qupictates .
relationships but bypasses the stage-Q,,... step in calibration. In the
81mulation]phase‘ flowsTgo be simulated are enéered direct]y}ﬁg the stage-

viareg F€lationship. e result is to cause steg LO €qual Q. . The
rgghff?ng individual cell-velocities- are then agﬁhg%ed with VAFSEQM%% the
standard procedure. The overall process is represented in Figure 2. This
procecure tends to amplify the effect of individual errors in the velocity
measurements that can be pronounced when simulating flows beyond the
calibration data sets. .

With I0C(5)=0 and 10C(8)=0, IFG4 uses internally calculated discharges for WSL
calibration. Frequently. this will not be as reliable as setting 10C(5)=1,
[0C(8)=0 and using measured discharges that are the same for all cross-
sections.

Stage - Qoeicuiated

- @ from QARD card

»
2
a— L)
=0
U F]
P L}
@ .
]
o Ly tinulated J
[ atage
-
o
o
- 9
2
| ]

tog Qegiculaten

Call Yeloclty = Qcaicutated

sampuind

comou‘ud

velocitly
tor call |

log Veloolty,

[ P, . [ -

199 Qquicuiated

Figure 2. Computational procedures for 10C (5) = 0 and 10C (8) = 0.
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10C (5) = 1 and 1OC (8) = Q or 2 .:2*VELOCITY CALIBRATION : - -.-

Instead. regressions "are Jimited to ‘development of stage-Q, .. and cell .

used to determine stage from the stage-Q,,.
velocities are derived from the.ve1oc1ty-ﬁng'relationshipl The velocity

~ procedure is illustrated in Figare 3.~ :This option tends to 1gnore local

a large discrepancy between
cén_be used when one suspects

would cause Q, . 1,eq tO De consistently above or below flow in the channel.

given

Stage - Qgiven

Q from QARD cara

[y
~
-]
1 ”
- simulated
:l stage
a
Q
o
2
Y
fog Qgiven
Cell Valocity - Ornn
]
*
-
F
_2_,‘ -
[ computled
2 velocity
> ] tor cauy
-
2

Figure 3. Computational procedures for 10C (5) = 1 and 10C (8) = 0.
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This combination does not calibrate g stage-Q ,iaee relationship.

velocity- z-;-relationships.-,ln.the simulation phase, flow to be simulated
e
.. relationship ‘and the unadjusted

adjustment factor.is then.DaSEG_Oﬂ“thG_rat10_Of_Q“m”M“./.QRRMA&d.m-ThTS--“-

errors in velocity measurements and force all simulations to fit the given -
best estimate of discharge supplied on the CAL data lines. This will tend to
amplify effects of errors in estimating discharge and can produce large errors
when extrapolating outside the calibration range for those transects that have
and Qu,icpaee.  This combination of 10C options
a uniform error in velocity measurements that
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10C_(5) =0 and 10C (8) =1 WSL CALIBRATION

The WSL's must be supplied to use this combination of IOC options and
are supplied on WSL data Tines in the [FG4 data file. There 15 no calibration
of stage-discharge relationships. = The cell velocity-Q, e re€lationship is
the only. regression performed in. the calibration phase. A ﬁSL data line must
be supplied for each flow to be simulated and have a one to one correspondence
between order of the WSL values and order of the flows on the QARD data lines.
In the simulation phase. the program uses the velocity-Q . y.es relationship to
derive unadjusted cell velocities as shown in Figure 4. e velocity
adjustment factor is then computed as the ratio Of Qq.,ies / Qearcirereg @Nd
applied as in the standard procedure. This option s ouid be used when water
surface elevations collected in the field are suspect or missing.

Q from QARD card

Ceall Velocity = Q altculated

h-)
[ -]
3
=

- E

> i

© computed

-g velocity

- for cell |

o

2

- 10@ Qcalcutated - - -

Figure 4. Computational procédufés'fdflloc (5) = 0 and I0C (8) = 1.
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10C (5) =1 and 10C-(8) = 17WSL PRODUCTION #ira: 3 = -

~ . -

As "in the preceding case, water surface elevations must be supplied on
the WSL-data Jlines for each discharge to be simulated. .Therefore, no stage-
discharge regressions are required in the calibration phase. - The calibration
phase consists of fitting velocity-Q.,.. relationships. In the simulation
phase. depths are determined from the nSL-given and velocities from the cell

_velocity-Q e relationship as shown in Figure 5... The velocity adjustment

ver
factor 1s Jé?ived as indiceted in the previous section and applied as in the
normal procedure. :This option combines substitution of input water surface
elevations for the normal model regression step in the calibration phase and
the compensation for uniform velocity measurement errors. This option should
be used when uniform velocity measurement errors and error in the water
surface elevation measurements are suspected.

Q from QARD cards

Cell Velocity — Qgiyven

©
L -
=
b |
-— €
> ™
O computed
-% velocity
- for celi |
o
L
log Qgiven

Figure 5. .Computétiona] proéeduréslfor IOCﬂ255,= 1 and 10C (8) = 1.
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CHAPTER 6:" . HABITAT MAPPING _ |

The generally preferred habitat mapging option (replacing the once-favored

representative reach approach) can be characterized as:

Stratified ' not totally evenly distributed across the entire
| study area, but corrected back to measured
- " T habitat percentages in the final report

Random’ not selective or systematic :

Unequal-Effort not allocated equally on the basis of habitat
percentages but giving larger emphasis to
infrequent habitat. unique habitat. and highly

: valuable habitat

Sampling not a census but statistically based. thus
providing reduced cost. greater speed. greater
scope. and greater accuracy

of

Mesohabitat Types from habitat typing and meschabtat mapping. not
representative reaches

with

Clustered to allow hydraulically-linked analysis and

decrease travel and setup cost for data
collection

Transects some used only for hydraulic modeling (hydraulic
controls) and some only for habitat modeling
(complex channels).

Here is an outstanding example from Homa. J.. Jr.. and L.J. Brandt. 1991.
From Executive Summary. A 15.1 mile section of the Salmon River in Oswego
County. New York. from 1.8 miles upstream of its mouth at Port Ontario to
Lighthouse Hi1l Dam (river mile 16.9) was examined for aquatic habitat types.
The segments were identified on topographic base maps. Initially. the
riverbed was characterized using aerial photographs. followed by confirmation
with field observations (ground truthing). The 15.1 miles were divided into
157 distinct hebitat segments from 100 to 2.760 ft in length. Habitat
segments were classified and grouped by depth (first order) (shallow. medium.
deep), habitat (second order) (run.riffle. pool). river bottom (loose
material. bedrock/loose material). and substrate (fourth order) (presence of
one or more of large boulder, small boulder. cobble. gravel. sand, mud). Some
habitat classes (chutes, step ledges. transition zone) were segregated and
grouped separately. Preliminary examination of the predicted habitat from the
habitat modeling phase of the research and subsequent studies have suggested
that sorting for the Salmon_River Unsteady. Flow_Model Research study did not
need to go to the fourth order. but may be adequate if sorted only to general
river bottom material.- - o oimn il T ToTEoTTT s S

Habitat typing was conducted in the field on foot mainly at low flow.
Low-altitude aerial photos taken at low flows were more useful than high--’
altitude photos taken at high flow to delineate habitat suitability criteria.
Aerial photo interpretation with ground truth was necessary to delineate
habitat in detail. Topographic base mapping (scale, 1 inch = 200 ft) and
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half-scale reductions (1'inch =-400 -ft) were useful for graphic purposes and
for Tocating habitat segmentsiin:the field. However. the aerial .photographs
could have been :used directly ;as ‘base maps :for :habitat -delineation. -Some :
habitat suitability.criteria (instream and overhead cover. categories. .such as
pocket water. boulders. undercut-banks) ~were recorded but not used to - .
classify and segregate habitat -types; they may be useful in other habitat -
typing scenarios. Overall, habitat typing can be modified as needed on a
site-specific basis. These'data will be used for input “into hydraulic and

_ microhabitat models for use downstream of :storage-and-release hydro projects,

From Introduction. The principal advantege of this method (habitat typing) is
that a8 smaller number of transects may be used to estimate available habitat
n the entire study segment in question thin for other methods. Another
advantage 1s that traensects may be placed in specific locations for
specialized purposes. Traditional techniques. such as representative reach.
either require many more transects (at least one group per habitat segment) or
only estimate habitat in areas of question. a critical reach such as a
particular spasning riffle. The Salmon River downstream of the Lighthouse
HiT1 Development was divided into 15 segments based on uniformity of habitat
ty?es. The traditional IFIM approach to choosing sampling sites would be to
select one representative reach within each of the 15 segments. These
representative sections would have all the habitat characteristics of the
segment and would be sampled intensively with a group of transects. resulting
in a large total number of transects.

In the habitat-typing method. the whole study site is mapped into
smaller segments representing individual habitat types. The characteristics
of each habitat are recorded and sorted. and similar segments are categorized
together. A smaller number of transects representative of the habitat
categories are then chosen. and results for the entire river reach are
calculated. based on the proportions of the reach represented by each
category.

From Methods and Materials. The mapping of the Salmon River for aquatic
habitat consisted of seven steps. which are more fully described on the
ensuing pages of this report:

1. Aerial photographs #b]ack and white, late April timing} were interpreted
stereoscopically tor delineating channel and floodpiain extent.
tributaries. habitat type. shoreline, and bottom material.

In the field. the extent of each unique habitat was mapped. and
information was recorded about its cover, substrate and shoreline
material, and the quality and types of habitat.

The length of each habitat segment was measured and entered into a
computerized matrix (spreadsheet) containing the stream habitat
information collected in the field. - S L

---The depth of each habitat-segment was-determined by the Delphi-technique: -

A hierarchical classification was developed to collect segments with .-
similar-habitat characteristics so that segments would be assigned to
the appropriate microhabitat transect or be identified as unassigned. . -

w (AN
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6. Habitat segments were then spot checked in the field by personnel familiar
with the Salmon River for accuracy of classifications and similarity
between habitat segments assigned to microhabitat transects. ‘

7. A1l segments were checked.in the office for the accuracy of their
assignment to microhabitat transects by personnel familiar with the
Salmon River: ' A S ' L

- The three major habitat types-identified-in the field were pool- riffle---
and run. A pool consists of relatively still water that is at least 2 ft

deep. A riffle occurs when the water surface is broken (i.e.. hydraulic jump)

by rocks and other instream material.. Extreme examples of a riffle are rapids

or white water. A run contains moving water of various depths, but the

surface is not broken. Since the minTmum mapping unit was 100 ft. habitat was

classified on the basis of abundant habitat present in each study segment. A

minimal amount of habitat heterogeneity was therefore permitted. A segment

boundary was identified when there was a distinct change in the water surface,
gradient. channel type. size or abundance of bottom material. water depth. or
cover from a previously defined habitat segment.

The two channel types were simple and complex (or multiple). A simple
channel consists of only one well-defined channel (although it may contain
more than one channel at higher flows). while a complex channel has two or
more branches with islends between. Multiple channels are indicative of
loose. readily sifted substrate material such as sand and gravel,

A chute is a section of river where velocities are high and the river
bottom is smooth bedrock. It can extend the entire width of a section of
river or only a portion of it. A ledge is the vertical break in bedrock that
appears ste?-like; Exposed bedrock is necessary for either feature to exist.
Chutes and ledges were considered to be important factors that influence fish
migration in the Salmon River.

Several attempts, using different criteria in various order. were
necessary to edequately sort and classify the segments. The early attemots
involved segregating the segments first by pool, riffle. and run and second Dy
substrate. This did not work well because segments that did not appear to
have the same habitat (based on professional judgment) were sometimes grouped
together. Additional efforts also involved trying to enhance differences Y
using river bottom material (i.e.. loose or bedrock/loose). However. the
classification was still inadequate. As a solution. it was decided in
conference (by the Delphi technique. as mentioned above) to add depth to the
list of qualities for each segment. Depth was an important factor that could
distinguish one pool type from another. for example. ”

.-~ One problem still existed--how. to account: for chutes. Tedges. and.the . .
transition zone. The transition zone was an atypical segment of the river.
It is defined as that portion of the river that” approaches the elevation of
Lake Ontario. : Hydraulically.: the backwater of the lake affects the: stage-
discharge,re]ationship’at'this-location'as:the‘TakeATeveT'changes independent
of river stage. The possibie influence of the Lake Ontario seiche {viz., '
sudden oscitlation of the water of a lake or bay} is unknown, so this region
was extracted and treated uniquely.. It was decided to extract habitat
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segments that represented chutes. ledges. and the transition zone before - -
segregating the remainder:of ;the jhabitat:segments..-When these three unique -
habitat types were first extracted from the master 1ist of segments before :
depths were separated. an accurate classification resulted.
From Results. :There were 157 habitat:segments ‘totaling 79.880 ft (15.1---: - )
miles).  The river consisted of the transition zone (1%). chutes and ledges ‘
(20%) ., ‘shallow habitats-(35%).-medium-depth habitats (34%)..and deep habitats
- (10%). . The percentages were used to_proportionately weight_each _transeci_in
the habitat model. . Water depth was used as a .first -sort. habitat was second.
river-bottom material was third. and substrate was fourth. o

From Discussion. The presentation of guidelines for the collection of data
was also another important aspect of this research project. The following is
8 suggested list of guidelines for the collection of data for future habitat-
typing studies.

1. Select professionals familiar with the study area.

2. iInterpret low-altitude aerial photos obtained during periods of low flow
when trees are leafless.

3. Field map habitat at discharge approximating flow of interest.

4 Compile/organize field notes and maps.

5. Develop classification hierarchy.

6. rield check data.

7. Assign segments and habitat transects to represent the distribution of
habitat ty?es on the river (weighting).

8. Produce final maps and tables.

The purpose of habitat typing was to allow weighting of microhabitat
transect data collected at transects located at varying distances apart to be
used in the instream flow model. In this way most of the habitat in a whole
river study segment may be described by extrapolating from a few transects.
It had been most common to design studies around representative reaches or
reaches representing critical habitat. Morhardt et al. (1983) indicated that
habitat mapping could be conducted before or after microhabitat transect data
have been collected. Based on our experience on the Salmon River. we believe
it would be more desirable to choose the location of microhabitat transects
based on the results of microhabitat typing rather than place Erese]ected
microhabitat transect data in a typing scheme. The authors acknowledge that
this 15 a very subjective statement and the influence on results are unknown.
However, the statement is based on the knowledge that microhabitat transect
placement would be somewhat affected by the method employed.

From Conclusion. Habitat typing using low-altitude aerial photographs
together with ground truth was found to be a reliable method of classifying
aquatic habitat ty?es in the Salmon River study area. Input and critique by
professionals familiar with the study area were not only desirable but were
1mportant aspects of this research -—Quantification of habitat by depth =~
(shallow. medium.- deep); habitat type (run. riffle. pool. chute. ledge.
transition zone): river bottom (loose material. Joose material/bedrock): and
substrate {later dropped} resulted in the classification of habitat segments .
into discrete habitat types. This scheme allowed a major portion of the study
area to be represented by 24 microhabitat transects that were weighted
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then habitat t

Broport1onate1 Lo represent aquatic habitat. Habitat typing schemes have
een successfully used on many studies and can be adapted to the specific
characteristics of each study area. . ‘ P

EXAMPLE DESCRIPTION OF HABITAT TYPES ) :
Habitat types used in the South Platte River of Colorado by Thomas and Bovee
{1993} included: : L - o ‘ : '

LOW GRADIENT RIFFLE - No backwater effect. Water surface profile roughly

parallel” to thalweg profilé and controlled by channel friction.
?ydrg$11c gradient <0.003. Cross section uniform with depth <45 cm at
ow flow.

HIGH GRADIENT RIFFLE - No backwater effect. Water surface profile often
appears ‘stair-stepped’. Hydraulic gradient >0.003. Substrate consists
mostly of boulders. with plunge pool formation among boulders below
drops and small waterfalls. Transects highly varied with isolated deep
areas.

POCKET WATER - No backwater effect for habitat t{pe. but localized areas of
backwater exist. Abundant random structural cover. usually scattered
large doulders. creating many areas of low velocities (pockets) adjacent
to high velocittes. Depths and velocities change abruptly over short
distances. '

DEEP PQOL - Strong backwater effect from downstream hydraulic control.
Maximum depth >2 m at low flow. At least 25% of stream bed obscured by
depth or structural cover.

MODERATE POOL - Strong backwater effect. from downstream hydraulic control.
Maximum depth 1-2 m at low flow. At least 25% of streambed obscured by
depth or structural cover.

DeEP RUN/SHALLOW POCL WITH COVER - Moderate to wesk backwater effects. Pool
depth at thalweg 0.5-1 m at low flow. At least 25% of streambed
contains structural cover.

DEEP RUN/SHALLOW POOL WITHOUT COVER - Moderate to weak backwater effects.
Pool depth at thalweg 0.5-1 m at low flow. Little or no structural
cover present,

CHUTE - Very deep. narrow channel incised in bedrock. Depths exceed 3 m at
Tow flows. with moderate to high velocities at all but the lowest flows.
Cover 1is sparse to non-existent.

B =

Segmentation of the study area into reporting units is frequently done. Some
further level of stratification of the study area (beyond study area
segmentation) is recommended for consideration. One level of stratification,
in combination with habitat types like those used above, has been useful in
the Trinity River of northern California.
Strata M - heavily man-influenced by mining operations over the last.-150 years
Strata R - heavily influenced by riparian woody vegetation encroachment since
© <. the closure of the dams in the 1960°'s - ..° - -

-Straté-B--'heavi]y:inf]uenced by formation of-a berm’thatflimftS‘fiows:tbAtﬁe i

. '.main channel even at flows of 3000 cubic feet per second: ° -
Strata N - more natural and less man-influenced by mining operations, riparian

@1 vegetation encroachment. and berm formation ™. - 5 .
Samp11ng=schemeS'probab1y'shpu]d be set up on the basis first of strata and
ypes.: ) ;: o .':"‘. - ;. .'; - ‘_ ...'.'-;.._,4 ] .“., . :;"'-\":'-'- . ) : ‘ e Yo T ’
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HABITAT MAPPING OPTIONS . ,
Source:+:Williamson. 5.C:.zet al..1993 - .- o it

T BT e

g1
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We considered four options for describing distribution of habitat
availability in a study.area (Figure 6)> .Option A is a representative reach
mapping approach with equal ‘length -computational units and unequal length
stream segments. for_each_stream segment, one flow:habitat function is

calculated. This option assumes that habitat variability between stream

_segments is more important than habitat variability within segments.” This

type of mapping was once the recommended approach but has been replaced by the
habitat mapping approach. For extremely large study areas. a combination of
the habitat mapping approach within 3 stratified random sample of
representative reaches 1s recommended. :

Option B is a habitat mapping approach with unequal or equal length
computational units. For each computational unit, one flow:habitat function
is calculated and each unit may and frequently will have a unique function.
tach identifiable habitat type is described by one or more PHABSIM transects
(Morhardt et al.. 1983). This option assumes that habitat variability between
computational units is more important than habitat variability within
computational units. This type of mapping is the one recommended for most
applications.

Option C is a mesohabitat mapping approach with objectively identifiable
boundaries of unequal-length mesohabitats. For each mesohabitat type (not
each computational unit). a unique fiow:habitat function is calculated and
each meschabitat type may have a unique function. There is some homogeneity
between computational units that are not immediately adjecent. so some level
of stratification of comﬁutational units may be used. Option C assumes that
variability between meschabitat types is more important than habitat
variability within mesohabitat types. This type of mapping is exemplified by
the saimonid population and production model SALMOD of the Midcontinent
Ecological Science Center.

Option D 1s a cell-by-cell mapping approach with unequal length
computational units. For each PHABSIM cell (not each computational unit). a
unique flow:habitat function is calculated within each mesohabitat type to
account for the cross-sectional heterogeneity of the stream environment. Each
cell by mesohabitat type may have a unique flow:habitat function.
Computational units are delineated as in Option C. In this model, calculated
movement between computational units would be replaced by calculated movement
between usable habitat. Option D assumes that habitat variability between
PHABSIM cells is more important than habitat variability within PHABSIM cells.
This type of mapping is exemplified by the compensatory mechanisms models
COMPMECH of the Electric Power Research Institute.
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Option A. Ho}nogeneous habitat assignment to fifty. 1-km long compuUtational
uvnits wrrhln seven sfr‘eam segmenfs for fhe Trlm'l'g Rlver' sfudg area.

Segnent 1. |l ‘Seanent 2. h Segnent w |..  Segment 7

T\_ I L o

Umf n (180% type ﬁ)

Opj;ion B. Percentage habitat assignment to fifty 1-km long computational
units.

t—Unif m (68Y% type A, 407 tupe B
Unit n (58% type A, 308Y% tupe B, 28% type O

Option C. Homogensous habitat assignment to 688 unequal length mapped
computational units for the Trinity River study area.

Unit o (B8% tupe X0
Unit n (88% tupe v)

Option D. Homogeneous habitat assignment to €80 unequal length mapped
computational units to the cell-by-cell field measurement lavel

@4
I 1]
% Ld ‘ 28] had Ll

Unit o (188% cell-by-cell tupe %)
Unit n (198/ cell bu-cell tupe ¥

-

Figdre 6. Four spat1a1 modehng optmns con51dered for use Opt1ons A and B
represent the entire study area whﬂe Cand D represent only a small
pOl"t]Oﬂ of the study area. -~

- J
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Figure 1.  Relationship between component cell attributes that define a
habitat cell for use in the habitat modeling process.

An appropriate hydraulic model has been applied to determine .
characteristics of the stream in terms of depth and velocity as a function of

to produce a measure of the relationship between available habitat and
discharge. The habitat modeling and habitat mapping steps are the most
controversial and sensitive portions of the PHABSIM system. Figure 1 shows
the basic representation of the channel cross section information for a series
of transects that define a 'grid of habitat Cells with their associated
attributes of depth, velocity and channel index (i.e., substrate and cover).

The Instream Flow Incremental MethodoTbgy assumes fhat flow-dependent

physigal habitat and water temperature may either increase or limit carrying
Capacity and therefore can be used to help manage the standing crop of fish in
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streams. In riverine systems, the amount and quality of suitable habitat can
be highly variable within and among years. The observed pogu]ation and
biomass of fish and invertebrates may be depressed or stimulated by numerous
preceding habitat events. Habitat-induced gopu?ation limitations are related
to the amount and quality of habitat available to fish and invertebrate
populations at critical stages in their life history. Long term habitat
reductions. such as reduced flows, may also be important in determining
population and production levels. We limit PHABSIM use to river systems in
-.which dissolved oxygen. suspended' sediment”” nutrient loading, other chemical

aspects of water quality. and interspecific competition do not place the major
limits on populations of interest. -

The most common estimate of fisheries habitat potential is a combination of
habitat quantity (the usable area) and quality (the weighting) referred to as
Weighted Usable Area (WUA). Habitat potential frequently serves as input to

PHABSIM has been examined to determine its sensitivity to hydraulic simulation
error, (Osborne et al. 1988), selection of options used to simulate
microhabitat (Gan and McMahon 1990). and errors in habitat suitability curves
(Shirvell 1989: Thomas and Bovee 1993. Waddle 1993). Recognition of these
sources of uncertainty and their relative magnitudes is important in analysis

and interpretation of PHABSIM results in the instream flow negotiation
process.

HABITAT SUITABILITY CURVES

The habitat model relies on curves relating hydraulic and channel
characteristics to the habitat requirements of fish. These habitat
suitability curves (also known as habitat suitability criteria, habitat
suitability index or SI) describe the adequacy of various combinations of
depth, velocity and channe] conditions. The habitat model uses the habitat

substrate and cover information to produce the habitat measure. This measure
s known as weighted usable area (WUA) and has units of square feet per 1000
Tinear feet of stream length (regardless of stream width).

ASSUMPTIONS OF HABITAT MODELING

¢ Individuals select the most nearly optimum conditions within a (nearly

steady-state) stream and will use less favorable areas with decreasing
- priority. -

* Stream physical habitat parameters (depth, velocity, substrate, cover) can
be depicted by a set of rectangular cells using conditions at the cell
boundaries or centroids B LT s

e Choice conditions for Tndividual'COmpéhents of bhysica] habitat can be
resented (weighted) by a “suitability index” valued from 1.0 (optimum

re
hagitat) to 0.0 (unlivable habitat) that can be developed in an unbiased
manner. : - ST T : _
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suitability index to form:weig

e A meaningful “composite suitabilit
from a combination of several d

* Individual cell values for weighte
~“total weighted usable -area” wh
- of -overall stream habitat... -

variables are important? What ranges

volume.

variables is calculated for each simul
Juvenile rock bass habitat suitability
attributes: (a) Depth = 1.5 feet: (b)
Cover type = 3 (emergent vegetation/su
= 20 square feet. Read the SI value f

atiributes:  (a) Standard calculation
SIH{cover): and (b) CSI for this cel] =

|

hted-usable area”: : 2

e Each cell can be evaluated -independently by multiplyiing its area DXthS?__.f

j‘1ndé§*'Egﬁ"bé‘héfhematﬁcaliy‘Eéltulaféd‘m

1ff¢§ent‘sqi§abilipy jnqexe§.“ ) o

d usable area can be summed to form

ich is-a meaningful comparative measure

P

]'[j S5 ) * A; /L (68)

of cell i,
value for life stage k.

s the cell index. which runs from 1 to n.

characteristic. and

in 1000's of feet.

WUA is: ~
n
wua = ¥ ¢
i=2
where-
A, 1s the surface area
Sk is the jth SI curve
1
J 1S the index for SI
X 1s usually 1. but can be j.
L 1s the reach length
STEPS

1. Define what constitutes microhabitat for the evaluation organism. Which

of conditions are suitable, unsuitabie.

optimal. and marginal? Develop habitat suitability curves on a scale from
Zero 1o one. one being optimum and zero unsuitable.

2. Describe the distribution of microhabitat variables. Use line-transect
methods to quantify lateral and longitudinal distributions of physical
attributes. Stream reaches are depicted as many small trapezoidal cells each
with a discrete combination of physical attributes along with surface area and

3. For each cell. the relative suttability for the appropriate combination of

ated flow. For example. use the
curves. The cell has the following
Mean column velocity = 0.4 fps: (c)
bmerged branches): and (d) Surface area
or each variable from the SI Curves:

(a) SI (depth) = 0.75: (b) SI (velocity) = 0.67: and (c) SI (cover) = 0.75,
Calculate Composite Suitability Index (CSI) for. the combination of cell

15 CSI = Si{depth) * SI(velocity) *
0.75*0.67 *0.75 =0.38. Calculate

Weighted Usable Area for cell: WUA = Surfgce Area * Composite Suitability
Index. WUA = 20 square feet*0 38 = 7.6 ft
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4. Repeat step C for remaining cells: Oetermine cell attributes at other
discharges. Repeat step C for al) cells. with new cell attributes
corresponding to discharges in Step E. ° L

SUITABILITY Iwoéi'éeeéesgflon TECHNIQUES

.- Once the individuaf.cdmponent suitabilities have been determined. the_“

Vuser has the option to select several different ways of aggregating these

component suitabilities for a cell into a single cell’s composite suitability
index. A multiplicative aggregation can be employed (considered the default)

and 1s given by:

C,=V;=D,*S, (69)
where-
C, = Composite suitability index of cell i.
V. = Suitability associated with velocity in cell 1.
D, = Suitability associated with depth in cell 1,
S, = Suitability associated with channel index in cell i. Frequently.

channel index is not used or is used as a binary variate.

The component attributes of each cell are evaluated against the species
and life stage habitat suitability curve coordinates for each attribute to
derive the component suitebilities. This process is illustrated in Figure 2.
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Figure 2. Determination of component suitabilities for individual cel}
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- The geometric mean can be used that implies a compensation effect. If
two of three individual composite suitabilities are within the optimum range
and the third is very low. the third.individual suitability has a reduced :
effect on computation of the compositéTsuitability index. The geometric mean -
is calculated as: S

C;={V=D x5;) " (70

A most limiting factor (Liebig's Law of the Minimum) can be used to
aggregate individual suitability factors by:

C,=Min(v,,D,,S,) (71)

A conditional aggregation can be constructed by using one or more of the
factors as a binary variate (0=unacceptable. l=acceptable) and leaving just
one factor as a continuous variate. This approach. like the most limiting
factor. skirts the assumption that "A meaningful ‘composite suitability index’
can be mathematically calculated from a combination of several different
suitability indexes.” By their dimensionless and relative-value nature.
indexes are not rigorously applicable on an absolute-value scale (viz.. an
index times a varieble produces and index. not a variable). As more
calculations are made with an index. the more nearly an absolute-value scale
is tmplied and needed. With suitability indexes. the least number of
continuous-value irdexes in the calculations usually produces the most
rigerous results.

Once the composite suitability index C, has been determined the amount
of Weighted Usable Area (WUA) is computed according to the following equation:

n ,
WUA=Y" A *C; (72)
i=1

where:
WUA = Total Weighted Usable Area in stream at specified discharge.
C, = Composite suitability index for cell i.
A, = Vertical view area of cell i.

ADDITIONAL ASSUMPTIONS IN PHYSICAL HABITAT MODELING

1) - The four major- components of ‘a’ stream system that:detérminé'5&0dUctivityf'""' o

for aquatic animals (Karr and Oudley 1978) are- (1) flow regime. (2)
physical habitat structure (e.g. channel form and substrate
distribution}, (3) water quality (including temperature), and (4) energy
inputs from the watershed (nutrients and organic matter).
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2) The complex interaction of these components determines primary
production, seécondary production, and ultimately the status of fish
populations in the stream study segment. . .*- - e T

3) Physical habitat and flow regime (not water quality, temperature, -
nutrients, -organic matter, or other factors) are limiting the population
size and standing crop. ' T - e o

It should be emphasized that predictions of PHABSIM are made in terms of
.changes to physical properties of aquatic microhabitat (i.e., velocity, depth,
and channel index) and do not predict changes in biomass of organisms (the
next generation of the Instream Flow Incremental Methodology is in the mode)
verification and validation stage).'  Much of the criticism in the literature
stems from PHABSIM results being applied and interpreted without consideration
for other population- and production-limiting factors such as water quality,
temperature, food availability, and angling mortality.

Figure 3 shows the actual stream location for adult cutthroat trout in
St. Charles Creek, Utah as a function of predicted cell suitabilities under

conditions of abundant food resources. The small blocks in the grid are
observed fish positions.

[5:MINDEX
STAT 43 (ADULT FISH)

i
|
|

PRECERENCE

00 05 .0

Figure 3. Predicted and observed stream location for cutthroat trout.
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Figure 4 shows predicted and observed stream locations based on the net
energy equivalence (gross energy input minus swimming and metabolic rate) for
observed food densities. Figures 3 and 4 show essentially the same results.
However, Figure 5 shows net energy equivalence for the same stream section in
the absence of food and c]ear]ﬁ shows that PHABSIM resuits in this instance

r

gog]d predict Tocation of cutthroat trout in highly unfavorable energetic
abitats.

NET ENERGY INDEX
STAT 48 {1 30w FriH)

MW A DL (CNLAP)
a 30 e

Figuqe 4. Predicted and observed fish Tocations using an energy balance
mode]l .
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Introduction . ~~ . =it 28 Tinc oot deuooomowp Toewn fied e T e

Although hydraulic modeling merits close attention to quality assurance,
it is well recognized that the most controversial aspect and largest .source of .
error in PHABSIM lies in habitat modeling. 1In particular, great care needs to

be employed in constructing and using habitat suitability curves with -

~-- sufficient generality, reality, and.precision to adequately reflect a fish _..
. Species’ Selection of ‘microhabitat ‘in the 'study stream (Heggenes™19%0). ™** - 777

©7" Major questions include whether Universal or river-specific suitability

curves should be applied (Belaud et al. 1989: Orth 1987). whether microhabitat

“selection 153 manifestation of habitdt availability (Heggeres 1990: Shirvell
1989; Morhardt and Hanson 1988). and whether microhabitat selection by drift
feeding saimonids 1s influenced by stream productivity (Smith and Li 1983:
Bachman 1984 Fausch 1985). WNonparametric statistical methods have been
geveloped for evaluating the transferability of a particular set of habitat
suitability curves to a particular stream (Thomas and Bovee 1993).

Some background orientation into the development of habitat suitability
curves 1s necessary to better understand their appropriate use in PHA3SIM
analyses. The reader is referred to Information Paper No. 21 “"Development and
Evaluation of Habitat Suitability Criteria for use in the Instream Flow
Incremental Methodology” (Bovee 1986). This paper discusses data collection,
gear limitation and sampling bias as well as data analysis techniques. The
work also addresses issues related to validation and verification of habitat
suitability data sets.

The Instream Flow Incremental Methodology (IFIM) is a habitat-based tool
used to evaluate the environmental consequences of various water and land use
practices. As such, knowledge about the conditions that provide favorable
habitat for a species. and those that do not. is necessary for successful
implementation of the methodology. In the context of the IFIM. this knowledge
15 defined as habitat suitability criteria: characteristic behavioral traits
of a species that are established as standards for comparison in the decision
making process. A prerequisite of any habitat-based methodology 1s knowledge
about those conditions that constitute hebitat and those that do not. The
fact that different species of fish and macroinvertebrates occupy different
habitat types in streams is intuitive to anyone who has spent any time
observing the animals in the wild. There is a difference. however. between
this intuitive knowledge ‘and the ability to quantify the microhabitat

.Characteristics selected by the organism. . The quantification of these
characteristics is what distinguishes microhabitat suitability curves from
natural history descriptions. ' ' ‘ :

Defining Who and When in Use of Habitat Suitability Curves o
. An initial step in any IFIM study is the designation of what species and
1ife stages are to be considered in the analysis. This may not necessarily

involve all species and life stages Bresent in a river or may even involve the
use of a species that presently is.absent. Once the species and 1ife stages -
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have been identified. a species and 1ife stage periodicity chart should be
constructed in order to focus the investigator on key time periods during the
year. An example of a typical s?ecies.and life stage periodicity chart is
provided in Figure 1. What should be evident is that the year can be broken, -

down-into discrete periods based on the presence and/or absence of specific

|

i

i

I | 7 spe_cies a‘n_d. h fe_ _st(ages:l o LTI ARSI

l . Fall Cold Season Spring Summer l Fall

l Species - Life Stage o] N| D J:J_:J ml Al w] o] o] a] s
Western Silvery Minnow _TX X X X X X X X
Adult

I P1ains Minnow Adult X X X X X X X X
Speckled Chub Adult X X X | X ] X1 X X X

l Flathead Chub Aduit X X X X X | X X X
Flathead Chub Ad/Juv X | X | X ]x '

l River Shiner Juvenile X X
River Shiner Adult X X : X | X X X X X

l Red Shiner Juvenile X X X X X
Red Shiner Aduit X! X X X X X X X
Sand Shiner Juvenile X X
Sand Shiner Adult X | X X X | X | X X X
Sand Shiner Ad/Juv X1 X X X
River Carpsucker Juvenile | X X X X X
Channel Catfish Adult X X X X X X X X
Channel Catfish Juvenile X X X X X X X X
Channel Catfish Ad/Juv X | X X | X
Flathead Catfish Juvenile | X X : X X X X X

Figurg I. Example of a species and life stage:period1c1ty chart -
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Instream physical habitat :availability has been conceptualized and . = -
calculated with widely differing levels of complexity. - The best -known are:

R A o e o S SR SR T o e T S

USABLE AREA {or.volume}.that may be divided into -several categories such as .
optimal and marginal,”1s the area that falls within some set of values for one
- - -or-more environmental-variables. =The data for constructing discontinuous- -
value bar graphs for suitability curves should be habitat-utilization
observationsfrom the stream of interest. if possiblte. . Suggested habitat
categories have included: -a) two categories - usable versus unusable; b)
three categories - optimal. marginal; and unsuitable (including unusable): ¢)
four categories - optimal, desirable. marginal. and unusable: and d) five
categories - most desirable. desirable. least desirable. undesirable, and
unused. Unfortunately. the terminology of the categories is ambiquous. The
terms unused. unusable, undesirable. and unsuitable can refer to habitat in
which fish were not found in the study stream (e g.. water too deep or
shaltow). habitat in which the fish could not hold for .long (e.g.. water
velocity too high or low), and to habitat in which the fish could not survive
for Tong (e.g.. water temperature too high). In your study document. please
specificaliy define the categories that you use.

WEIGHTED USABLE AREA {or volume} is usable area as defined above with each
cell multiplied by a suitability index calculated for that cell. Summing is
done across all cells in a cross-section or study segment. This converts
total area. some of which is usually low value habitat. into units of prime
(1.0-valued) habitat. Data for constructing continuous-value line graphs for
suitability curves should be habitat use observations from the stream of
interest. Mathematically., a unit-less index multiplied by an area produces an
area (weighted usable area). Logically and statistically. however,
multiplying a unit-less index times an area produces an usable area index (Gan
and McMahon. 1990).

SUITABILITY INDEX is @ 0.0 up to +1.0-valued (unit-less) scalar that imparts a
relative value to habitat area compared with unacceptable (zero-value) and
optimum (one-value).

To closer approximate ecological concepts. the following formulations
are also used: '

PREFERRED: AVOIDED AREA {or volume} is the usable area {or volume} as defined
above with each cell muitiplied by a -1.0 to 0.0 to +1.0-valued scalar
{similar to correlation coefficients& that implies the relative value of that
area compared to: unacceptable (-1.0. habitat not in the species’ niche space
or actively avoided habitat): neutral (0.0: available_habitat used but not .. .
selected for by this species): and preferred (+1.0: available habitat selected
for by this species if not already occupied). . . io.o .nma 4 |
HABITAT PREFERENCE INDEX is”an altérnative formulation to preferred-avoided ..
area in which habitat use observations are divided by habitat availability for
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the stream of interest. Habitat preference indices have been widely used, but
have some undesirable statistical and mathematical ?roperties and generally

are not transferable to other river basins.” The only linear measure of
preference is Strauss’ linear electivity index (LE = r - p). where r = habitat
use and p = habitat availability for the stream of interest.

MINIMUM VIABLE NICHE is the usable area Lor volume} as defined ebove but
taking into account that”a number of different life-sustaining requirements
(found in different cells) need to be in close proximity (i.e.. using
PHABSIM's adjacent velocity criteria) for those cells in the aggregate to
adequately support n organisms of a particular life stage and size. Shear
velocity zones. areas of rapid velocity change. have been shown to be an
important hydraulic characteristic present in the microhabitat preferred by
juvenile and adult salmonids. These shear zones provide escape cover and
opportunistic feeding stations in slow velocity water while in close proximity
to higher velocity water where drifting food is more accessible and abundant .
Mimmum viable niche can be more precise in estimates of carrying capacity.
but are not transferable to other river basins with different habitat present.

OPTIMAL. SUITABLE. MARGINAL, UNSUITABLE, UNUSABLE HABITAT

A key element to the IFIM is the development of habitat suitability
curves for the target species of concern. Categories of habitat suitability
curves refer to how they were developed. the kind of data used to generate the
curves, and how those data have been processed.

CATEGORY I HABITAT SUITABILITY CURVES are intended to be general (usable
across the geographic range of a species) and are based on information other
than field observations made specifically for the purpose of curve development
in the target stream. These curves are termed "tolerance ranges and optimal
conditions™ and are derived from 1ife history studies in scientific literature
and from professional experience and judgment. Category I curves should be
used in low-effort IFIM studies.

CATEGORY I1 HA3ITAT SUITABILITY CURVES are intended to be realistic
(re?resent the specific stream and species) and are based on frequency
analysis of field data on microhabitat conditions utilized by different life
stages and species in the target stream. These curves are termed "utilization
functions” should be developed across a broad range of flows and depict
conditions that were being used when the observations were made. Utilization
functions may not accurately describe a species’ preferences because the
preferred conditions may be in short supply. The Fish and Wildlife Service
strongly recommends the development and use of Categqory 11 curves (in
conjunction with tolerance ranges and optimal conditions from Category I
curves) in high-effort IFIM studies.

CATEGORY IIT HABITAT SUITABILITY CURVES are intended to be more accurate
(provide an unbiased estimator), but are highly stream specific. These curves .

-are termed- “preference functions™ because they attempt to correct for: -~ = -= =

availability bias by factoring out the influence of 1imited habitat choice. -
The purpose of this correction is to increase the transferability of the
curves to streams, that differ from those where the curves were originally - ~ @
developed. or in the same stream at different flows. = Theré is strong evidence
that correction for availability can produce even more biased curves and that .
Cateqory III curves are usually not transferable to other streams. Extreme
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caution and a professional 'statistician -should be used with development of . . .
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DEVELOPMENT OF HABITAT PREFERENCE CURVES FOR ANADROMOUS SALMONIDS : - -

Direct observation techniques using a mask and snorkel were used to -

collect microhabitat suitability criteria describing depth, velocity. cover.
and substrate used by anadromous salmonids ‘of the Trinity River in Northern
-California :(Source:-Hampton 1988) .. Frequency distributions.derived -from . .
continuous “data seldom result in smooth curves (Figure 2). One method -of = -
alleviating inconsistencies 'is to increase the interval width (also called bin
size). To what extent the intervals should be increased is often unclear.

For construction of depth and velocity utilization curves the interval size
used for each frequency distribution was calculated using Sturges Rule as
cited by Cheslak and Garcia (1987). Sturges Rule provides an estimate of
optimum interval size based on data provided as follows:

I=R/ (1+ (3.322 * LOG,N))

where: I = Optimum interval size
R = Range of observed values
N = Number of observations taxen

A frequency bar histogram was constructed. The midpoints of each
interval were then connected by a straight line. The resulting curve was then
subjected to two series of three point running mean filfers in order to reduce
any noise in the form of large deviations between adjacent intervals if
necessary. The interval containing the most observations was assigned a value
of one and each of the remaining intervals were given a value proportional to
its relative occurrence.

Preference curves describing mean column velocities preferred by chinook
salmon and steelhead trout deviate significantly from the representative
utilization curves (Figure 20). For all three species, high preference values
correspond with Tow utilization values located in the upper limits of each
utilization distribution where high water velocities are present. A closer
examination of the spawning velocity use data revealed the source of these
high preference values. When mean column water velocities begin to exceed
about 3.0 feet per second. both the utilization and availability distributions
begin to approach zero. This resulted in small probability ratios for both
utilization and preference as can be expected, however, the ratio between use
and availability (P= U/A) remained fairly large. Therefore, a large
preference value resulted. It appears that the behavioral selection of one
individual within the population yielded a misrepresentation of the actual.
preference for the majority of the population.

"7 " When both the use ‘and availability distributions simultaneously enfer =~~~

the Timits of their distributions there is a danger Of misrepresenting actual
preference simply because of small probability ratios involved. In these
instances it is important that the investigator has a good understanding for
the species under study so that any extraneous preference values can be
recognized and corrected. To eliminate the influence of these outliers within
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the spawning velocity distributions for each species. I applied nonparametric .
tolerance 1imits which would include 90% of the use observations at a 90%
confidence level. Tolerance 1imits were obtained from a table developed by
Somerville as ?resented by Bovee (1986). Utilization and preference curves
were then recalculated using those frequency values that: fell within the 90% .-
tolerance levels estabiished. - - oo oL

It appears that juvenile chinook salmon and steelhead trout do not ,
exhibit a strong preference_ for a particutar depth range.  QObservations in the
field have led me to believe that water velocity is the critical hydraulic
parameter that determines final microhabitat selection for these two species
and Tife stages during the spring. summer, and early fall months. A
comparison of preference curves developed in this study with published use
curves describing mean column velocities selected by spawning chinook salmon
1s present in Figure 24.

Shear velocity zones. areas of rapid velocity change. proved to be a
critical hydraulic characteristic present in the microhabitats selected by
Jjuvenile chinook salmon and steelhead trout. These shear zones provided
opportunistic feeding stations for juvenile salmon and trout where focal
points could be established in slow velocity areas and yet still be in close
proximity to higher velocity areas where food. available in the form of drift.
is more easily accessible and more abundant. Net energy gain in these
microhabitats is probably optimized because less energy is used to maintain
focal points and distances traveled to capture prey items are reduced. Lisle
(1981) describes the importance of large roughness elements (boulders and
woody debris) as a key resource to fish habitat by providing a diversity of
channel form and substrate conditions. These same roughness elements also
provide important rearing habitat for anadromous salmonids by increasing
velocity diversity through the formation of shear velocity zones. Habitat
suitability curves based on focal point velocities. either taken as mean
column water velocities or as fish nose velocities, fail to measure the
presence of these shear velocity zones that are located adjacent to focal
points and, therefore. may misrepresent actual fish habitat preferences for
rearing salmonids. Preference curves that consider both focal point
velocities and adjacent cell velocities would be a better measure of fish
preference in these instances.

The concept that preference curves, by eliminating habitat bias. may be
transferred to other streams or rivers is questionable. Development of
preference curves depends on the available habitat within the area of study.
It 1s important to validate that the available habitat in the system where the
preference curves are being considered for use is similar to the available
habitat present in the system where the preference curves were developed.




\
L.‘i‘ '\;‘ H

st?@.‘?.-

24
22 A ’ =
23 +
+ o+
18 - .
l L +
+
§ 14— +*
I P DT A A
[P - - - N +
10 = + . +
— +
" - +* '
l -
5 +
4 +
l + + + +
2 - + 4+ ++ o+ + +
+ + 4 + ++ ++ +
o T T T T T T T
0.0 1.0 2¢C 30 40 50 5.0
l lan mtuﬂ VELOCITY (RI/SEC)
l Figure 2. Onserves frequency aistribullion of mean Column vetocities selected by
$pavwning chinook Saimon In the Trimity River, California, 198%-1387.
I .
LI B
*r «
LR
i
E * s =
.o
. o
l - -
.
L]
L bRl e LE ] LK e L)
I v govy
-
L
i
L L
E *n of
. o
.o
s o
.o
l a - am— - =
. - .- . . foll P, AL il ' B »a
- (O VI SE I TY LY M
l Pigwre 0 HAC /LT DreTerence Criter ia Tor total CEOLNE &m0 mwan column
::;:::;:- ESlacied Oy L8N Baimon Try 10 tne woer Trinrgy Bivar, ca




JANVE B3 1 W o X

o : U’“l'-“! s'm ' .4 / \ Chirock 5al=on
ve o " hed ] \

: N
' 5’ 'r d i

LR

ontaginy
-
-
i
—I
—
]
H
]
-
-
"
'

e
P

Y

Y] i! \ ' \
\
wd \ ' ..
hS S
¥ T o ,I .
I; ~. . [ S =

‘.. ‘:' i > A A Al e 1. e e o . "

W L WLOETY (T EC)

H
§
3
* T
1 ) e
-, e VAT (TR
‘ 1 -
£y .
Y Steairead Trout Ix i Y Sieelhead Trout
: 3,
. vl '
it \
0 4 ! : LR hS
P \
H %
LY : : 66 ,
<, )
; [ R f : LR i‘
3 i 4 \
i .. ! i 8o i
; 4 i
ER i \ . 4 \\\
el i ) LLE I ~
H R\ e d 7 \-ﬁ
(AR B / N,
’ '~ .,
. Z - - = * T u T —_— r
" . Y] e AN e e e e re re .. 1 ‘e
N - e m - - - - s ReOD CED_ - - -

—— utllization — Preference

Figure 20. Hebitat use and preference criteria for total depth and mean columa
velocity for spawning chinook ang coho salimon and steeihead trout in the upper
Trinity River, CA., 1985- 1887.

94

SR SRR

.

|
i
3

s



San & S et 14T
-yt m

-

.. .e e e Ly ‘e e

e S vk il T { T )

FIere 34 Commer 108n Belveen Braterence €5 Iter 1k dwee lbwed In Lhe woeen
Trinily Bive 2147 wme 871107 18 Stvelones B S1ne Faeswreners far Lo LI T
VRITE LIS BeiedieN By SBAwAIAg TR e B N

.
i L AP ares (UTR. BB
P : . R IR AT
: . P e P inity S 8 4 6a
. o H - ’
. o i ;
] H S
! L H ‘.
LI . -
H *
. H B
LR H po
...] K T,
R 5
L) ) e re ) ve

- vmeT (e mO

Siouwre 23 A CATRAT I8N Bilendt WAS EFT1ET 18 $7 TIEA AQRS VEISEILISE Sblddio
By SEATALAG CRINBEM $olmen 1n 1NG WBBer Trinity Rive wiilh 0aanimg €hi g
$2ITON BRARTVEE FY SLAET CHENMERErE (A GITPeraay SySivem

- et CipeE)
. Berw  (18A%)

e . ve -

— g reign 8t et . C1REE)
== Bwrger atl 81 CIPET)
—Triaity Rives

L L]

o NN 5 emream e e -
~
N
h-*"\“.?::\

R AR S P T

Pignres I8 Chmpar 108 #F Brafarsrds wriveris Phvhigiad in L unmer Tr ALy
Fioms EITA BUILESIIItY 65 iLer 18 Smve M By SLRE Feweard e Tar o
- Toy -




THE MICROHABITAT COMPONENT

Habitat Suitability Curve Formats :

There are several ways to express habitat suitability inh graphical form.
The easiest and least theoretical approach of distinguishing among the
different types of microhabitat suitability curves is by the formats in which
they are expressed. Three formats can be used with PHABSIM: binary criteria.
univariate curves. or multivariate response surfaces. The differences between
these formats are iilustrated in Figure 2.

Binary format

The binary (step function) format establishes a suitable range for each
variable as it pertains to a life stage of interest, and is represented
graphically as a step function (Figure 2a). The quaiity rating for a variable
is 1.0 if 1t falls within the range established by the criteria. Any variable
outside the criteria range is given a value of 0.0, which renders the cell
unusable regardless of the quality assigned to the other variables.
Therefore, a cell can be considered to be suitable habitat only if all the
variables fall within their respective suitable ranges. The range considered
to be usable is typically quite broad. often encompassing the conditions that
80 to 95% of the individuals are likely to inhabit.

Univariate Format

The univariate (continuous value) curve format establishes both the
usable range and the optimum range for each variable, with conditions of
intermediate usability expressed along the portion between the tails and the
peak of the curve. Waters (1976) suggested the use of weighting factors
between 0.0 and 1.0 to define habitat suitability for fish. He arqued that.
within the range of conditions considered suitable, there is a narrower range
that fish select as preferred or optimal for that variable. This format
expresses the behavioral characteristics of an animal as a series of
univariate curves, rather than the block or step functions expressed by binary
curves. The univariate curve format is shown in Figure 2b. The peak of the
curve represents the most suitable, most used. or most preferred range for
each variable. The tails of the curve represent the bounds of suitability for
each variable. Conditions of intermediate suitability are expressed along the
portion between the tails and peak of each curve. The preferred technique of
determining values between 0.0 and 1.0 is to fit a curve to a frequency
distribution of empirically derived data. Sometimes. only the optimal range
and the locations of the tails are known. and intermediate values are
estimated by either straight line or curvilinear connections between 0.0 and
1.0 on the curve. ‘
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Multivariate Format :

Multivariate probability density functions can be used to compute
suitability for several variables simultaneously. They are conveyed as three
dimensional figures with suitability on the z-axis. and two independent
variables on the x-y plane. An example of a three-dimensional orthogonal
response surface is shown in Figure 2c. The axis of the response surface
appears twisted as the interaction increases between two variables. This
multivariate format has been demonstrated in Ken Voos' Ph.D. dissertation. but
not used much in practice. Such interactions can also be approximated (with
Jess concern about correlation between independent variables) by creating
strata of one independent variable (frequently either suitabie or unsuitable)
and using another independent variable as a continuous value function.

Conditional Curves
An alternate way to describe behavior-induced interactions is to group
intervals of a continuous variable and treat them as discrete variables. A
continuous variable is one that can theoretically assume any value between two
given values; a discrete variable is one in which intermediate values between
two given values do not exist (or are assumed not to exist). As more, or
finer. discrete intervals are defined for a variable. the series more closely
approximates a continuous variable. Some variables, such as size, time of
day. or season. are continuous but can be stratified into categories. whereas
“othervariables, such as cover'type, aré truly discrete?” "The“useof discrete” ™
variables is the basis for the development of .conditional curves. - '
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Conditional curves employ a separate set of criteria for each category of
a discrete variable. A common example of conditicnal criteria is the
development of separate curves for fry, juveniles, and adults because it is .
typical for each of these sizes of fish to use different types of habitat
(e.9. slower. shallower water. for earlier 1ife stages). Conditional criteria
are especially useful in describing behavioral interactions with respect to-.
cover and. substrate. Many species exhibit cover-conditional behavior,

~utilizing shallow water.in the presence of overhead cover, fast water in the... .

presence of large substrate. or deep water in the absence of overhead cover.
Conditional criteria are in somewhat of a class by themselves. They may be
expressed in any format: binary. curve., or response surface. The
distinguishing format characteristic of this type of curve is the appearance
in sets of two or more. An apﬁroach that is gaining acceptance 1s to employ a
minimum or maximum usable depth criteria (in binary format) for a life stage
as well as a univariate continuous curve for velocity.

Habitat Suitability Curve Development Study Goals and Objectives

One of the most important aspects of developing curves 1s the
formulation of a study plan that addresses the goais of the study and the
intended use of the results. The study plan should ant1c1gate sampling
strategies and methods. and potential sources of error or bias so that the
results will meet the perceived needs of the study. Regardless of the goal.
the study plan should include:

(1) a statement of purpose and objectives,

(2) a list of target species and their selection criteria,

(3) a description of data stratification procedures. and

(4) a list of variables to be measured or described and how they will

De expressed.

The above items are required for all study plans. In addition, studies
designed to develop empirical curves must also include;

(1) stream locations where the data will be collected.

(2) identification of sampling strategies and methods.

(3) an estimate of sample size requirements. and

(4) a list of necessary equipment and supplies.

The statement of purpose and objectives establishes the orientation of
the study. Studies designed to produce curves for restricted use will have
very different objectives from those intended for wide transferability.

Selection of Target Species ' :

The- selection of target species-is often influenced by the intended
audience for the curves. Some studies will concentrate on only one or two _
species of particuler-importance to-a specific instream flow determination.
Others may include many species, or guilds of species. to expand the . .
biological data base as much as possible.. The decision to study. many species
or onl{ a. few is important. - It is generally more efficient to collect data on -
several species at the same time, but- if some restrictions are not appltied... -
the effort can be diluted among species of lesser interest. Investigators
should consider the information content of each curve set when selecting
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Data Stratification, Sampling Protocol. and Study Design. ..o Lo .
* Data stratification refers to the subdivision of curves for a species to

reflect spatial or temporal changes in microhabitat utilization patterns.

Common divisions include size classes or age groups. diurnal_or_seasonal .. -

- - L

__.changes in habitat usege. 'different .activity patterns. and wvariations -in - - -

tolerable hydraulic conditions as a function of cover . or substrate type.
Understratification of data can be a serious problem. either resulting in
overly broad curves or bimoda] frequency distributions. The sampling protocol
1s a formalized description of the variables to be measured or described, and
procedures for measuring. describing. and recording the data. The purposes
for establishing a sampling protocol are to enhance consistency and reduce
ambiguity. Many investigators use coding systems or abbreviations to record
the species, size class. activity, substrate. and cover. An important aspect
of the sampling protocol is to cross reference these codes to a written
definition for each variable. The sampling protocol also defines how certain
variables are to be measured. such as measuring the mean column velocity or
the nose velocity at each location. Units of measurement should also be
defined under this component of the study plan.

One of the most important elements for the design of category II and 111
curves 1s the selection of appropriate study areas. If transferable SI curves
are the goal. habitat availability can be a major source of error in the
development of these curves. The ideal study site would contain all
conceivable combinations of microhabitat conditions in equal abundance. Fish
observed in such a stream would reflect the true preference and avoidance
behavior of the species. because the fish would have free and equal access to
all microhabitat conditions. Although this ideal situation is virtually
impossible to find in nature. the closer the study stream approximates this
condition. the smaller the bias in the resulting curves. Other important
considerations in the selection of the source stream are factors that may
alter a species’ selection of microhabitats such as water quality.
temperature. and the presence or absence of competitors or predators.

A coherent sampling strategy is necessary to avoid biases due to
disproportionate sampling effort. Investigators who emphasize the quantity of
observations rather than the quality. tend to sample more intensively where
they expect to find fish (or macroinvertebrates). Consequentiy, the resulting
curves become self fulfilling prophecies. This is an especially serious
problem, because it is almost impossible to detect this type of bias. Selec-
tion of a particular sampling strategy is contingent on the intended sampling
method, because certain strategies are compatible only with particular types
of gear or data collection techniques. . .

--Obtaining an adequate sample ‘size is not only necessary to preserve
accuracy in the .curves, but also to facilitate fitting a “function to the
observed frequency distribution. Typically, 150 .to 200 observations are
necessary to construct a reasonably smooth histogram. An observation refers
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to a single location where microhabitat utilization is observed. regardless of
the number of fish found at the location. The actual sample requirement may-
need to be adjusted up or down. depending on the variance of the samples. .
Sample size estimates of less than 150. however. may be symptomat1c of
restricted microhabitat availability in the source stream suggest1ng that the
study sh0u1d be moved to another ares.

Alternative Development Methods

Habitat suitability curves are not always developed from field studies.
There are numerous Situations that can dictate the formulation of category I
curves, which are largely based on literature sources and professional
Jjudgment. Of the literature sources. reports of previously conducted curve
development studies are much more useful than the more common 1ife history or
distribution and sbundence studies. The habitat descriptions of the latter
are usually not quantitative enough for the formulation of curves.

Development of category I curves by professional judgment is a common
solution when data for higher categories are unavailable. Three techniques
have evolved to this end: roundtable discussions. the Delphi technique. and
habitat recognition. The roundtable 15 an informal. face-to-face discussion
among group participants. The success or failure of such group interactions
cepends on the composition of the group and the leadership abilities of the
moderator. The advantages of the roundtable approach are that all
particiEants have equal access to information exchanged by the group. and
feedback 1s instantaneous. The disadvantages of this approach include
scheduling problems. repetitive meetings. a tendency to discount minority
opinions. and potential domination of the group by strong personalities.

The Deiphi technique was devised to overcome many of the disadvantages of
face-to-face discussions. The most common Delphi exercise uses a
questionnaire, developed by a small monitor team and sent to a larger
resgondent group. The use of the questionnaire surmounts two of the major
problems of the roundtable approach. Respondents can participate at their
convenience. so specific times do not need to be scheduled for meetings. The
anonymous nature of the questionnaire also prevents the bandwagon effect of a
group dominated by a strong personality. Khereas feedback is instantaneous in
roundtable discussions. it is delayed in a Delphi exercise. This places a
greater responsibility on the monitor team to be absolutely clear in the
definitions of terms. and in communications in general. It may also be more
difficult to prevent the introduction of tangential subjects. although this
problem occurs with roundtab]e d1scuss1ons as wel]

Habitat . recognttwon is founded on the prem1se that a]though the most
qualified experts may not be able to quantify usable and unusable habitat, — "~ - -
they can recognize it when they see it... This approach involves: field. data o
collection. but relies on the opinions of the experts rather. than sampling of.
fish. -~ Each part1c1pant is provided with a secret ballot and, at specific :
1ocat1ons in_the river..indicates whether or not- the specified target: organism
would be likely to use., that. location:: Microhabitat measurements are then made'l
at. the location.; A frequency dlstr1but1on of all the. responses:.is: then: -2 7is

assembled:- Each yes" vote-is:assigned a. frequency: of one and each” "no" vote
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frequency .distributions using ‘the'same -techniques :that ‘would :be :used for -
empirical ‘data. -+ R SR W R

. Many research biologists are'cfitiCa] of :category .1 curves because of
their.Jack of an‘empirical data base..;-When time.or resources .precludes the

no curves at all:  Verification studies comparing category .I’curves with
subsequently developed category II -curves have shown good agreement -between

- the 'two. although Category I .curves are ‘generally .broader.-

Analytical Approaches ‘to Habitat Suitability Curve Development

Once the data have been coliected. they must be reduced to an easily
interpretable graphical display. This involves fitting univariate or
multivariate curves or functions to the data. Three basic approaches have
evolved for the processing of habitat utilization and preference data:
histogram analysis. nonparametric tolerance limits, and function fitting.

Hrstogram analysis is conceptually simple but. because of the
discontinuous nature of utilization and availability histograms. may actually
be more difficult to use than the other techniques. The basic approach is to
fit a curve. by eye. to the frequency distribution. This is often fairly
imprecise. because different investigators will draw different curves. One
way t0 1mprove precision is by smoothing the histogram through the grouping
of intervals. but this may result in a decrease in accuracy. Another
technique is to use a statistical package to compute the residual sum of
squares for each curve and use the curve that minimizes this statistic.

Nonparametric tolerance limits are used to determine a range of an
independent variable within which 3 certain percentage of the population will
be found. Suitability for a given interval is computed as:

(
SI = 2(1-P)

where P is the proportion of the ?opu1at10n under the curve. Thus, the
central 50% is assigned a suitabi ity of 1.0. whereas the range including the
central 90% has a suitability of 0.2, This approach has many desirable
attributes. It is easy to use. it can be used with small sample sizes. it is
msensitive to irregularities of the frequency distribution. and it does not
require the presumption of an{ particular distribution or curve shape.
Because the resultant suitability curve represents cumulative frequencies,
however. the relative frequency distribution must be estimated in order to
calculate the preference function. "

Curvilinear regression techniques involve many of the same concepts as

histogram analysis,. except.that a mathematical -equation is used to draw the -

curve. Once an appropriate function has been chosen. a series of trials is
made to determine the equation coefficients that will ‘minimize the residual
sum of squares.. Many curvilinear regression programs contain solution
algorithms that solve for the roots of an equation. 'Curvilinear regression -
techniques can be used to fit either univariate curves or.multivariate ..
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probability density functions. Exponential polynomial equations are commonly
used for multivariate analysis. and the: logistic regression approach has been
suggested as an alternative. : : .

The primary advantage of using’a multivariate function is that it can
incorporate interactive terms between independent variables in the calculation
of habitat suitability. The use of univariate curves assumes that the selec-
tion of certain environmental conditions s not significantly affected by
variable interactions. The importance of this assumption has been a serious
source of confusion and misunderstanding because some interactions have
biological importance. and some do not. The error of attributing biological
meaning to variable interactions when they are spurious is as serious as
assuming independence when they are not. The most common types of
biologically important interactions are related to hydraulics and cover types.
Fish may use shallow water in the presence of overhead cover and deep water in
1ts absence. but will not use shallow water without cover. for example. This
type of interactive behavior 1s best described by developing conditional
criteria. Interactions between depth and velocity have Been assumed to be
brologically important, but are usually artifacts of the sampling environment
that are eliminated when the utilization function is corrected for
availability. Curve developers should test their data for interactive terms
and determine whether such interactions are biologically induced or merely
artifacts of the environment. Univariate curves are much more flexible and
are easier to use in PHABSIM than are multivariate functions. In many cases.
they are more accurate than multivariate functions. If it is determined that
the interaction terms have bicological significance. however, the user may be
required to use the multivariate format.

Habitat Suitability Curve Evaluation, Review. and Verification

other than those being evaluated with IFIM. because of the time and expense of
developing an empirical data base. Furthermore, the stream under
investigation may not meet the criteria of a good source stream for curve
development. Before off:site curves are used in.an operational . IFIM study,
they.must be-evaluated. to.determine their adequacy. for the needs.of the study:
Evaluation consists of two parts: a review of comprehensiveness and a =~
determination of accuracy. Curve testing rather than curve development is a
much Tower effort job and is applicable to many situations.

The review of comprehensiveness is concerned with the data stratification
procedures and sampling protocol followed in the study. The purpose of- this
evaluation step is to determine whether the level of detail exhibited by the -
curves is compatible with the perceived needs of the IFIM study..” This process -
will} reveal information- gaps - such as missing curves for a particular life
stage, activity. or season..  The review 15‘a?so‘usefu1-in determining the -
adequacy of the curves for certain variables with respect to the river in
which they will be applied.. In particular. it is important to determine- -
whether. nose velocities or.mean column velocities were measured. and whether ™ -~
the velocity curves are:appropriate to the Study stream.: The level of detail "
In substrate descriptions:and the stratification. of curves by cover type are -
also important, determinants: of . the adequacy of the. criteria.s Often. it.-will -
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<"~ Evaluations ‘of ‘accuracy -and precision can take two mutually exclusive =
‘pathways. - The easiest. :but least definitive. is a screening level review of
the study plan and implementation. : The other approach is .to implement one of
several field verification studies. ::These are more costly in-terms of time

and money, but the results can provide a solid basis for acceptance or rejec-
tion of.the'curves: " Factors-to be-considered :in a screening level evaluation

_Jinclude_the diversity of ‘the source stream, potential biases associated with .

the :sampling design, .and errors associated with data collection. A general
rule is that.curves may be transferred from highly diverse 'streams to those
with lower diversity, but not ‘the opposite. Parsons and Hubert (1988)
described a method of determining the relative diversity of the source stream.
Compare the utilization function with the preference function for the same
data stratum. If the two are very similar, the{ were likely derived in a
highly diverse environment. If they are radically different from one another.
the preference curve should not be used. In this case. the curves probably
originated from a very simple or restricted environment. and neither function
is very accurate. :

The_investigator should also evaluate any potential biases inherent in
the sampling design used in the curve study. ~Some sampling designs may be
theoretically better than others. especially when data are pooled from several
sources. In the context of a criteria review, however. the description of a
sampling design at least indicates that the original researcher recognized its
importance. Whether the best strategy was used is often less important than
knowing that the field crew did not confine their sampling to places where
they expected to find fish.

Types of error often associated with data collection are: precision,
disturbance. and gear bias. Precision error refers to the ability to
determine the focal point. or home range centroid. Precision errors are
generally lowest for direct observation techniques. although pre-positioned
electrodes and preset explosives also have lower precision errors. Area
samplers, unless they are very smal), generally exhibit the largest amount of
‘precision error. Underwater video and radiotelemetry are intermediate. with
the amount of error affected and controlled by the skill of the observer.

As a result of the review and evaluation phase, it may become apparent
that some of the curves or functions should be modified before they are
applied to the subject stream. The most common form of modification is
extension beyond the limits of the existing curves. This is a matter of
letting professional judgment take over where the data leave off. Actual
?odizjcation involves changing the shape or the intercepts of the original

unctions.

Legitimate reasons fdf modifying curves include: """ "

(1) -addition of information not contained in the original data.
(2)  resolution of differences between two or more models.
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) 1ncor$orat10n of professional opinion in the final medel. and
(4) formulation of a mixed model. . Co : s .

The purpose of these changes should be to improve the accuracy of
microhabitat predictions in PHABSIM. - It is not legitimate to change curves
simply to alter the results of PHABSIM. This constitutes deliberate
manipulation of- the model.to. justify. a preconceived.outcome. a. practice that = _
can undermine the credibility of the user and the model.

The most definitive test of habitat suitability curves is mathematical
convergence, where several investigators working in different areas derive the
same functional relationships. This requires several replicate studies to be
conducted on the same species. using the same data stratifications and
sampling protocol in all the studies. Any deviations from one study to
another invite divergence in the resulting curves. It is unreasonable to
expect repeatability when the same procedures are not followed in any
experiment. A goal of these studies should be to develop regional curves that
are applicable for a species in a specified geographical area: The applicable
regions should be determined on the basis of convergence. however, and not
assigned by arbitrary boundaries. Until such curves are available.
researchers must strive to develop comprehensive. accurate. and transferable
curves. and users must continue to evaluate and test it.

Habitat Suitability Curves and Nomenclature

Habitat suitability curves have been referred to as:
1) Habitat Suitebility Criteria (or Suitability Criteria)
2) Suitability Index (SI) Curves
3) Habitat Suitebility Index (HSI) Curves
4) Proportion of Use (also improperly called Probability of Use)
5) Preference Curves (i.e.. use corrected for availability) and
6} Selectivity Curves

A functional relationship between an independent variable (e.g.. depth,
velocity or channel index) is developed to represent the response of a
species” and 1ife stace’s “use" over a scale of 0.0 (no use) to 1.0 (maximum
use). How you get there depends on such factors as availability of data, data
analysis technique. and professional judgment. The PHABSIM software system
provides the user with a curve construction package that is described in
detail in Appendix G of Information Paper 26.
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CAUTION WITH THE SELECTION OF HABITAT SUITABILITY CURVES . :
Source: Waddle, T. 1992. Are High and Low Flow Habitat Values Really the Same?

" Usfng depth'and vé]ocity-suitabi1ity index criterié for adu]tvbrown :

trout .from Raleigh, et al. (1986): the weighted usable area for adult trout at

high discharges was less than at very low discharges (Figures 1 and 2).
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Figure 3. Initial Habitat - Discharge Relation Derived for
Brown Trout Adults in the Dolores River

The habitat-discharge relation for brown trout adults in the Dolores River
(from Raleigh et al. curves) implies habitat is more suitable for brown trout
adults at discharges between 20 and 50 cfs -than for -discharges 'in excess of -
500 cfs (Figure 3). If this were an accurate measure of survival potential,
the poEUIation should have been limited by hi?h flows from 1984 to 1989 and

have thrived in 1990. However, the fish sampling evidence suggests the
opposite. - : SR
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Using four backwater simulations and two lateral velocit distribution
techniques for each, I concluded that the habitat-discharge relation is .
relatively insensitive to errors in the hydraulic simulation and to small
errors in field measurements. Figure 5 com?ares adult brown trout habitat-
discharge relations using the Raleigh.. et al. and Thomas and Bovee SI curves.
From this graph, I concluded that the habitat description for the Dolores
River is more sensitive to selection of SI curves than to hydraulics. '
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Figure 4. Sensitivity of Habitat - Discharge Relation to
Alternate Hydraulic Simulations
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Figure 5. Dolores River Habitat - Discharge Relations for Adult
Brown Trout Using Two SI Criteria . - : A '

By comparing Figures 4 and § it is'clear that errors in hydraulic -
measurements or hydraulic simulation alone cannot account for major -
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differences in the habitat - discharge relation. - The habitat :- discharge
relation calculated using the Thomas and Bovee SI curves has .Jess habitat at
low discharges than at ‘high discharges. --The habitat -~ discharge relation ::.. -
based on the Raleigh. et al. .Sl .curves indicates that -high -flows ‘produced the :-:
most :1imiting habitat: Thus. if we rely on the Raleigh et :al. curves, it ;..
appears there is .little opportunity to avoid limiting events. - In contrast.
using the habitat - discharge relation derived from the Thomas and Bovee SI
curves suggests ‘low habitat events can be managed .- : The lowest habitat values -,
from the Thomas ‘and Bovee curves occur at the Towest dischar es. It may:be :--.
possible to use a portion of the project storage to.augment ‘tow flows and . ..

~ relax the constraints of severely limiting habitat -events. - © -

Selection of SI curves can dramatically change the water management
1mplications where instream flows are to be provided downstream of a
reservoir. - it is important that SI curves be chosen that best represent
species behavior where instream flows are to be maintained. To'this end, it
s Fish.and Wildlife Service policy that.SI curves -be evaluated.for validity
1n; each: stream where PHABSIM i< applied: Published curves such ds the Raleigh,
et al. curves are based on observations from one or more source Streams.
Procedures for testing the transferability of SI curves among different
streams have been developed (Thomas and Bovee 1993). Extreme care must be
exercised 1n selecting SI curves to assure the highest quality description of
habitat needs.

PROBLEMS WITH PREFERENCE
Source: Slauson. W.L. 1992. Problems with Preference. Oraft manuscript.

I began this paper by noticing two problems confronted by users of [FIM
for predicting potential stream habitat: the requirement to use site specific
habitat information and to account for different proportions of habitat
available. Measures of habitat preference rather than habitat use viere
offered by users and developers of IFIM to overcome these problems. My study
of 3 variety of preference measures (those proffered in IFIM plus others)
applied to stream habitat data and my broader discussion of the properties of
the preference measures leads to the conclusion that they do not solve the
original problems.

Abstract. Seven electivity {also called preference} functions were examined
for depth and velocity preference of adult rainbow trout (Oncorhynchus mykiss)
1n the South Platte River, Colorado. A wider examination of the properties of
the preference measures reveals severe probiems including asymmetry,
nonlinearity. and assumption violations. These problems make the usefulness
of preference for modeling stream habitat suspect. In the following indices.
r =.?ro ortion of resource used or consumed and p = proportion of resource
avaiiable in environment. The seven electivity indices examined were: 1.
Forage Ratio (FR=r/p: see Cock 1978): 2. Ivlev's (1961) Electivity (E=(r-
p)/(r+p)): -3. Jacob’s -(1974) -Electivity Index'£(0=r(l¥p)lﬁ(lfk))'of" )
Logar1thm(0);: 4. Jacob’s (1974) Electivity Index (D= (r-p)/(r+ -2rp): 5.
Strauss’ (1979) linear electivity index (LE=r-p).:*6.-Manly et al.’s (1972)
Index Alpha (Alpha=(r/p)/SUM(r/p)): and 7.- Vanderploeg and Scavia's (1979a)
Selectivity Coefficient (E asterisk=(Alpha-(1/n))/(Alpha+1/n)). -

!
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The ?roperties {of the electivity measures‘ discussed by techowicz
(1982). include symmetry. linearity. lack of sampling problems. and . .. . :
susceptibility to statistical tests. Linearity means that an incremental -
change in the proportion used will be reflected equally in the index L
regardless of use and availability..” Only Strauss™ linear electivity index LE

is a linear measure of preference. All the preference measures. excepting LE .-

.under. some circumstances. suffer sampiing and statistical problems. Rare

resource states will usually be poorly samﬁled yielding erroneous electivity
estimates. - The exception {to problems with statistical properties} is LE that -
w111 be normally distributed if use and availability are normally distributed
{(but this is not to ve expected). ‘ — '

Source: Thomas and Bovee 19933

It has been postulated that habitat suitability curves should be
transferable to streams having similar species composition. even though they
might differ considerably in their physical characteristics. When habitat
suitability curves are developed from data collected at ltocations utilized by
fish in a stream., the curves only partly reflect actual microhabitat
selection. The criteria will also reflect the conditions the fish had to
choose from. This phenomenon is termed “environmental bias.” It is widely
recognized that microhabitat availability must be accounted for in order to
recuce the influence of environmental bias. Until about 1988. the recommended
approach was to factor out the bias mathematically. Although there were
numerous indexes of electivity (also called preference) available. the most
common approach was to use a ~forage ratio." The relative frequencies of a
variable at occupied fish locations were divided by the relative frequencies
of the variable in the stream. Statisticians argued that this approach was
not theoretically valid and should be discontinued.

We found that habitat suitability curves developed using the “preference
function" approach were universally non-transferable to our destination
streams. In this ?articu1ar test. our source and destination streams were
physically and biologically similar and the distributions of utilized
microhabitats were virtually identical.. Therefore. we concluded that both the
physical availability and the behavior were the same in both streams. and that
the non-transferability was due entirely to the method of constructing the
curves.
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Environmental bias can be eliminated if the habitat suitability curve data are
collected from a stream having all combinations of microhabitat variables in
equal proportions. Availability would then be a constant and no correction
would De necessary. Such an ideal stream setting is nonexistent. but it is
possible to construct a database that approximates the ideal. The first step
is to select a source stream that is structurally and hydraulically complex.
Microhabitat diversity is probably greatest at intermediate levels of
streamflow, so sampling under extremely high or low flows should be avoided.
The stream should also have a sufficiently high standing CrOﬁ to force the
target organisms into less-than-optimum areas. Otherwise, the habitat
suitability curves are likely to be too narrowly defined.

TESTING TRANSFERABILITY OF HABITAT SUITABILITY CURVES

A transferability study is a statistical test with empirical data of the
accuracy and repeatability of off-site curves. These studies require the
collection of data in the subject stream. The confidence that can be placed
in the results of a transferability study is directly related to the amount of
effort invested in the study. This is a more rigorous exercise than
evaluation of habitat suitability curves. The purpose is to determine whether
curves adequately predict the behavior of the target species in the
destination stream.

Procedure:

(a) Obtain complete sets of habitat suitability curves to be tested.

(b)  Select and establish at least 3 study sites in destination stream. To
extent possible. study sites should represent the same mesohabitat types
present in source stream, although they may not be identical to

- -+ -mesohabitat types ‘in source ‘stream. ~Study sites in the destination
stream should be as physically different from one another as possible.
(e.g., shallow fast riffle. deep slow pool, and an area of intermediate
but non-overlapping depths and velocities). Study sites should all be
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- approximately the same size-the area of the smallest mesohabitat type to
be sampled becomes the sampling unit for all other study sites.

(c) Establish a grid of apﬁroximately_equa]-sized cells in each study site.
Cells should also be the same size across study sites. Survey each site

ale planimetric map of each site can be drawn.
(d)  Directly measure or collect PHABSIM data to simulate mic

féj- Sample study site to determine locations of target organisms at the
discharge measured at step 5. Diver observa

tion using drop-line system
preferred. Electrofishing by pre-positioned or mobile anode techniques
acceptable provided that samp1ing in one cell does not affect sampling
in nearby cells.
(f)  Mark locations of observed fish with n
size, and activity (at a minimum) .
(9)  Survey locations of tags using same position-referencing used for
lanimetric map.
{(h) Bsing habitat suitability curves from source stream and direct
measurements or PHABSIM simulations of destination stream. determine
suitability category (unsuitable, marginal, optimal) of each cell in
each study site.

(1) Using planimetric map and surveyed fish locations, determine which cells
were occupied and unoccupied by target organism,

umbered tags and record species,

HYPOTHES IS
(a) Iest unsuitable versus suitable curves.
1)

P1 = the probability that a randomly selected cell is suitable and

occupied and p, = the probability that a randomly selected cell ig
suitable and unoccupied.

(2) Hy :p, sp,
Hoopy>p, _ _
(3) The alternative hypothesis (H;) states that proportionately more
suitable cells are occupied than unsuitable cells.
(b)  Test optimal versus marginal curves.

q, = the probability that a randomly selected cell is optimal and
occupied and g, that it is optimal and unoccupied.
(2) Hy:q s q,

Q> q , .
(5) lThe afternat1ve hypothesis states that

?roportionate]y more
optimal cells are occupied than margina

cells.

TESTS OF HYPOTHESES o | SRR

(@) Data from all. study sites combined to obtain counts of occupied and
unoccupied cells and unsuitable, marginal, and optimal cells.

(b} Counts are cross-classified ina 2 X 2 contingency table (one for
suitabie/unsuitable test and one for optimal/marginal test). . -

(c) - Test is a one-sided variant of a chi-square test for differences in
probabilities (Conover 1971). - v e ‘ B

b= IN*ad - be)V/L(ash) (cra) [CORCE
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The test 'statistic t (which is :the positive square -root of the usual chi-

square statistic) is compared to an entry in a table of the standard normal -
distribution. If the computed t statistic for any 2 X 2 contingency table is
greater than 1.6449 then the null hypothesis-can be rejected at the 0.05 level
of significance. v - s 7y T Sl A SRS F S T
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Precautions with Habitat Modeling *= -7 = . " w= Lo
1) Think -about differences between mean column velocity and nose velocCity in
. .~hydraulic simulations.and habitat modeling.. Beware of .indiscriminant
use of nose velocity. If you intend to simulate habitat with nose
velocities. collect field data for both mean column and nose velocities.
Do your hydraulic simulations from mean column velocities and then
~ evaluate whether to use mean column or nose vlocities. :

2) Know whether your source habitat suitability curves for velocity are based
on mean column or nose velocity. Calculate the same velocity in your
habitat models (I0C's 14. 16. and 17).

3) Be aware of differences in cell calculations between the habitat programs
(10C 8).

4) Understend the computational aspects of habitat programs before data
collection. Record channel index values at each X-coordinate and
halfway between each X-coordinate. A

5) Check substrate and cover codes for usefulness. Make certain that you
collected enough substrate data to use either of the families of habitat
programs. This means recording twice as much substrate data but it is
cheap to collect if you only have to go out and collect the data Just
once!!

6) Understand Weighted Usable Area. ‘Calculate and present Usable Area
(I0C(10)=1. T0C(19)=1. and CFMIN=0.15 and larger) as well as WUA.

7) Beware of preference curves. Qon't use them if you aren’'t certain that
they apply to your stream. Be particularly careful about the shift of
the curve to the right and the right-hand tail of a preference curve.

8) Understand that some field data cross-sections are needed for hydraulic
modeling (e.g.., hydrautic control}. but probably should not be used for
habitat modeling. Also understand that some of the field data cross-
sections are not needed (and will not calibrate very well) for hydraulic
calibration. These cross-sections frequently have near zero or zero
velocities and cannot be handied well with hydraulic simulation. All
this means more data collection but better data analysis.

9) Don't overrate PHABSIM. It will come back and bite you if you don't
understand what you are doing and why.

CURVLIB habitat suitabiltity curves Lo

The habitat suitability curve library (CURVLIB) of the Riverine and
Wetlands Ecosystems Branch is designed to provide aquatic habitat requirement
information and SI curve coordinate pairs to researchers using the Instream
Flow Incremental Methodology physical habitat -simulation system approaches and
other instream flow assessment methods. - At present "(April 1992). CURVLIB
contains 404 records with more than 1900 site specific SI curves developed for
stream velocity. depth, substrate, cover. and temperature .for approximately
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124 species of fish. 20 Species of macroinvertebrates. and five types of river
recr“eatw‘on': RN R L

containing SI curves for one or more species, or habitat information which may
be used to generate curves. A description of the study site. conditions _
present._qssumptions._constra?ntsr-and-techniques used for data collection and
analysis are included in the narrative for each record. The accompanying
narrative enables researchers using curves from CURVLIB to evaluate the

potential for curve transferability for use in their flow assessment project
or study area.

3400 (303)226-939] . (Extracted from article by Robert Hufziéer in Habitat
Evaluation Notes and Instream Flow Chronicle April 1992 )

Ask for the table "Availability of suitability index curves for IFIM
analysis (December 1991). " The table cross references species with the five
parameters above and the 1ife stages of Spawning. egg incubation. larva or
fry. juvenile, adult. and al] life stages. The table describes what kind of
curves are available: "Category one SI curve available based on literature
and/or expert opinion): Category two (utilization) SI curve available (based
on field observations: for ¢pplication in streams of similar size and
complexity): and Category three (preference) SI curve available (based on
field observations: environmental bias removed: more broadly transportable
(now called transferable) to other streams).” Note that category three curves
are no longer recommended as being more broadly transportable to other
streams. partly because the environmental bias can easily be increased instead
of removed by using preference calculations. The Fish and Wildlife Service
recommends that‘{ou,deveIOD‘your‘own,habitat suitabi!it'qurves.fbr_the‘study
stream, if at a1 possible. and COmpare\your'39w1y‘deve oped curve with
Category two CUC!QS“fFOmQOtth;Si"ﬁiaf streams’ (see Thomas and Bovee 1993),

Regardless of the source of 3 habitat suitability curve. one should
always document why the relationships chosen are believed to have the most
biologically meaningful interpretation. Failure to ask and answer this
question on paper can and should lead t0 a great deg] ’
part of reviewers. The Fish and Wildlife Service policy on this subject has
changed from 1990 and before. Regardless of the type of the IFIM application,
users should always conduct fish use field data coT?ection along with the o B
physical habitat: field data collection to. ensure that habitat suitability —=—" -
curves are applicable. to the particular site. ‘Accordingly: it is erroneous to
obtain material from.the‘6urve;11brary and use it:in decision processes- =
without performing a Check - At the very least and in @ study with minimal
field data_colTection;-this;check may be as simple as securing buy-off from |
qualified experts ‘on. the species and river in question ="t Nt et

L R A T TR ST S ~ SR N T -
Habitat Suitability Curve Numbers' and Habitat Qutput Control- - - T J
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In gen$§a1; curve numbers are arbitrary -and are ‘composed of -5 or 6
digits as follows: .. Ty NIVEIV vty T
AT e 0 UNOTE 3355 OLD o NEW = S e
where: ... ifv o Lo mee e xiir e o o

CTXX
LYY
27

sbééﬁés“hﬁmbéh"ffoﬁhéfii three positions ‘in old XXXYY) ..
11fe stage number ~: 7 =, - - R T e
: activity-numbgr:ﬂan addition over former numbering convention) -

N

The habitat programs Q}T]‘piécé'éhtﬁdt-for'ﬁb-to 5 1ife stages for the =" -

- same species side by side (i.e..- same XXX curve numbers with different YY's).

For example, the following output was produced by specifying curve numbers for
Brown Trout as follows: Adult (10001). Juveniles (10002), Fry (10003), and
Spawning (10004): » :

BROWN TROUT '

DISCHARGE ADULT JUVENILE FRY SPAWNING
1 13.00 3334.85 3831.74 3649.01 5756.08
2 23.90 4369.17 5174 .69 3690.49 6230.57
3 34.90 5059.76 6091.32 4122.30 5698.28
4 45.80 5472.60 6668 . 37 4280.15 5249 .49
5 56.70 5707.63 6989 .66 4592 .41 4829.9]
6 67.70 5922 .87 7105.22 4912 .45 4407.91
7 78.60 6093.63 7135.64 9455.14 3972.62

FISHCRV File Format

Figure 3 provides an example of a typical FISHCRV file format. The
first line of the file contains a title that identifies the material within
the file. Each set of species and life stage information is contained within
the block of information starting with "H" In column 1 and ending with the
1ast line of data indicated by an "S" in column 1 (before the next occurrence
of an "H" 1n column one. Ag many as 16 1ines of velocity. depth and substrate
may be present. The first x-coordinate for V. and D must be 0.0 and the last
x-coordinate must be 109.0 for each V. 0, and S entry,

* X % % ok

*

Figure 3. Example of a FISHCRV data file constructed with the RGCURV program.
H means header: V means velocity: D means depth: S means channel index.

HABITAT SUITABILITY CURVES FILE

21114 5 4 6 (0 RAINBOW TROUT JUVENILE FEEDING

21114 0.00 1.00 0.50 1.00 1.60 0.00 2.60 0.00100.00 0.00

21114 0.00 0.00 .40 0.00 70 1.00100.00 1.00

oc1114 1.00 1.00 2.00 1.00 600 1.00 7.00 1.00 8.0 1.00100 00

21215 4 4 6 0 RAINBOW TROUT ADULT | FEEDING

HL/)D‘:.‘I'—-'U')D"::C

21215 0.00 1.00 1.00 1.00 3.00 0.00100.00 0.00
21215 0.00 0.00 1.00 20 1.60 1.00100 00 1-00 -
05 21> 100 1.00 2.00 1.00.6:00 1.00..7.00.100.8.00. 1.00100.00 -

1) The same species and life stage cﬁFVe-IfD.fndﬁber'bccurs on each line of
data associated with the data.: For example. rainbow trout Juvenile-feeding
(21114) occurs for all H, v. D..and S tines. The 211 is an arbitrary number
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- assigned to the species and 14 is: an-arbitrary number assigned to the.life
- stage. el . : LT
" 2) The header data line. designated with an "H" in column 1. followed by

the curve 1'.D. number. and then 4 numbers: " 5 4 6. 0".  These represent the

number of velocity. depth, channel index and temperature data pairs that will
_follow. . The PHABSIM software allows a_maximum of 99 data pairs for any

variable. You are not allowed to enter a true vertical line. so make small
changes in the x-coordinate for the next entry. These data are followed by
the species name (40 characters of text) and then the life stage name (10
characters) on the header line. o

3) Velocity data pairs are next as indicated by a "V" in column 1. followed
by the curve number. Data pairs are values for velocity and then S.1.

4) Depth data pairs follow next and are indicated by a "D" in column 1.

5) Channel index data pairs follow next and are indicated by a "S" in
column 1.

£) Temperature data pairs would follow next. PHABSIM Version 2 does not
allow input and use of temperature data as a suitability curve so this should
ailways be set to 0.

ROLES OF QUALITY ASSURANCE PARTICIPANT

ACTIVE PARTICIPANT is closely involved from study planning phase through
problem resolution phase and has in-depth knowledge of all details of
the study plan. reasons for deviations from study plan. and quality of
dete and products.

INTERMITTENT PARTICIPANT participates in development of the study plan and
consults at critical junctures in data collection and analysis. Has
good knowledge of study plan details. but not of deviations from study
plan nor the quality of the field data and intermediate products.

POST-MORTEM PARTICIPANT reviews study plan after it has been developed. Then
reviews report after the study has been completed and submits comments.
May understand the study plan, but influence over contents is minimal.
Able to discern deviations from study plan. but is too late to re-direct
data collection or acquire missing data. Depending on training and
experience, ability to judge quality of data and intermediate products
can be good but will be unaware of most assumptions made during data
collection and analysis. '

QUALITY ASSURANCE IN HABITAT MODELING . L D
Before beginning a major expenditure of effort in microhabitat modeling.
the study participants should make an in-depth evaluation and be certain that: =
they are satisfied with the following: . K e
(a). Appropriate evaluation species. . - .0 .o .o T L
(b) Reasonable response functions (discharge versus usable microhabitat for
' selected species and. life stages). Evaluation of precise shape and
magnitude of function requires in-depth review of inputs and models used
.. to get there.: General: characteristics of ‘usable microhabitat'vs. - = .
-+ _discharge can be judged by; consistency:with characteristics of target RRRT
organism. .- s ot Lot ennTo ST e T
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Appropriateness of variables used to describe microhabitat.

e:critically evaluated ”&CUrVE“t‘anéferaﬁﬁ1ity".. ‘
esting s strongly rec . C

Adequacy of habitat typing. stratification. and samg]ing. Missing
‘critical habitat ty?es may result in near-zero usable microhabitat for a
life stage across all stream flows (Figure 9). Adequacy of the habitat
stratifications should be consistent with the species and stream under
study. Correct proportioning of habitat types within microhabitat .

o v
0 A o

e

Curve transferability evaluation and testing
- Servic verify curvesiand that’ at

itically

mmended T

~-model - ~————

Adequate Tevel of detail in measurements.

(1) Sufficient number of transects for the complexity of the habitat
types sampled.

(2) Extension of transects far enough onto the floodplain to allow
simulation of flood flows. Avoid glass wall effect.

Quality control in hydraulic simulations. Major problems are suggested

by Type £ and Type G microhabitat-discharge response functions found in

Figures 10 (to a lesser extent). 11. and 12.

?UALITY ASSURANCE REQUIREMENTS CHECKLIST

WOSIDU D

Field notes 2. Photos

Data decks 4. Reach lengths, weighting factors
Habitat mapping, videos

Habitat suitability curves, substrate codes. cover codes
Velocity adjustment factors (tables and plots)

Weighted usable area versus flows

Smoothing algorithm 10. Post processing guilding (if any)
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_Characteristic of.severe

Figure 9. Microhabitat-
discharge function
characteristic of species
having narrow habitat
requirements in a stream
lacking such- habitat.-- -~ -

Figure 10. Microhabitat-
discharge function
characteristic of species
that rely on cover or
substrate types found only
at stream margins. Also,
some species for which cne
or more life stages is
degendent on floodplain
habitats availabie only
during flood events.

Figure 11. Microhabitat-
discharge response
characteristic of species
having very low velocity
tolerances. using main
channel refugia at low flow
and floodplain habitat at
high flow. Also

problems in hydraulic
simulation model.
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Figure 12. Microhabitat-
discharge response may

" represent species with
extremely generalized .
habitat tolerances. but most i
likely cause is overly :
" broadened habitat o 3
suitability curve for target
-.species.. May also result .

from sampling streams or

sites having little ]
structural complexity. : -
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A typical habitat-discharge relationship is provided in Figure 2. The
output from the habitat modeling phase of PHABSIM provides the relationship
between available habitat (WUA) and discharge for the target species and life
stages of interest. The goal of habitat time series and project assessment
methodologies is to allow the user to integrate this information with the
available data on existing and/or proposed alterations of stream flows in
order to assess potential impacts.
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Figure 2. Example of habitat-diséharge relationship.
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I Table 1. Availabitity of Suitability Index Curves for IFIM Analysis
a (December 1991) _ |

;l . Egg

l N o e . - Incu- -~ . Larva Sduven-. - - - ol L
I Spawning bation or Fry ile Adult All

| Species VDSCT VDSCT VOSCT VDSCT VDSCT VDSCT

|
I Aquatic
l Invertebrates 00000 00000 33300 33300 00000 33300
Alewife 00101 00101 00000 00001 00000 00000
- Bass. Largemouth 333x1 101X1 33311 33311 33311 00000
l Bass, Rock 000X0 000X0 33330 33330 33330 00220
| Bass. Smallmouth 33333 22201 33333 33333 33333 00220
! Bass, Spotted 11101 11101 11111 11111 11111 00000
I Bass. Striped 11XX1 111X1 11101 01001 01001 00000
I Bass, White 222X1 011X1 22201 22001 22201 00000
' Buffalo, Bigmouth 00100 00101 00010 00010 10011 00000
I Buffalo, Smallmouth 001X0 101X1 10011 10011 10001 00000
g Bullhead, Black 00111 00111 00011 10011 10011 00000
I Carp. Common 33311 11011 33311 33311 33311 00000
Carpsucker, River 00000 00000 00000 33330 00000 00000
' Catfish, Channel 33312 11011 33312 33332 33332 00000
l Catfish, Flathead 00000 00000 00000 00000 33330 00000
Char, Arctic 00000 00000 00000 00000 00000 00000
Chub, Chiahughua 00000 00000 00000 00000 22000 00000
l Chub, Creek 161X0 101X1 10001 22211 22211 00000
3 Chub, Flathead 11100 11100 11000 11000 11000 33300
:. Chub, Hornyhead 00000 00600 00000 33300 00000 00000
V - Velocity
D - Depth
S - Substrate B I _
C - Cover v 7 o
T - Temperature
0 - No SI Curve Available : ' , ‘ |
X - No SI curve necessary (variable considered unimportant to species well-being)
1 - Category one SI curve available (based on literature and/or expert opinion)
2 - Category two (utitization) SI curve available (based on field observations: for

application in streams of similar size and complexity)
3 - Category three (preference) SI curve available (based on field observations: local
environmental bias reduced: less transportable to other streams) '




’. Irab1e 1o . Availability of Suitability Index Curves for IFIM Analysis =

(December.1991)

r . - ) Egg o

..o Incu- s Larve onl Juven-
. © 0 Spawning  bation . or Fry, © dile - .t Adult Al
- 'pecie's o L WDSCT. VDSCT - VDSCT . - VDSCT "~ vDSCT VDSCT
'“Ilhub.-Humbback 00000 - = 22000 -~ 22200. - 22200 22200 00000
Chub. Lake - 00000 . © 00000 . 22200 22200 22200 00000
hub. Roundtail 00000 .~ 00000 © ~ 00000 33000 33000 - 00000
hub. Speckled 00000 ogooe 00000 00000 11100 33300
rappie. Black 33311 00011 33311 33311 33311 00000
ir;appie, White 21211 00011 21211 12211 22111 00000
i-u 33300 00000 00000 00000 00000 00000
Dace. Blacknose 111X1 111x1 10111 30311 33311 00000
sce. Longnose 111X0 111X1 11101 11111 11111 00000
Dace, Speckled 00000 00000 . 00000 22200 22200 00000
rter. Blackside 11101 00000 00000 00000 11100 00000
rter, Channel 11101 00000 00000 00000 11100 00000
rter, Fantail 33301 00000 33300 33300 33300 00000
irter, Greenside 33301 00000 33301 33301 33301 00000
rter. Johnny 06000 00000 00000 33300 33300 00000
Darter, Leopard 00000 60000 00000 22200 22200 00000
rier. Orangebelly 12100 00000 00000 33300 33300 00000
rter, Orangethroat 11100 00000 00000 22200 22201 00000
arter. Rainbow 11100 00000 00000 22201 22200 00000
arter. River 00000 00000 00000 00000 11100 00000
rter. Slenderhead 00000 00000 00000 00000 22200 00000
Darter. Slough 00000 00000 10101 10101 10101 00000
um. Freshwater 121X1 000x0 006000 22201 22201 00000
1. American 00000 00000 00000 33300 00000 00000
11fish 01111 01111 00001 33301 00101 00000
deye 222%0 000x0 00000 22200 22200 00000
ayling. Arctic 111X1 111X1 11101 11X01 11X01 00000
dhead 00000 00000 00000 22200 22200 00000
Tifish, Plains 11100 11100 11000 .. 11000 11000 00000
Killifish, Rio Grande 00000 00000 00000 00000 11100 00000
L@pperch - 11100 00000 00000 .. 00000 11100 . 00000
-M@tom. -Freckled -~~~ 00000 - -~ - - 00000 CTTTT00000 TTTTTT00000 T 33300 00000
Madtom. Slender ' 00000 = 00000 . 00000 <. .. 22200 = . 22200 - 00000
Mignow.- Bluntnose - 00000  ° 00000 00000 iy 33300 33300 - - "Q0000 -
HI‘now,hFathead _ 00000 - 00000 »- - 00000 x::> 00000 - 11100 00000
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Table 1. Availability of Suitability Index Curves for IFIM Analysis
(December 1991)
Egg ,
T Incu- . Larva Juven- L o
C e e el - -=-=5pawning-- bation - or Fry.  ile . - Adultt Al
Species vDSCT VDSCT VDSCT VDSCT VDSCT VOSCT
Minnow, Lcach 33300 33300 33300 33300 33300 00000
Minnow. Plains 00000 00000 00000 22200 22200 33300
Minnow, Suckermouth 00000 00000 00000 22200 00000 00000
Minnow. Western Silvery 00000 00000 00000 00000 00000 33300
Mosquitofish 00000 00000 00000 00000 22200 00000
Muddier. Northern 00000 00000 {0000 00000 00000 (0000
Muskellunge 00000 00000 00000 00000 22200 60000
Paddiefish 111X1 111X0 00000 00000 11001 00000
Perch. Tule 00000 00000 00000 22200 22200 00000
Perch. Yellow 11101 11101 22201 22211 22211 00000
Pike. Northern 22200 00000 11101 22201 22201 00000
Pupfish. Red River 00000 00000 00000 00000 11100 00000
rRedhorse, Black 00000 00000 00000 00000 00000 00000
Redhorse. Golden J0C00 00000 00000 00000 00000 00000
Redhorse. Shorthead 00000 00000 00000 00000 00000 00000
Roach. California 00000 00000 00000 22200 22200 00000
Salmon. Atlantic 11101 22201 22201 11101 00000 00000
Salmon, Chinook 33331 111X0 33331 33332 00000 00000
Salmon, Chum 222X1 111x1 11101 XXXXX XXXXX 00000
Salmon. Coho 33331 111X1 33331 33332 00102 00000
Salmon, Kokanee 222X1 000x0 000x0 00000 00000 00000
Salmon, Pink 333X1 222X1 11101 XXXXX XXXXX 00000
Salmon, Sockeye 111x1 000x0 00000 00000 00000 00000
Sauger 111x1 111x1 12201 33331 33331 60000
Sculpin, Banded 00000 0000 00000 22200 22200 00000
Sculpin, Mottled 00000 00000- ~ 00000 00000 00000 00000 -
Sculpin, Riffle - 00000 . 00000 . . 00000 22200 .. 22200 00000
Sculpin. Slimy = > 00000 ~.00000.. -~ .. 00000- - 22200 -~ 22200
"Shad. American” 011X 1HX1. . 111017 .. 11001-... 11111 00000~
Shad, Gizzard . 11101 11101~ 11001 11001 11001 . 00000:
Shiner. Bigeye . ::i 00000 --: 00000 00000 .. 22200 > 22200 00000
Shiner, Bigmouth TVP'Q 00000:. - - 00000._u'5”00000"z£55 OOOOO;;,ue 00000 X
Shiner. Blacktail; - 00000 - - 00000 - -~ 00000.:. OOOOOH“:" 22200 % 00000 - - -
Shiner, Bluntface . .15.0000015;5 00000¢~7»7 00000* 1 22200+ 00000145'5 00000 -
Shiner. Common  “wiij 101X1% o 101X1 10001775 - 22201 10001 ¢ 00000
120
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Availability of -Suitabilit

(December 1991) .

y Index Curves for IFIM Analysis .

. + kgg .l
©-tirs o Incu-ti . Larva Juven- ’ '
{ l '+ Spawning © bation v or Fry o ile . .- Adult® < . A1l
pecies © WVDSCT.:-. -VDSCT .- WDSCT .-~ VDSCT VDSCT VDSCT
Shiner. Emérald 00000.-- 00000 " 00000 00000 . . 22200 00000
 ghiner. Red 00000 00000 00000 - 33300 33300 00000
!mner_ Redfin 000X0 000x0 00000 22200 00000 00000
hiner. River 00000 - 00000 00000 33300 33300 00000
shiner. Rosyface 00000 00000 00000 00000 22200 00000
'hmer. Sand 11100 11100 11000 33330 33330 00000
Shiner. Striped 00000 00000 00000 33300 33300 00000
ilversides. Brook 00000 00000 00000 00000 22200 00000
pikedace 33300 00000 33300 33300 33300 00000
Squawfish, Colorado 222X%0 000X0 22201 22201 22201 00000
&uawfish. Sacramento 00000 00000 00000 22200 22200 00000
onecat 21101 00000 21101 21101 22201 00000
toneroller 000X0 222%0 00000 22200 33300 20000
iurgeon. Atlantic 11101 11101 11101 11101 11101 00000
urgeon, Gulf of

Mexico 00000 00000 00000 00000 00000 00000
!urgeon. Lake 00000 00000 00000 00000 22200 00000
turgeon. Shortnose 11101 11101 11101 11101 11101 00000
urgeon. Shovelnose 221x1 000x0 00000 00000 21101 00000
cker. Blue 22201 00000 00000 00000 22201 00000
cker. Creek Chub 00000 00000 00000 00000 00000 00000
.cker. Desert 00000 00000 33300 33300 33300 00000
cker. Longnose 111X1 111xX1 22210 22200 00000 00000
Sucker, Northern Hog 00000 00000 22200 33300 33300 00000
cker. Razorback 00000 22000 11000 00000 22200 00000
cker. Sacramento 00000 00000 22200 22200 22200 00000
cker, Sonora 00000 00000 33300 33300 33300 00000
ker. White 222X1 111X1 22211 33311 22211 00000
fish. Bluegill 333x1 101x1 33301 33311 33311 00000
sunfish. Green 11101 10101 22201 22201 33311 00000
fish. Longear 333X0 000Xx0 00220 33320 33320 00220
Sunfish. Orange-spotted 00000 00000 00000 ,22200 00000 00000
fish. Redbreast - 11111 11101 11111 - 11111 11001 00000
fish, Redear 10011 10011 10011 10011 10011 00000
ut. Brook 221X1 222X1 22211 22211 33311 00000
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Table 1. Availability of Suitability Index Curves for IFIM Analysis
(December-1991)-: .
Egg e v rm e e et e s
incu- Larva . Juven-

e ... SPawning. . bation.... or Fry . ile:... Adult - Al
Species ' VOSCT vDSCT - VDSCT VDSC VDSCT VDSCT
Trout. Brown . 222X1 222x1 22211 33311 33311 00000
Trout. Bull 00000 00000 00000 22200 00000 00000
Trout. Cutthroat 332X1 222X1 33211 33221 33211 00000
Trout. Dolly Varden 33300 00000 33300 33300 00000 00000
Trout. Lake 00000 00000 00000 00000 00000 00000
Trout. Rainbow 222X 222X1 22211 22211 33311 00000
Trout. Steelhead 33331 111X1 33331 33332 22202 00000
Walleye 33323 33323 33333 33333 33333 00000
Warmouth 16011 10011 10011 10011 10011 00000
whnitefish. Broad 00000 00000 00000 00000 00000 00000
Whitefish, Mountain 111X1 000x0 22201 22201 21201 00000
Boating. High Power 110XX
Boating, Sailing 110XX
Canoeing, River 110%X
Canoeing. Shoal 110XX
Water Contact. Skiing 110XX
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. CHAPTER 9: MICROMABITAT COMPUTER MODELS -

Introduction o o ) ) _

The foilowing programs are microhabitat models that estimate the usable
physical habitat érea for an aquatic species or the space available for
specific types of recreational activities. The data used are the habitat
suitability curves. stream channel geometry. water surface elevations. and
cell velocities of the stream. The stream is broken down into a series of
rectangular cells. the length and width of which are determined by the reach
length stationing and the cross-sectional stationin?. respectively, as entered
in the hydraulic simulation. Each cell is then evaluated for its habitat
suitability to various life stages and species. based on fixed characteristics
of the cell (such as channel index) and variable characteristics of the cell
(such as depth. velocity. and area).

The theory of the habitat modeling programs is based on the assumption
that aquatic species will react to changes in the hydraulic environment.
These changes are simulated for each cell in a defined stream segment. The
stream segment simulation takes the form of a multi-dimensional matrix of the
calculated surface areas of a stream having different combinations of
hydraulic parameters (i.e.. depth. velocity. and channel index}. Depth and
velocity vary with changes in discharge causing changes in the amount of
available habitat. The end product of the habitat modeling is a description
of habitat area as a function of discharge.

This habitat-discharge relationship is the basis of further analysis
from which fishery and recreation management decisions are developed. By
linking the habitat-discharge relationship with flow data. a habitat-flow
relationship can be developed. This information can assist in identifying
¢ritical time periods for a given life stage. 1imiting habitat availability
for each life stage (i.e.. physical carrying capacity). and limiting habitat
availability for different species. This method is particularly useful in
evaluating potential changes in species composition because changes in
hydraulic characteristics will initiate differential species reactions.

AVDEPTH and AVPERM Programs '

The two general types of habitat modeling in PHABSIM are based on either
average conditions in 3 entire stream channel (not cell by cell) or on
distribution of velocity and depth among field measurement cells {and
therefore computational ce]]s&.and the nature of the channel in a stream. The
-average parameter models, AVDEPTH and AVPERM.” calculate wetted width;” wetted
surface and average velocity for flows and water surface elevations supplied
by the user.. They can determine width of a stream with water above some depth
specified by the user. The average condition models are not widely used or as
useful as the distributed parameter models.:.: .- . - S .-

L St TR el : _
The use of wetted perimeter. wetted width. and average velocity have long
been used as indexes. to the Ehysica] habitat in a stream.:: In using. the wetted
width or wetted perimeter, the assumption is made that all the area of the
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- stream is of equal value to the instream flow activity of interest. The
wetted perimeter and wetted width will always either stay the same or increase
with depth. If these..and the above. assumptions can be ‘made. then the use of

the AVDEPTH and AVPERM programs is appropriate. Note that this approach is

not recommended nor much used in practice ™" TT I

The major difference between the AVDEPTH and the AVPERM programs is input
Lo the programs. - ‘AVDEPTH uses a WSP type data set with at least two
additional lines added to the top. The first line contains controls for the
calculation and output for the AVDEPTH program: the other additional lines
_contain water surface elevations for the transects. . _. . ___. . .. .

AVPERM uses a TAPE3 that contains unformatted cross section and segment
data. and a TAPE4 that contains unformatted flow data. These two files are
generated by the hydraulic simulation programs. In AVDEPTH. the weight on a
Cross section is atways 0.5: in AVPERM. the weight is written to the TAPE3
resuiting from the hydraulic simulation process. PHABSIM pro?rams assume that
the hydraulic variables measured at a cross section extend ha fway to adjacent
Cross sections upstream and downstream. If this is not the case. upstream
weighting factors shouid be applieq.

The output resulting -from AVDEPTH and AVPERM gives information for each
Cross section anc 3 summary of the average parameters for a whole segment of
stream including discharge. depth. cross-sectional data. and velocity. In
addition. for each of the specified depths (maximum of five). AVOEPTH and
AVPERM calculate the tota) width of the stream that is at least as deep as the
specified depth (see Figure 3). The advantage of using the wetted width or
wetted perimeter approach for developing indexes to physical habitat in a
stream is that development requires much less field and office work than use
of the weighted usable area approach used in the HABTA models. This savings
in effort results from:

1. Species curve not having to be developed or obtained:

2. If using AVDEPTH. velocities need rot be measured for the purpose of
calibrating a hydraulic simulation model to velocities. although the discharge
must be knowr: and

3. The interpretation of the results requires the use of only one factor
(i.e.. wetted perimeter or wetted width) in contrast to the many possible life
stages (factors) that may need to be considered when using weighted usable
areas.
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AVDEPTH = WIDTH 1 + WIDTH 2
AVPERM = WETTED PERIMETER A + B

Figure 3. Example of AVDEPTH and AVPERM calculations.

The use of wetted width is a special case of weighted usable area in that the
weights are 1.0 for all velocities. depths. and channel indexes. Because the

wetted perimeter is nearly the same as the wetted width, the same can be said
for the wetted perimeter as well.

HABVD PROGRAM

The HABVD program is a shortcut method of habitat modeling that uses data
readily available from the U.S. Geological Survey and the logic and concepts
of the HABTAE program. The resulting physical habitat versus streamf]low

relationshi? s not as valuable as the standard HABTAE output, but the results
cost a 1ot less (3100 versus up to $5.000)

The logic of the program is basically the same as HABTAE except only one
velocity and one depth is used to represent the habitat in the stream.
Specifically. the weighted usable area (WUA) for a streamflow Q is:

WUA(Q) =2 = f(V) « £(D) « f(cI1) -

(73)
where: - A= surface area per unit length (stream width) at streamflow Q
: g = velocity at streamflow Q C B '

0 =depth at streamflow Q
- CI = channel index -

F L) g ()l h()aré functions dependent on the species and life stage of .
interest (or.recggat1qqa] activity if recreation is of concern). - L
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The summary of discharge measurements available for numerous gauging .
stations can be used to determine the veloCcity. average depth, and surface -
width. Not all USGS data are useful for this purpose because some of the data
is'collected at man-made controls such as weirs and bridges. Only:data from
reasonably natura] measurement po1nts shou1d be used with the HABVD program

. When stream morpho1ogy re]ationshlps have been developed for a spec1f1c
location. they .can be used directly. " One channel index value.may be ass1gned -
for the whole section of ‘the stream being ana1yzed The stream morphology =
re1at1onsh1ps are of the. form ' - N e e T

v =k " ' Lo e

- .- - . _- SR ___..d = CQt;__ - .- Coe ___:_____ _ .
. W =4a ST T

velocity at streamflow Q

= depth at streamflow Q

: stream width

k.mc.f.a.b = coeffgegents (the sum of the coeff1c1ents m, f and b must equa]

f ]
1

where:

T o<
|

If I0C(8)=0. the program calculates the coefficients from the data
supplied. If I0C(8)=1. the program is supplied the coefficients in the format
described in Appendix A "HABVD Streamflow or Stream Morphology Parameters
File". The results from the HABVD program are different from the results from
the HABTAE program. Dafferent resu]ts from HABTAE and HABVD are shown below.

—— s T Ipemirg

-3 an
] .
- -
E IGL "_‘ -4 : B
g R \ £
- e i M * : L] I
B . . ]
- . F > - e
A3 7 " = ‘
S e ! = arpf »
g $ :
[ LT [} = kX
H J N LY
sl ER
3t S H r\ n_
fa? e ~
% ] - * O e T e ‘e ] - . . . T
QIACHAMGE 5 1000 - cfs D:3CHAMSE & 1000 - ot
THANNE]. CATFSH - HABVD AESULTS STONECAT - HABYVD ABSLLYS
(1Y v
- a
- -~ s
T e R sy F- n
E ‘.5 g [ |
" e s e H E
3 S
< = " .
- S . LY
o g ! .
pe 3,
s [ \‘
< £ .,
- - .
H g el
] Ceg T ry . ] . T
fPcranac s 1000 - ars . OB THARGE & YOOD - ate
THANHEL CATFISH - HARTAT RESATS STONECAT - HAJ_TAT'I\ISULTS

S B B =N N O I BN D B D D B EE B e
P
L}
L]
1

Figure 6. ﬁomparison'of préd}cfed habitat fdr tme'HABTAE”veﬁemé-ﬁABVb -
l programs . [ e T

T ———

'..:;u%a BRUry J
6‘7‘53‘513'




P

.mcozuoe uotie|na|ed

K1L20(3A UL PITLWL| SU Wy GvH (2
-"S|BJLIJ3A paunseaw UaamM3aq

(10U S30D AY]gYH)
'SOIBULPJO0D LUdILID N0 SJULg (2
S|Lelsp uotq

: "S3LILD0|2A
Juaday)p Jo abejueape .aye
03 U0L123S SSO4D P UL Al 1ed37e]|
aledblw ysiy ausaym suotLienjig (2

ARILQRY ySLy Juwi| weasys

PSuULyap aue satdepunoq | (37 (1 -eJblw Jno sjutud pue saindwoy (1 oYl uL suotienjon|y pudey (1 WY19vH
T32URISLP ULeTuad P
ULYItM S3LTL00(19A JO abupy utejuad
; ("3l 49H7 9dnpoud ou e pasu ysiy SJ43yYM SuoLIeNI LS (§
~SPOYlaw uo(1e[Nd|ed 590D WYLBVH) "3(t4 {IH7 $93PaJ) (¢ o Irlqey.ysty
LSTRIIET UL pajuwL] st AV18YH (2 'SL199 Juadelpe ur £3120| 94 3pLaoud susjemydeq Jo saLppl (2
'S{EDL1JaA paunsesw udamiaq 1e11qey wnuitulw e 40g supdg (2 .0 USALII0(3A
pauLiap 9P S3aLuepunog | {37 (1 “S1L92 Jusdelpe ul £1100(aA SuPJS (1 butuayyip jo seaue Jd9jaud ysiy (1 AV18vH
i "S33LJIRW Xapul L8uueyd-ydap
o ‘Pasn aue s3ybLom JO "X3pul [SUUBYD-AF1D0|9A |
. ; UOL]I38S $S0JD ) Moy saulyag (¢ "Y3dap-£1100( 3 Pa’du nox (2
T _ ‘SuoLieInd|edy je3igey Jayye . 9L €£3dyL buisn
. "S[BILI4BA paunsesw 40 84043q syibua| yoeau SauLquo) (2 30 Dealsul a1y andut uo £195u006
1B pauLyap. aue satdepunoq 119 (2 'S3DLULIRW xapul WeaJd3s 4ajua 03 juem noy (1
C ! “IVIGVYH Aq | dUUBYD-y1dap uo - xapul [2uueyd s { S$s3aun
Pade|dau uasq sey 1v]gvH (1 -A3100(3A "yadap-£1100(aA SJulud (1 1VIgYH Jo PE3ISUL: IY19YH asn 1V19vH
'$36e3S 9y 1| quauayyip JOJ suotje| -
. -N31ed A3100(8A uauayyp SMO[(Y (8 | papasu s| Indnoi uo 18D, D1JI3W (9
“SUBWIUNSPA D1UIdY Sas() (/ 5317120134 4O $adfy usda)ytp uo
40100y Ay LG pusdap sabeys:ay (| usuayyLg (g
-01Ns 331sodwod wnwiu Ly SMOL LY (9 Pasn aJe su01oey £11|1g031N5
: BZLS A110019A 10147594 uey (g JO YIpM snonbquod wnuLULY (4
: . “jewJaoy "UIpm SNONHLIU0d wNnwu SMO| |V (P 'P3.1S3p sL 1e3iqey ajqgesy (¢
JAYlLa ul S3|1) pidyl s1dadoe ‘BaJY 3|qes) pajybiam o peajsut 'P3Pasu aue eauy aqes
1L ybnoy U3A3 " |v18vH SP Aom aups PaJy 31qesn ajenajed uey (¢ P31ybLaM Jo ‘pady pag 3Lqesn pa
843 UL S([3D sauLyap 3IyigvH (¢ | aL1geq sadipuy £3111Qe1tns a1sodwod ~JubLaM “awn|op 3Lqesn pajybiay (2
© . (S311120[3A 3SOU JO UoLINQLUISLp 1n0 sjuuy (2 ‘pasn
"'6°8) suoijernuis A1120(3A 40y "BAJy pag 3 qesn pajybiap pue 9JB SALILO0(3A JR3YS JO uotLienba
salltiiqeded jsow ayy sey IvidvH (1 JWn{oA atqesn psjybiam sandwo) (1 Y/ T ayy bursn S3LILI01aA BSON (T W L9vH

SINIWWOD "¥3IH10

SNOILAO 3ATLIONIISIO

ISN 0L NIKM




:;\f’}:;ﬁ' -{.

Iy ‘..‘: A8 LA 5 '3
R uj: ;s?ﬁ’gz‘:‘ SRR

-3 - tr i Q11 (..?{& B L

. :.Eﬁm SRR

'-.‘:‘“ Ll ‘-_"I..' e 4 Lo .'a’V'.:_ :‘

HABTAV and HABTAM = -~ = = thovs
e -+, HORIZONTAL -COORDINATES -..

UL .1 ':. X /fﬁ o

HABTAT

HORIZONTAL COORDINATES

Figure 4. Computational cell boundaries for HABTAM/HABTAY and HABTAE/HABTAT.
CHANGE HABTAT IN FIGURE TO HABTAE AND HABTAT

The most substantial difference between HABTAE/HABTAT and HABTAM/HABTAV
is the definition of cells. The cell boundaries in HABTAE and HABTAT are at
the measured verticals. HABTAM and HABTAV define cell boundaries halfway
between the measurement verticals (refer to "PHABSIM Cell Calculations™).

HABTAE cell centers are halfway between measurement cell boundaries and use
the measured depth and velocity to the Teft .and right. - HABTAE also uses the
channel index value taken from the X-coordinate vertical on the upstream-right

énot)]eft) side of the cell (be sure to correct for this when entering your
ate). . : ISR

HABTAM and HABTAV cell .centers are.on a measurement -cell -boundary .-——They find
mean depth for each cell centered on the X-coordinate vertical by calculating
the cell area and dividing by the cell width. - They tise the velocity from IFG4
that is centered on the X-coordinate vertical. HABTAM and HABTAV use channel
Index values taken from the X-coordinate vertical in the middle of the cell
(if you were careful enough to record it)

131 -




RS TR L S PR, R R R

HABTAE PROGRAM - _ .

HABTAE- calculates areas or volumes or bed areas of microhabitat (using
stepped or binary curves) or weighted usable area or volume. using cell
mean column or nose velocities. Used primarily to describe fully mobile

gragnisms under_steady flow or gradually varying flow conditions.
REPLACEMENT FOR HABTAT. - . Ce

The HABTAE program (replacement for HABTAT) calcutates weighted usable
area (surface or ded) or weighted usable volume (WUV) for. each cross section.
Depending on the options selected to control the computations for independent
versus dependent cross sections, output will contain: (1) weighted usable
{water} surface area (KUA) (same as HABTAT. HABTAV. and HABTAM). (2) usable
surface area (UA) (with specified minimum value for weight to describe what is
usabie), (3) weighted useble bed area (WUBA) that can be thought of as the
weighted wetted perimeter times the segment length to derive an area estimate.
and (4) weighted usable volume (WUV) that is the weighted usable area times
the water depth

For surface area and dependent cross sections. the HABTAE program will
give the same results as the HABTAT program provided that the same simulation
options have been selected. Input to the HABTAE program are the options file
created by the HABINE program. a FISHFIL file containing the habitat
suitability curves of aquatic species and/or recreational activities. a TAPE3
file containing cross section data derived from either IFG4 or WSP. and a

TAPE4 file containing the hydraulic data that is also derived from IFG4 or
WSP.

- Calculates and prints WUA. WUV. or WUBA for multiple or independent cross
sections. I0C(1).

- Produces a distribution of composite suitability indices table. 10C(7).

- Allows use of minimum continuous width for composite suitability indices

greater than 0. I0OC(11).

Can calculate velocities using the 1/mth power law equation. 10C(14)

Allows specification of minimum composite suitability index. 10C(19).

Can use metric units. 10C(20). A

- Allows different calculations of velocities or velocity replacements for
each individual 1ife stage, 10C(21).

HABTAT options deleted from HABTAE: : i
All of the options in HABTAT are covered by the HABTAE program with. the
exception of I0C (1), (5)..(7); (B). and (11). - Of these options, IOC(1} and
. (5) may be useful:.the others are rarely used. .. .. -4 s.* . o -
o - Print out any combination of these three matrices. 10C(1) and 10C(5):
- Velocity vs. Depth. Velocity vs. Channel. Index: ° -
. Depth vs=, Channel Index. . . CE LTI T
:-- Read hydraulic data from HABTAT-input file: JOC(B):iv%-+ o+ =. . "o &5 |
- Write unformatted TAPE7- file, 10C(7) and I ST U L
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HABTAE INPUT/OUTPUT CONTROL (IOC) OPTIONS

Recommended starting values. :.See page V.36 of PHABSIM manual - - o <4 T

IOC S 1n bo]d 1etter1ng and shad1ng.are the most 1mportant for mod1f1cat1on

:  RECOMPENDED SETTING 31— = - o=l d "—-‘:' o

_D=_Calculate _WUA for a reach (un1ts -of. ft2/1000 ft)__"_ VR
1= Print cross secb1on data T R v

e

e
JPu

-

ES
']

——

1= Print .flow- related data for each cross section and f]6ﬂ'
‘0= Do not pr1nt computat1ona1 deta1ls 1ater ‘set to 1 e

1= Print WUA/WUVOlume/WUBottomArea for each cross sect1on %:.'
1= Print coordinates defining the habitat sumtab111ty curves

1
I

ovin oD a3 )
i

1= Print tabTe of distr1but1dns of cdmpos1te su1tabf11ty ind1ces
0= For cell mid-point velocities (HABTAE and HABTAT) See page V.2
1= For cell boundary velocities (HABTAV AND HABTAM)

00 ~J

0= Use combined suitability factor C.S.F.
[FUNCTION(VELOCITY)*FUNCTION(DEPTH)*FUNCTION(CHANNEL INDEX)]

0= Write WUA to ZHAQF file (If 10C(1)=0). We recommend that you

gl?o present results from [0C(10) = 1 = Write Usable Area to ZHAQF
ile.

o

M o
oA

0= Do not use minimum contiguous width test within a cross section
0= Use reach as rectangles (not trapezoids) in plane view

Thed B
N

0= Do not write ZHCF file (for effective habitat analysis)
0= Calculate velocity for cell using mean column velocity

200

0= Abort run if velocity 1s less than 0.0 or greater than 15 fps
0= Use mean column velocities for habitat (If 10C(14)=0)

Qon

?chig %1ven simulated velocities [See constraints on I0C(14) and
)

0= Do not use Channel Index values of 0.0 or blank to calculate
WUA for cell

—
o « I

Sl
¥ =)

0= No minimum composite suitability index specified. We recommend
that you also try IOC(19)=1 and CFMIN=0.15. This changes both WUA
and UA sums.

0= Output in English units of measure

0= Use velocities selected by I0C(14). IOC(16}. and I0C(17) [See
constraints]

0= Do not use near shore (maximum distance for inclusion must be
specified) habitat option. .. ,

R MO M
RNy - O

1
H

23 and on  Additional options may be added.
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HABTAV PROGRAM S : :

HABTAV- calculates areas (only) of microhabitat (using stepped or. binary -
curves) or weighted usable area; using cell mean column or nose ‘
velocities and adjacent velocities in same or nearby cells and criteria

.describing. necessary. proximity. to adjacent velocity. . Used primarily to-..
describe feeding stations for drift feeding fish under steady flow or
gradually varying flow conditions.

The HABTAV program simulates situations where fish habitat is determined
by hydraulic parameters at the fish's location. as well as by velocities near
the Tish. In HABTAV. cells are defined by one measured vertical located at
the center of the cell. See Figure 4 for a diagram of how the HABTAV and
HABTAM programs view a cell location in contrast to how the HABTAE program
views the cell location relative to verticals. The values of stream
characteristics (depth, velocity. and channel index) for each cell are the
values of the velocity. depth. and channel index at the measured vertical.

Option 1 in HABTAV scans the cross section a user-specified distance out
from the cell for which the habitat is being simulated for a user-specified
velocity in adjacent cells. If the velocity is found within the distance. the
WUA calculated for the cell is multiplied by one. If the user-specified
velocity is not found. HABTAV (with option 5 on) scans the cross section a
second time for an initial velocity. This initial velocity is the first
velocity where fish hebitet is worth more than zero. HABTAV searches for a
velocity between the initial velocity and the user-specified velocity closest
to the user-specified velocity and then interpolates a worth for this velocity
between zero and one. This worth is multiplied by WUA for a new value. If
option 5 is off and the user-specified velocity is not found. WUA is
multiplied by zero. The four conditions of habitat modeling controlled by a
combination of options 1 and 5 is illustrated in Figure 5.

Input to the HABTAV program is the options file created by the HABINV
program and these previously created files: (1) a FISHFIL containing habitat
suitability curves of aquatic species and/or recreational activities created
by the curve maintenance programs. (2) TAPE3 containing cross section data
that 1s output from IFG4. and (3) TP4A containing hydraulic data that is
output from IFG4. TP4A is a TP4 created with 10C(17)=1 in the IFG4 program
and then renamed TP4A by the user. This version of TP4 is in HABTAM and HABTAV
readable format rather than HABTAE readable format. B
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10C (1) = 1 and 10C (5) = O VA
Vel > Viimit 6
Vimit
IOC (1} = 2 and 10C (5) = 0 1.0
-~V ocell <V limit VA
0
V limit
IOC (1) = 1 and 10C (5) = 1 10
Vel > Vlimit VA
0
) V iimit
IOC (1) = 2 and IOC {5) =1 1.0
Veell < V limit VA
(i}
V limit

Figure 5. Examples for HABTAV for I10C options 1 and 5 combinations.

HABTAM PROGRAM
HABTAM- .calculates areas (only) of microhabitat or weighted usable area based

on continuous suitable conditions within a specified distance from each
cell. Used to describe composite microhabitat for organisms with
limited mobility under unsteady flow or rapidly varying flow conditions.

Oeveloped for use in evaluating hydropeaking projects. - Special
assistance from a professional hydrologist "is needed when applying

- PHABSIM to hydropeaking projects .- -= =ieswmm=lommmmmociee. .

The HABTAM program simulates situations in which fish or invertebrates can
move laterally within a cross section in order to make use of the available
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weighted usable area (WUA) when there. is_a change in velocity. The logic of
HABTAM is similar to that of HABTAE with three major exceptions: cell
definition. channel index value used. and movement calculation. See Figure 4
for a diagram of how the HABTAM and HABTAV programs view a cell location in
contrast to how the HABTAE program views the cell location relative to
verticals. . In HABTAM,..cells are defined. by. one measured vertical. located at
the center of the cel). The values of stream characteristics (depth.
velocity. and channel index) for each cell are the values of the velocity.
depth. and channel index at the measured vertical.

The second major difference between HABTAE and HABTAM is the movement
calculation performed by HABTAM between the user-designated starting flow and
user designated ending flow. As in HABTAE. HABTAM calculates WUA at each
designated flow using functions of velocity. depth. and channel index. HABTAM
assumes that the available WUA at the user-designated starting flow is fully
utilized. Considering the user-designated maximum allowable movement distance
for each life stage of each species. the program calculates how much of the
available WUA at the user-designated ending flow can be utilized. Fish are
permitted to move only laterally from cell to cell within a cross section.

The user designates a starting flow. ending flow. and a maximum allowable
movement distance for each life-stage of each species. The program 1ooks only
at the user-designated starting and ending flows for the movement
calculations. and processes each cross section as a separate entity. that is.
fish cannot move from one cross section to another. Assuming that the stream
is saturated with fish at the starting flow (all WUA is occupied) and assuming
that the flow is then changed to the ending flow. the program permits the fish
to move in either direction within the cross section up to the maximum
allowable movement distance for the particular life stage. The program then
calculates how much (the maximum amount) of the WUA available at the ending
flow can be utilized by the fish presently existing in the stream. The
results will show that either all the available WUA at the ending flow can be
utilized. or there is an excess of WUA available at the ending flow that
cannot be used because there are no fish to use it.

X B BB}

__-—_—‘-__- =

The following assumptions are made in doing the movement calculations:
1. Fish movement is assumed to begin at the cell boundaries. Thus. when a
fish is given a maximum allowable movement distance greater than zero.

it is automatically permitted to move to adjacent cells. Any distance

it might have to travel within its cell of origin is negated.

Input to the HABTAM program is the options file created by the HABINM. - -
program and the previously created files: (1) a FISHFIL containing habitat. . -~
suitability curves: of. aquatic species and/or recreational activities created
by the curve maintenance programs. (2) TAPE3 containing cross section data
that. is output” from™ IFG4: and (3) TP4A containing hydraulic_data. that- is ._
output from IFG4:-- TP4A-is a TP4 created with I0C(17)=1 in the IFG4 program
and then renamed-TP4A by:the user.- This version of TP4 is in HABTAM and..:
HABTAV readable format rather than HABTAE readable. format: - SRR
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I 2. In situations where the maximum allowable movement distance places a
- fish on the border of two cells the fish is NOT permitted access to the
- further cell. . = . . -0 cafilieny 1o Y Limoamse oot
l ' STV AR SR LA . S Y S S C PO SN PRI LI
3. Since HABTAM calculates a cell width for ‘each new flow it processes. the

width calculated at the flow designated as the ending :flow is -used as the cell
width for the movement calculation. ..o, . - N

L T - - . - .. -

4. When a portion of a cell becomes dry at the user-designated ending flow.
the fish are not -permitted to move beyond that dry boundary point. .

5. When a given }life stage does not move at all, a value of 0.0 should be
entered as the maximum allowable movement distance for that life stage. When
this occurs. the program will select for the WUA with movement. the minimum of
the WUA at the starting flow. and WUA at the ending flow.

HABEF Program

HABEF- calculates areas (only) of microhabitat or weighted usable area based
on continuous suitable conditions in each cell at two different
discharges or for two life stages or species. Used to calculate
physical habitat at two stream flows (streamfiow variation analysis and
stranding analysis) or for two life stages (effective spawning analysis)
or two species of fish (overlap analysis and competition analysis) using
two separate runs created by HABTAE or HABTAV. .

The HABEF progrem calculates the physicel habitat considering the
conditions at two stream flows and/or for two 1ife stages or species of fish.
The program uses two ZHCF files created by the HABTAE. HABTAV. or HABTAM
programs. when J0C(13)=1. as input. In some cases. the second ZHCF file is a
Copy of the first. In other cases the files are for different 1ife stages for
the same species. or they may be for different species.

The information in each ZHCF file consists of information for each cell.
The basic equation used in HABTAE. HABTAV. and HABTAM is that the usability of
a cell, 1. is given by the equation

WUA(T) = A(i) * CF(1)

where CF is some function of the velocity. depth. and the channel index for
the cell. The information written to the ZHCF file consists of A(i) and CF(i)
for each cell used in the physical habitat simulation.

The Weighted Usable Area (WUA) term as used in HABEF is defined by the
equation: :

ncell
2 L CF A L
i=1 - o

WUA =

where CF is the suitability factor based on velocity. depth. and a channel
index. and A is the area of a wet cell.. The usable area (UA) is
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Opmons in the Liﬁ’\BEF program are ... ..

UNION OF LIFE STAGE 1 WITH LIFE STAGE 2
STREAMFLOW VARIATION ANALYSIS (MINIMUM WUA)
COMPETITION ANALYSIS

STREAMFLOW VARIATION ANALYSIS (MAXIMUM WUA)
MINIMUM OF LIFE STAGE 1 AND LIFE STAGE 2
MAXIMUM OF LIFE STAGE 2 AND LIFE STAGE 2
EFFECTIVE SPAWNING ANALYSIS

STRANDING INDEX ANALYSIS
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r I Option . . Analysis .

e 1 Overiap aﬁa]ysis from céléhléfﬁng hnidh'bf two 1ife stagés or

| s " owspecies - useful.when one is intereste¢ in the total habitat for a
combination of 'species:(i.e.cvbrown and fainbow trout). 2 -

© -2 . Streamflow variation analysis where the minimum weighted usable
area for.each cell is:a comparison of the cell WUA's in each ZHMCF - -
-~ file. Every:flew in“the ‘first'ZKCF:file is matched with every . |
? Fow in the second ZHCF.file. ~Option 2 is useful .when there are’ -
_rapid changes in streamflow: i.e . hydropeaking.  Option 5 is.

similar to Option 2 except for the matching of stream flows.

N I N D N - E am B
| ‘
.

3 Com?etition analysis from éa]cu]atihg intersection of twb"species
or life stages. e.g.. would show where brown and rainbow trout
compete for space. ' S -

4 Streamflow variation analysis where the maximum weighted usable
area for each cell is a comparison of the cell WUA's in each ZHCF
file. Every flow in the first ZHCF file is compared to every flow
in the second ZHCF file. OQOption 4 is useful when there are slow
changes in streamflow: i.e.. normal changes due to dry vs. rainy
season such as is typical for fall spawning in the northwest U.S.

5 Minimum WUA analysis that is similar to Option 2 except that the
first flow in the first ZHCF file is compared only to the first
flow in the second ZHCF file. the second to the second. and so
forth through both files.

6 Maximum WUA analysis that is similar to Option 4 except that the
first flow in the first ZHCF file is compared to the first flow in
the second ZHCF file. the second to the second. and so forth
through both files.

7 Effective spawning analysis is functionally similar to Option 2
except that if the cell WUA in the second file is greater then
zero. then the WUA on the first is considered “effective": but if
the area in the second is zero. then the area on the first is
considered "ineffective” and made equal to zero.

8 Stranding index analysis is functionally similar to Option 7
except the results on the second HCF file must indicate where
stranding would not occur. In other words. the species curves
used in HABTAE to generate the second HCF file should be for non-
stranding. One possibility is that the suitability index for
velocity and channel index would be 1.0 for all velocities and
channel indexes. For depth, the index might be 0.0 for depths
tess than some minimum, and 1.0 for depths greater than the
--minimum. ---The user may ‘have ‘other “approaches, == =7 3= = ===
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.~ APPENDIX A, PERSONAL COMPUTER STRUCTURE AND COMMANDS

DOS = DISK OPERATING SYSTEM (THE SET OF INSTRUCTIONS THAT RUNS
THE. COMPUTER | e T

DIRECTORY = RELATED GROUP OF FILES LIKE A DRAWER IN A FILING
CABINET

FILE = A SET OF INFORMATION STORED IN A PARTICULAR LOCATION
: (DIRECTORY) UNDER A PARTICULAR NAME (FILENAME)
COMMAND = STATEMENTS TYPED INTO THE KEYBOARD (FOLLOWED BY AN ENTER) THAT GIVE
THE COMPUTER YQUR INSTRUCTIONS TO COMPLETE

AN INVERTED TREE DIAGRAM OF THE DIRECTORY STRUCTURE

LEVEL 1: ROOT DIRECTORY, THE ONE FROM WHICH ALL OTHERS BRANCH
AND THAT CONTAINS DOS

LEVEL 2: FIRST LEVEL OF WORK DIRECTORIES. EXAMPLES INCLUDE
WORDPERFECT AND PHABSIM

LEVEL 3: FIRST LEVEL OF WORK FILES OR SECOND LEVEL OF WORK
DIRECTORIES

COMMON SYSTEMS THAT YOU MAY COME ACROSS ON OTHER MACHINES
WORD PROCESSOR - WORDPERFECT. WORD

SPREADSHEET - LOTUS 1-2-3. EXCEL
DATABASE MANAGEMENT SYSTEM = dBASEIV, ORACLE
STATISTICAL PACKAGE - SAS, SPSS-PC. BMDP-PC. SYSTAT

DIRECTORY MANAGEMENT COMMANDS ' :
MAKE DIRECTORY MD\name OF. NEW DIRECTORY TO BE FORMED
CHANGE DIRECTORY CD\name OF D

IRECTORY TO MOVE TO
REMOVE DIRECTORY ASK THE COMPUTER MANAGER FOR ASSISTANCE
FILE MANAGEMENT COMMANDS

DELETE filename ERASING A FILE FROM WITHIN THE CURRENT DIRECTORY

RENAME oldname newname RENAMING A FILE WITHIN THE CURRENT DIRECTOQRY

COPY filename A: COPY A FILE FROM HARD DISK (THE CURRENT
DIRECTORY) ONTO A FLOPPY DISK

COPY A:f1lename COPY A FILE FROM A FLOPPY DISK INTO THE
CURRENT DIRECTORY ON THE HARD DISK

CIR/P or SD LIST FILES IN A DIRECTORY

FORMAT FLOPPY DISKS MUST BE FORMATTED BEFORE THEIR
FIRST USE OUT OF THE BOY

TYPE filename IMORE TYPE A FILE QUT ONTO THF SCREEN FOR THE
PURPOSE OF VIEWING IT (MAY ALSO USE "LIST™)
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COMPUTER TERMINOLOGY _ _
S T - _,E’.:,}.:.)'_: e R C
ASCIT ('ASK €') = AMERICAN STANDARD CODE -FOR -INFORMATION ‘INTERCHANGE :* A =<~ == "
SYSTEM_INDEPENDENT FILE FORMAT THAT CONTAINS NO SPECIAL CHARACTERS. IN THE

TYPE COMMAND. EVERYTHING IS READABLE-WITH NO UNUSUAL (UNREADABLE) CHARACTERS -

s

BOOT DISK = THE DISK (FLOPPY OR DISK) THAT CONTAINS THE DOS FILES NEEDED To
START THE COMPUTER

"BOOT UP R REBOOT = START OR RESTART THE COMPUTER FROM THE POINT WHERE

ELECTRICITY IS FIRST TURNED ON FOR THE MACHINE. - THIS READS THE DOS
INFORMATION FROM THE BOOT DISK.

WORK DISK = THE DISK ON WHICH DOS IS STORED AND ON WHICH MOST WORK IS DONE.

IN A TWO FLOPPY DISK SYSTEM, THIS IS USUALLY ORIVE A: (THE TOP ONE). IN A ONE
FLOPPY DISK AND ONE HARD DISK SYSTEM. THIS IS USUALLY DRIVE C: (THE HARD
DISK).

RANDOM ACCESS = THIS MEMORY IS THE FASTEST AVAILABLE TO THE COMPUTER. BUT IS
LOST WHEN THE COMPUTER IS REBOOTED OR TURNED OFF. YOUR MACHINES RAM MEMORY
SIZE IS 640 KILOBYTES (640 TIMES 1024 BYTES).

HARD DISK = THIS MEMORY IS THE SECOND FASTEST AVAILABLE TO THE COMPUTER AND IS
STORED SEMIPERMANENTLY ON THE COMPUTER EVEN WITH THE ELECTRICITY TURNED OFF
YOUR MACHINES HARD DISK MEMORY SIZE IS 20 MEGABYTES (20 TIMES 1024 TIMES 1024
YTES) .

FLOPPY DISK = THIS MEMORY IS THE SLOWEST AVAILABLE TO THE COMPUTER AND IS
STORED PERMANENTLY ON THE REMOVABLE FLOPPY DISK. THIS IS THE BEST WAY TO
STORE YOUR DATA FOR THE LONG TERM AND MOVE FILES FROM ONE MACHINE TO ANOTHER
LOGGED INTO = THE CURRENT DIRECTORY

LOGGED OFF = TURNED THE COMPUTER OFF

ﬁggIYE ERIVE = THE DISK DRIVE THAT YOU ARE CURRENTLY IN (C: OR A: ON YOUR
HINES)

PROMPT - ROOT DIRECTORY = C\>
PROMPT - PHABSIM PROGRAMS DIRECTORY = C:\PHABSIM>
PROMPT - PHABSIM WORK DIRECTORY = D:\IF310

APPENDIX PAGE 2 -




DOS COMMAND FORMAT SUMMARY TABLE
Name - Purpose 7 Format
AUTOEXEC BAT A file contaihiﬁg a series see supplement

.~ .~ .. Of comnands for batch processing: ECHO. FOR.
GOTO. IF, PAUSE, REM. SHIFT

CHDIR To change directories or CD pathname
(CD display the current
(working) directory
CLS To clear the screen CLS
CONFIG.SYS A file containing see supplement

commands to configure the DOS system
(BREAK, BUFFERS. COUNTRY, DEVICE. FCBS. FILES.
LASTDRIVE. SHELL commands)

Copy To copy specified file(s) (COPY
(dl:]){pathl]filel
[d2:][path2]file?
DEL To delete all specified DEL
files (d:][path)file
DIR To list the filenames DIR [path]{file]

in a directory

GRAPHICS To load a graphics
screen on a printer
MKDIR To make a directory
(MD)
PATH To set a command
search path
PRINT To print a text file on a
printer (background print)
REN To rename a file
(RENAME ) L _
RMDIR To remove a directory
(RD)
SET To set one string value

equal to another

[/P) (/W]
GRAPHICS

MD path
PATH [[d:pathl]

[:(d2:]path2](..]

PRINT (d:]filel
(/73 C...]

REN_[d:][path)

oo filel file2:. . Tl o

RO [d:]Jpath

SET strl=str2
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W Comendi
“ UFFERS

II B

P_fuss

Command

P —

GOTO

1
i
i
T
i
i

IF
]
I PAUSE
II REM
II SSHIFT

‘To allow access tg

CONFIGURATION COMMANDS

e o

Purpose ;- - format T

[
'_‘===========================:===============

To change number of  BUFFERS=nn . - -eci
disk data storage areas C e
in memory o AL T

To set,thé numbeh_o%_u;aFILES;nn Ce— =
files that can be open : ‘
at one t1me | |
To cause alternate SHELL=[path]f11é
command processor to

be loaded

BATCH COMMANDS
Purpose
To turn on and off

during batch file
processing

ECHO [ON|OFF)
<message>

To_selectively process FOR ¥<variable>IN
files by a DOS (11st)D0<command>
command 2¥<variable>

To change sequence of  GOTO<1abel>
execution of batch file

statements

To execute a DOS or
batch command cond-
itionally during
batch processing

IF [NOT] <cond>
<command>

To suspend execution PAUSE [message]
of the batch file
To display a message
during batch file
processing

REM [message]

SHIFT
more than 10 I
replaceable . o
parameters o SRS
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WHAT IS DOS?
--> Names: PC-DOS or MS-DOS - - +=x - .

--> Meaning:  Disk Operating System

--> Function:- Controls ali -Tprograms T T T T

- memory
- disk space
- printer
-->  Prompt: drive:\directory\subdirectory>
examples - C:\> root)
D:\IF310\LASI>
--> Cursor:

blirking mark . underline. or box
C:>

DOS DISK DRIVE DESIGNATIONS
First Floppy Drive

= A
second Floppy Drive = B:  (optional)
First Hard Drive = (:  (depends)
Second Hard Drive = D: (depends)

CHANGING DRIVES
C:\> d: <ENTER>
D:\>

DEFAULT DRIVE & DIRECTORY

Unless otherwise specified, DOS will act on the

files located on the drive and path to which
You are already "pointing”.

KEYBOARD ENTRIES TO DOs | » |
1) < . =_ENTER - -~ RETURN =~ _;._..--_f‘ :. S
2) -

]

Backspace = remove previous char _

3) ESC = Escape = delete commaﬁd

4) Special DOSEDIT functions:

APPENDIX PAGE 5 -
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O o ~ O
B

-a) wLeft :and right - arrows .move w1th1n a command
I P

b} Up and down arrows reca11 prev10us commands

e
R

¢) . INS Insert = allows character 1nsert1on

d) DEL

Delete = deletes character under cursor;"
e) disables DOS funct1on key ed1t1ng o

non- standard DOS command we supp]y ‘
CTRL = Control '

Press and hold Ctrl and press other key such as
CTRL-BREAK to exit most programs. Usually shown

<Ctr1-Break>
<Ctr1-Alt-Del> will "reboot” system
CLS = Clear the screen
PRINT = send file(s) to the printer

<Shift-PrtSc> = Print screen contents

WHAT ARE FILES?

A named collection of related information
Three general types: - Program files

- Batch command files

- Data & Text files
All files have a beginning and an end (and a size)
Type DIR A:  to find list of files on drive A
A1l disks have a Timited capacity for files

ACVICE: Use file names you can remember!

" FILE NAMES
Two parts: f%]é‘hamé“éha exten51on
Name: 1to8 characters.

letters and numbers

APPENDIX PAGE ‘6
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--> Extension: period. followed by 0 to 3 characters or numerals
progress.001. .
--> Universal desfgnétor: "~ * for a character gréup
--> Wildcard designator: | 7 for any single char.
==> . Common extensions: - - BAK ™ backup T
BAT batch
COM program
DAT data
00C documentation
EXE program
SYS system
TXT text
--> Special files: CON keyboard/console
PRN printer

NUL null device

FILE OPERATIONS
- COPY: COPY filel file2

COPY myfile bak myfile.dat
COPY a:myfile.* p-
COPY myfile.dat PRN

-> RENAME - REN filel file?
REN myfile. dat other dat

N DELETE: DEL filename

--> LOCATING: WHEREIS filename *
--> VIEWING: LIST filename *
o> DIRECTORY : SD [file] *
* = non-standard DOS commands we supply

HIERARCHIAL DIRECTORY STRUCTURE

“->  ORGANIZATION: ~ gpgr -

DOS UTIL WP IF310  OTHER .
0 WoRD WED T LaBl  (app
APPENDIX PAGE 7 - 1
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PATH NAMES:

3 EXPLORING:
77::A6v1¢§{' B

e

.[\][d1rectory][[\d1rectory ][\]__:‘__

'\IF310\LA82\POUDRE IN4

type TREED _-..__-'” o

Sl move to work1ng data d1rectory
- stay puts Lut

use defau]tgj";;'

non-standard 005 command - '5-:-~-n. o

CHANGE :

MAKE :

REMOVING:

CONFIG.SYS:

AUTOEXEC . BAT:

REQUIREMENTS:

DIRECTORY COMMANDS
CD pathname
CD \VIF310\LABI
MD dirname
MD DATA3
RD dirname

RD DATA3 (must be empty)

YOUR DOS ENVIRONMENT

SHELL=C:\COMMAND.COM /E:512 /P
FILES=20
BUFFERS=20

PATH C:\If310:...
SETARMFORT.ERR=C:\IF310\RMFORT .ERR
PROMPT $psg

GRAPHICS

DOSEDIT alias. st

100% IBM-PC COMPATIBLE

DOS VERSION 3 OR LATER

512 K OR MORE

2 FLOPPY DISKS. HARD DISK DESIRABLE
132 COLUMN PRINTER CAPABILITY

-1BM COMPATIBLE GRAPHICS PRINTER
- 25 LINE SCREEN
640 X 200 GRAPHICS -CAPABILITY - -

MATH COPROCESSOR RECOMMENDED
ASCIT FILE EDITOR
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APPENDIX 8. INTRODUCTION TO THE PROGRAM EDITOR

—————— Y

DESCRIPTION

ED is a program editor product of wORDPERFECT‘{ED was formér]y calied
PE} that uses a similar template of commands. £D is

d screen oriented editor
that is easy to learn, fast. and well suited for editing large data files.
This program is handy. but not necessarily a replacem

ent for your own editor
or word processor. A thorough review of the documentation is suggested to
become familiar in ED.

STARTING ED

Stmply type ED at the 0Qs prompt followed by the filename you wish to
edit or if in the RPM interface. the ED will automatically be accessed when
the editing function key is invoked. T

he following is an example for access
to ED from the DOS command line,

C:\DATA>ED TAPES.TPM
STATUS LINE

————— e

The bottom line of the screen contains a status line. [t displays your
filename. position in the file and other relevant information such as caps
lock. numeric lock. Insert mode. etc.

THE TEXT _AREA

The rest of the screen 1s for your use for text editing.
EXITING €D

Pressing the F7 function key begins the exiting process. First ED asks
1f you wish to save the document. then if you wish to exit ED. Just
respond with a Yes (Y) or No (N) to each of the prompts given. If you
select to save a file that already exists,

D will ask if You wish to
replace it. The F10 function key can alsg be used to save a file
without exiting ED.

HELP FUNCTION

An on-1ine help function is abaiﬁable'that can display help screens for
each of the options. This is. invoked §S1 '

»
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. FUNCTION KEvs ~

F1-"Cancel:: .- =,

F2 - Searéﬁ:fa -

F3 - Help:

F5 - List Files:
Shift-F7 - Print:
F9- - Block:

F10 - Save:

Shift-F10 - Retrieve:

Enter:

Hard Page (Ctrl1-Enter):

Word Left or Word Right

End:

Escape (Esc):

Go To (Ctrl-Home):

Page Up/Down:

-, Cancels é feature or a function.
'tLets'you_search in a_ forward di

Alt-f2:--Replace: - .-
L " Sdne frle- o R

.~ "CURSOR AND FUNCTION KEYS

H . - DI
P -~

rection. - .-~

Lets you replace every occurrence of a string of text

Brings up the help template for ED.

Lets you list and retrieve files.

Lets you access the print options.

Lets you define text to be moved. copied. cut. etc.
Saves a file or block of text

Lets you retrieve a file.

Press Enter to end a line of text. When you end a
line of text in Program Editor. a <CR><LF> (Carriage
Return. Line Feed) is inserted during normal editing.
A <HRT> (Hard Return) is inserted when print format is
on in Program Editor.

In Program Editor. Hard Page inserts <PG#> which is
replaced by the current page number)

(Ctrl-« /7 Ctr1-+)

Moves the cursor to the beginning of the previous
word. or the next word. A word 1s a group of
characters separated from other characters by tabs.
and/or spaces, or an end of line.

Moves the cursor to the end of the current line.

Moves the cursor a specific number of characters or
lines. In Program Editor. you can also move a
specific number of pages. tscape can also be used to
repeat a feature a specific number of times.

Moves the cursor to a specific character or line. In
Program Editor. you can also .move to the top or bottom
of the current page.

Moves the cursor to the first line on the previous or
next page.
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Screen Up/Down Moves the cursor to thé beginning of the first or

(-/+ on numpad) , . - . last line on the screen. and an additional screen each
: : time it is pressed. . o
Home, Right Arrow: Moves the cursor to the right edge of the screen.
Home,” Left Arrow: " ~ * Moves the cursor to the left edge of the screen.
Home, Down Arrow: Moves the cursor to the bottom of the screen, and an

additional screen each time it is pressed.

Home, Up Arrow: Moves the cursor to the top of the screen. and an
additional screen each time it is pressed.

Hm. Hm. Right Arrow: Moves the cursor to the end of a line.
Hm, Hm, Left Arrow: Moves the cursor to the beginning of a line.
Hm, Hm, Down Arrow: Moves the cursor to the end of all text.

Hm, Hm, Up Arrow: Moves the cursor to the beginning of all text.

EDITING THE FILE

A, INSERTING TEXT
1. Default is Insert

2. Press the <INS> key to toggle between Insert and Typeover

B. ERASING TEXT (Deleting)
1. Press the <Backspace> key to delete character to the left
2. Press the <Del> key to delete character under cursor
3. Press Ctr1-End to delete the rest of a line
4. Other advanced commands

C. LOCATING and REPLACING TEXT
l. Press F2 to locate a string down
2. Press Alt-F2 to find and replace a string
3. Press Shift-F2 to locate a string up
If you typed the wrong command. <ESC> will bring you back to editing mode.

T D L LIRS A
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AR
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BASIC COHMANDS

peon -~
..... e, RPN

RS DESCRIPTION 275

%éﬁﬁf AR

PROGRAH EDITOR COMMAND SUMHARY

CoMmANDS COKEYC L e
CURSOR HOVEMENT e it el _ et 2
Char Move r1ght one character . ~Right Arrow @ '.:
Move left one character Left Arrow
Line . Move down line - - .Down Arrow x0T
s s Move .up line -7 g™ 7 7T " Up Arrow R
Move to beg1nn1ng of line Home, Home. Left Arrow
‘ Move to end of Tine - ~ Home. Home, Right Arrow
Page Move down one page Pabn
: Move up one page PgUp
Move down one screen + (numpad)
Move up one screen - (numpad}
Word Move right one word Ctri-Right Arrow
Move left one word Ctrl-Left Arrow
Delete Delete character under cursor <Del>
Delete Teft character <Backspace>
Delete to end of Yine Ctrl-End
GOTO
Top Move to the top of the file Home. Home. Up Arrow
Bottom Move to the bottom of the file Home. Home. Down Arrow
HELP On-Line Help for commands F3
INSERT Insert a character Any char while in Insert
LOCATE Locate a word or phrase F2
REPLACE Replace a word or phase Ctrl-F2
QuIT Exiting the ED program F7
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the major habttat si

Figures 5 ang 6)
labeled.

e the cells correspond to
PHABSIM users know the differe
channel index

e-up of the
cells in the Cross section at 50 cfs. This Shows
where each valge 1s measured for IFG4, with the exception of where channel
index should pe measured.

Three different methods are useq by PHABSIM
stream. [FG4 Calcula

programs to descripe the

tes the stream depths and velocities at each X-

coordinate. HABTAY and HABTAM use each wet X-coordinate vertical as the

center of j cell. and define the cel] boundaries half Way between the Center

of the cell and the adjacent X-coordinates HABTAE use the X-coordinate

verticals as cel] boundaries Figures 3 and 4 show how cells are defined by
mulation programs .

) €re are alsp some differen
énd which X- i

- It is important that
nce in the Wway ca i

Iculations are done. to record
data properly. analyze data correctly, and to correctly
Interpret resylts.
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STREAM DI[AGRAM

Figure 1 - Diagram of Example Stream

= 0.85 Vel| = 8.91

ber Surface Elevalion = 4.6

= 1.13
2.841.31

Depth| = 2.5

(40.

3.9,47,9

(i =58
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Figure 2 - Close up of measured data at 50 cfs
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Cell Definitions far HABTAT and HABTAE

Figure 3 - Cell boundaries (at 0. 10. 20) are at field X-coordinates. Mean

depth and velocity for cell center (at 5) is calculated from the two simulated
values at that cell's boundaries (0.10).

&
[=
.2
z S - 19 ¢fs
o= . 52 18 fs ;'_]'
: lﬁll-::atl’: :7
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- I 1 t
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Distance «ft)

Cell Definitians for HABTAY and HABTAM I :
Figure 4 - . Cell. boundaries.. (at- 5~-15) - are- midpoints- between field X-
coordinates (at 0. 10, 20). Simulated velocity for cel) center (at 10) is used
(not a mean value). Mean depth is calculated using a complicated equation.

B - e = ooa < -
PO X - L. . = -t
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Figure 6 - Channe] Index Measured at X - Coordlnate Vert1ca]s
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SUMMARY OF VELOCITY CALCULATIONS. ... = -t - —

IFG4 - Velocities are measured and s1mu1ated at each X- coord1nate vertical.
Velocities are then averaged with the vertical to the right for the TAPE4 file
for HABTAE.

.'
¢

. MANSQ - Mann1ng S equat1on is_used to calculate velocities at X- coord1nate

verticals, and the velocities are averaged to the right for the TAPE4 file for
HABTAE .

WSP - Velocities are simulated between verticals using cell roughness and
conveyance factors. The TAPE4 file produced by WSP can only be used with
HABTAE .

HABTAE/T - Cells are bounded by X-coordinate verticals. so the average
velocity between each pair of verticals i1s used. For HABTAT/HABTAE. the pair
of velocities to be averaged are taken directly from the TAPE4 file.

HABTAV/HABTAM - The X-coordinate verticals are used as the simulation point in
the middle of each cell. Velocities at each vertical from IFG4 are used. The
velocity is from the vertical that is in the cell. The velocity is taken
directly from the TAPE4 file.

SUMMARY OF DEPTH CALCULATIONS
IFG4 - Depths are used at each X-coordinate vertical for velocity simulation.
but average depths between X-coordinates are written to the output file.

MANSQ - The mean depth for the entire cross section and the depths at X-
coordinate verticals are used in Manning's equation.

WSP - Depth is calculated at each vertical by using the elevation of the
previous cell and the slope and change in distance to the vertical.

HABTAE/T - Cells are bounded by X-coordinate verticals. so the average depth
between each pair of verticals is used. For HABTAT/HABTAE, the pair of
velocities to be averaged are taken directly from the TAPE4 file.

HABTAV/HABTAM - The mean depth for each cell 1s used. The mean depth is
calculated using a complicated equation.

ST

 SUMMARY OF CHANNEL INOEX' CALCULATIONS  ~ - -t 0

[FG4, MANSQ. and WSP - do not use or ca]culate Cl va]ues they JUSt read them
and pass them on to the HABITAT programs.. , L

HABTAE/T - Channe1 index va]ues are taken from the r1ght vert1ca1 of each cell

from the or1g1na1 data —: ~;;;., 5 "Z‘“Lf?,ﬂf}f‘.jf?ff"T:?:é:;'“'”?“fw‘: A

. .
~ -~

HABTAV/HABTAM - Channe1 1ndex values for the X-coordinate vert1ca1 inside of
each cell are used.
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1FG4

by the habitat programs.
channel index is used.
entéred differently for different: PHABSIﬁ approaches

average depths for each cell in the output.
simply passed to the Habitat simulation programs.

D1fferences

The obvious d1fference is the approach to cell- vert1ca1 mode111ng used
The most significant difference .is the way the

Users:need ‘to understand. that ‘channel ‘index should be
The dlfferences 1n the

files will be d1scussed 1ater

e L CELL- CALCULATION w HYDRAULIC STMULATION PROGRAMS f-_;'-'..

and MANSQ simulate velocities and depths at each vertwca] and then
The channel index values are
WSP simulates velocities

and depths between verticals.

The following is a simple IFG4 data set containing.the six points describing

the stream bed and three "calibration sets.”

each

or sets of measured velocities in

cell, for discharges at Q = 50. 100. and 150 cfs. The X and Y values.

channel index, and measured calibration velocities for the vertical at X-
coordinate 20.0 are highlighted.

l SALMON RIVER. NEW YORK, UNSTEADY FLOW MODEL. SUMMER 1986 (CPINM)
PINEVILLE S118M/SR-4/2-10-87 MEAN VELOCITY(SZF=471.5-GUESS)

10C

QARD
QARD
QARD
XSEC

NS

CALL
VEL]
CALZ2
VELZ
CAL3
VEL3
ENDJ

calibration sets.
elevation,
elevation (at 50.1 cfs

1111000200100030000000000000000000000000
50.0 (flows for simulation)
100.0
150.0
118.0 100.0000 1.00 471.500 0.001000
118.0 0.0490.4 10.0474.8 20.0473.3 30.0471.5 40.0470.2 50.0490.0 (XY Pairs)

118.0 3.5 40 .45 5.0 6.5 5.5 (CI)
118.0 474 450 50.00 500 (WSEL and Q for calibration set 1)
118.0 (.85 0.91 0.68 (measured velocities at 50 cfs)
118.0 476 660 ~ 100.00 100.0 (WSEL and Q for calibration set 2)
118.0 0.07 0.72 1.00 0.7 (measured velocities at 100 cfs)
118.0 477.410  150.00 150.0 (WSEL and @ for calibration set 3)
118.0 0.16 .85 1.31 0.91 (measured velocities at 150 cfs)

is 473.3.

Thus.

This chart from the IFGA output shows the depth at each X-coordinate for the
For Vertical 3. X = 20.0 (from above chart)
the depth at that vertical is the water surface
- calculated discharge) minus the elevation of the

Y. or the

stream bed.
.. Depth at X3 .=. WSEL - Y3 or.474.45 - 473.3 =1.15. .
" The depth at each vert1ca1 is:
Q=501 : Q =100.1"- Q=150.0 .  -.
WSEL = 464.45 ' wSEL 476.66° " WSEL'= 477741
0 0 -

APPENDIX PAGE 18




: 2 0 1.86 2.61
; 3 1:15 3.36 . - 4.11
| 4 295 5.16 5.91
5 4.43 6.46 : 7.2
6 0 0 0

Because the calibration flows are similar 'to the discharges on the QARD
- ==lines . the simuleted velocities are $imilar to the velocities for each
measured at each vertical on the calibration sets. The Stmulated depth is
39ain averaged between the depth at the corresponding vertica? and the
vertical to the right.

For example. for Q =50 cfs. th
479.49,

Since the water surface is b
actual depth at x = 10.0 is

X X =200 is the water éurface
elevation minus the bed elevation:
Actual depth at X3 = (WSEL -

IFG4 uses the verticals as cell b
between the depths at X = 19

Y3). or 474.49 . 473.3 = 1.19

oundaries and uses the average depth
0 and X =20 ¢ which is:

(Depth at x2 + Cepth at x3)/7 or (Dx2 + Dx3)/2 =
The drea 1s depth times width.or: .

The table ig confusing because the n value ang Ve
the vertical x = 10.0,

locity are simulated at
but the Depth and Area are simul
between X = 10.0 and X =

ated for the cell
20.0.
Simulated Flows
SIMULATED Q= 50.0 CFS, WSEL= 474 49
WATERS EDGE AT LEFT 121, AT RIGHT 42 .2
VRMCAL x o CDEPTHAREA veLocITY
5;,”2%?;}Q;1;deO:GgQ?:*i{Ff‘}fT 'TjO:ﬁOfﬁ‘ S %.‘f~fff0300 (These simulateq
3 200 0.061 2,097 2009 velocities are
4 30.0 0 107 3.64 36.4 0.88 very similar to
5 40.0 0.182 2.15 4.6 0.65 tre calibration
6 50.0 0.00 0.0

veiocftfes) R

' FGdiare associéted with e
and are simply written to the TAPE3. file::: ith’
.the. cross section. ~—

TAPE3 FILF

CROSS SECTION : 118 0- peack LENGTH = 0.00 WEIGHT ON Reacy = 1.00
- NUMBER OF CROSS SECTION poINTe - 6 . - il I )

T

.-

)
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EL-INDEX +/ ;ROUGHNESS - >. = i Imo il fve
3.50000 . 3w o= o Dn T2t aTT o
400000 e vt et e
T 4.50000 - N L R

5.00000 -~z = it

6.50000 : =0 - - - .

490.00 5.50000

TAPE4 FILES
TAPE4 files contain the discharge. number of simulated velocities
(greater than 0}. the water surface elevation at the discharge. and the
simulated velocities. [FG4 and MANSQ create different files for the
HABTAV/HABTAV and the HABTAE habitat simulation programs. The TAPEZ files for
HABTAV/HABTAM contain velocities at each X-coordinate vertical. The TAPE4
files for HABTAE contain velocities averaged between X-coordinates. WSP.

because it simulates velocities between verticals only. produces a TAPE4 for
HABTAE only.

The following are TAPE4 files created by IFG4 for HABTAV/M and HABTAE.

TAPE4 FILE for HABTAV/HABTAM
Cross Section 118.000

FLOW  # OF VELS  WSEL VELOCITIES

50.000 3 474.494 0.81671  0.88080 0.65513
100.000 4 476.280 0.07002 0.80227 1709238 0.77433
150.000 4 477785 0.15996 0.79393 1.23898 0.85388

The velocities shown here are the simulated velocities directly from IFG4.
The first velocity is for the vertical at X = 20.0.

TAPE4 FILE FOR HABTAE
Cross Section 118.000

FLON # OF VELS WSEL VELOCITIES

50.000 4 474 494 {40836 - 0.84875 °0.76796: 0.32756
100.000 5  476.280 0.03501  0.43614 0.94732° 0.93335 0.38717
150.000 5 477785 0.07998 0.47695 1.01646 1.04643 0.42694

The velocities shown here are averaged between verticals. The first velocity
1S averaged between X-coordinates 10.0 and 200, ~—= —— -~ Toeo mtm - Tees

HABTAV/HABTAM CALCULATIONS - ‘ | |
The following is a summary of -the cell calculations .(10C(4)=1) produced by
HABTAV or HABTAM using the sample data set for the first discharge.: The first
wet cell defined by HABTAV and HABTAM has a center at X = 10.0 and boundaries
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between adjacent verticals at X = 5.0 and x = 15.0.
vertical that is in the cell.

the vertical ig actually dry.
directly from the TAPE4 file. The méan depth is calculated by HABTAV and
HABTAM using g complicated equation.

The velocity is from the
In the first cell, that velocity is zerg. since
For the second cell, the velocity is taken

The area shown in this chart is actually
the surface ares of the cell. S

not the cross sectional area.

WSEL = 47449 CELL INFORMATION.
OV DEPTHCHAN. INDEX AREA  cr
(2.6 7700700 0220 g gp

000 80020 a0 Ses g
10.00° " 078" 1ip3 7 gigy |

10,00 0.20
10.00 0.88 2.93 5.00 10.00 0.32
7.17 0.66 3.42 6.50 7.17 ¢.50

HABTAV and HABTAM will not w

ork correctly with Just one cross section.
A duplicate Cross section was adde

d for these examples.

HABTAT Calculations

The following is g descri

ption of calculation details (I0C(4) = 1) from
the HABTAT progre

m using the sample data set for the first discharge

Calculation Details

WSEL XL xRy YR (1 WIDTH  VEL DEPTH area  cf
474.49 12,04 2000 474 49 47330 450 796 g4 0.60 7.96 0.05

474.49..20.00 30,00 473130 47150 2-00..10:00 07852709 10°00" 38

| 474.4930.00'40.00'471.50470.20'"'6.50"10100'0:77 364 10000 0'ay
474.43 40.00 42.17 47020 474 49

.50 217 0.33 215 217 0.77
Each cell is shown with its left and right boundaries (XL and XR with
stages YL and YR) he average velocities are taken directly from the TAPE4
file for HABTAT/HABTAE. The depths are averaged between verticals, and are
the same as in [FG4. ] € not the cross sectional areas of
each cell as in IFG4, they are the surf

the width of the celi times reach Tength, or the length to the ne
section.

The channel index values correspond

be consistent.

Tculations i HABTAE, channel index values are not_ .
Sers of. HABTAE should enter the_chanqe]rindex t

Unlike the othep ca
Ns.. y 0 the-

averaged between ¢

Dt Bagr o
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point on the IFG4 data set is not used by HABTAE.
e L " HABTAE Calculations

Lo el

“in the format for the HABTAT program. The same ha

o S

CELL  CELL REACH CRLL - "cell Mean
LFT EDG  LENGTH  WIDTH  OEPTH  VELOCITY CF
DISCHARGE - 50.00 = -

-

10000 100 8006 T 0417 0,05
E00,857TI0I360

TR0 00 e Rl _
300 7 1.00 1007 3.6 0.77 0.47
40.0 1.00 2.2 2.1 0.33 0.77

left of -the corresponding vertical. The channel index value for the first

--++: ~The following is an example .of output from the HABTAE program uising data
bitat options are used.

.

TOTAL

AREA
8.0

1000
- 10.0

2.2

The HABTAE output is in a different format. but the results are the same
as the HABTAT results. and the channel index is used in the same way.

If the TAPE4 file is in the format for HABTAV/M. then HABTAE simply
averages the velocities and computes habitat in the same manner as HABTAT.
There is no difference in the output. HABTAE is an improvement and replaces

HABTAT.

ZHCF FILES

produced by the sampie data set in HABTAT. HABTAV. and HABTAE- (HABTAM does

not produce a ZHCF file.)

HABTAT ZHCF FILE

SALMON RIVER. NEW YORK. UNSTEADY FLOW MODEL. SUMMER 1986 (CPINM)
PINEVILLE S118M/SR-4/2-10-87 MEAN VELOCITY(SZF=471.5-GUESS)

GWINTER TROUT ADUL

(CFELOW CROSS SECTION  NUMBER OF CELLS CELL AREA

50.000 118.00 5 0.0000
7.9630
10.0000
10.0000
2.1690

HASTAE ZHCF FILE

SUITABILITY FACTOR

0.0000
0.0480
0.3617
0.4749
0.7724

SALHON RIVER. NEW YORK. UNSTEADY FLOW MODEL. SUMMER 1986 (CPINM)
PINEVILLE S118M/SR-4/2-10-87 MEAN VELOCITY(SZF=471.5-GUESS) ~~— “* == = ==

OWINTER TROUT : . ADUL
50.000 118.00 5 ..0.0000
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l The following are summaries of ZHCF files for the first discharge
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TR e L 7.96300 oo i 0480 - -
_ SO0 41000000 - - pl3p)7 -
| | 10.0000 0.4749
$2.1690 0.7724
e o HABTAV ZHCE FILE oo e oo m e e

SALMON RIVER. NEW YORK. UNSTEADY FLOW MODEL . SUMMER 1986 (CPINM)

PINEVILLE S118M/SR-4/2-10-87 MEAN VELOCITY(SZF=471.5-GUESS)
OWINTER TROUT

ADUL
50.000 118.00 5 0.0000 0.0000
2.9630 0.0222
10.0000 0.1959
10.0000 0.3169
7.1690 0.5000

The ZHCF files begin with the first possible
1S the cell between 0.0 and 10.0 for HABTAT/HABTAE and between 0.0 and 5.0 for
HABTAV/HABTAM. The composite suitability factor (CF) is a standard combined
function of the suitability curves and the depth. | '
values for the cell. It 1S not meanin

with those from HABTAT or HABTAE, because the cell

cell in the data set. which

LSTCEL

LSTCEL is 3 program that lists the information on the ZHCF files
accoraing to cells. T

. The following are summaries of the output created by .
LSTCEL using each of the ZHCF files described above:

LSTCEL OUTPUT FROM HABTAY

] 0.0 49040 350 000 000 .o

2 0 drag0 400 002 093 1 g0
3 0.0, 473.30° 450 020 0 0143 dg

g 30.0a70T 700 0T 01 T g 1g
5 200 47020 650 050 (47 g3
6 50.0 490.00 5.50

LSTCEL OUTPUT FROM HABTAT/HABTAE

Suitability Factors

VERTICAL -y 50.0 10620 150.0

"1 N - 0.00.2 0.10 0.74
- 0 005 066 - 062
BIRCE 00 2900036022 e s L
4 0704710507 7057007 U0 a7 S B (O 1
5 ) C.40.0 470.204 . 6.50 0777 0 0.67 - T,
6 :90.0% 490.00 " 550 : :
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; iﬁ-]isted‘ére taken from the left vertical on the IFG4 data set.

H B

i -
-,

- ?A'- e
"# L s

L

<" . The channel index values listed for vertical 3 for HABTAT/HABTAE and
, HABTAV/HABTAM are the same,  -For HABTAT and HABTAE the'channel index values

To be

" consistent. channel .index values should be ‘taken from the right vertical. The

> cells listed for HABTAV and HABTAM are correct and both TAPE3 files used were

correct. - LSTCEL *has no way -0f recognizing the difference between ZHCF and = .

TAPE3 files from HABTAV or HABTAT For this ‘reason, we have’added a promptin
LSTCEL: to determine which habitat simulation technique is being used. ~

AN
- L .o PR . PR
i -
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h velocity instead of zero for the ce)

) This Eébdrt dfécusses tﬁe uée-of-zerd and negative ve]ocitieé in iFG4:
négative velocities in MANSQ and WSP. negative velocities in habitat : :
simulation. and zergugng_yprx.smalT_simu]ation-fTows in° PHABSIM.

- APPENDIX D: . USE oF ZERO AND NEGATIVE VELOCITIES IN pPHagsly .- |

1. ZERO VELOCITIES IN Ifgs
G4 (Tike most Open-channel flow models) has ser

Lhe stream at a wide range of flows. The

0 have a zerg or negative
velocity. and flow renges with positive velocities. |[n SOme cases. a very
small value of 0 00] should be used. es

- especially if n valyes are computed for
cells with g zero velocity over a wide range of flows.

It is important to distinguish between wet cell velocities with
Substantial depth and a velocity of (. and cells at the stream edges with
velocities of zero due to roughness side channels. or shallow depth. These
two situations should be handied in different ways. Zero velocities at the
edges of the stream can be hendled by using variable roughness. Zerg
velocities are not transferred to the

habitat programs: therefore. very small
va%ues need to be used if the areas of Tow velocities at the stream edges gre
valuable.

The program CHGVEL changes all zer
advantageous for wet cel] }

the stream. 1[f the cells at the stream
left blank.

There is no right way to calj

brate IFG4 cells with Zero velocities,
however there are ¢

everal options to evaluate and Compare,

Internal Cells with Zerg Velocity

value, use 3 very small

1 in question. |[f the calibration

1S not forced to use n values from the NS
losest wet cell and is

velocity at a cel) 1S zero and IFG4
Tines (10C(12)=0) . th

used to simuTat¢ the new‘ve]ocity.f

- Exampler. Beloy i g simp1ified IFG4 data set. At the low flows.
(first two calibra icals at 45.0 angd 50.0
at a pool or subtle back eddy exists at the Jow
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t1bration: sets) the velocities for the vert
are. zero. Th1s;ind1cates,th




- -QARD "20.0 | LT
- QARD '35.0 : g

 flows.'” At the higher .flow the pool 1s washed out making the velocities for

those verticals substantial. IFG4 is set to calculate n values for.all
verticals. o

~ ey

" ADAPTED FROM SALMON RIVER. NEW YORK . -UNSTEADY FLOW MODEL - <+ i -sves st
* EXAMPLE ‘FOR ZERO VELOCITIES

Toc: - 1100000201001000000000000000000000000000 =~ *  © . 333
QARD . 10.0 LT e T

QARD ©50.0 - < . KA
QARD_75.0 _ . . U SRR
QARD 1000 0.
QARD 125.0 2
QARD 150.0
QARD 175.0
QARD 200.0 . |
XSEC 118.00000.0000 1.00  471.500 0.001000

118.0 0.0480.4 15.0479.2 17.5474.8 20.0474.3 22.5473.5 25.0473.2

118.0 30.0472.7 35.0472.0 40.0471.8 45.0471.8 50.0471.7 55 0471 4

118.0 60.0475.2 65.0475.4 70.0475.6 75.0475.9 80 0476.5 85 0478 0
o 118.090.0480.0
N |

118.0 4.0 4.0 4.0 4.0 4.0 5.5
NS 118.0 6.0 6.0 6.0 7.5 7.5 6.0
NS 118.0 5.5 5.5 4.5 4.5 4.0 4.0
NS 118.0 4.0
CAL1 118.0 474.450 38.00 38.0
VEL] 118.0 0.150.24 0.25 0.27 0.44 0.37 0.00 0.00 0.43
VEL] 118.0
CALZ 118.0 475.860 -  85.00 85.0
VeL2 118.0 0.250.40 0.65 0.50 0.60 1.00 0.65 0.00 0.00 0.70
VELZ 118.0
CAL3 118, 477.810 163.00 163.0
VEL3 118.0 0.450.72 0.68 0.75 0.96 0.71 0.71 0.78 0.82 0.96
gﬁbg 118.0 0.26 0.33 0.66 0.27

If IFG4 is run using the first or second calibration set. the Manning's
n value for the verticals in question (45 and 50) will be borrowed from the
closest vertical with a non-zero velocity. The velocities will be similar to
the velocities in the neighboring cells for all flows -- this is clearly not
acceptable. If the zero velocities are replaced with very small values of
001, the simulated velocities wil) be very low. This method will simulate
very small velocities at higher flows where it 1s known that the pool no
longer exists. ' -

..

If IFG4 is run using the third calibration set the Manning's n value
for the verticals in question will be based on the velocity in the third set. -
thus producing velocities for the cells at the lower flows. This .is not-. . - —
acceptable for the Tow flows. but is fine for higher flows. If it is known
(or can be_estimated) that the pool begins to be washed out at 100 cfs}-;he
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simulation can be d1v1ded lnto two f]ow ranges -- from 0 to 30 cfs. and from
100 to 200 cfsT . et , - ‘ L

[FG4 can then be ca11brated for the high flow range using the th1rd
calibration set. The data set for high flows becomes:

ADAPTED FROM SALMON RIVER. NEW YORK: UNSTEADY FLOW MODEL = ~ ™~

EXAMPLE FOR ZERO VELOCITIES

10C 11000002010010001000

QARD 100.0

QARD 125.0

QARD 150.0

QARD 175.0

QARD 200.0

XSEC 118.00000.0000 1.00 471.500 0.001000
118.0 0.0480.4 15.0479.2 17.5474.8 20.0474.3 22 .5473.5 25.0473.2
118.0 30.0472.7 35.0472.0 40.0471.8 45.0471.8 50.0471.7 55.0471.4
118.0 60.0475.2 65.0475.4 70.0475.6 75.0475.9 80.0476.5 85.0478.0
118.0 90.0480.0

NS '118.0 4.

NS 118.0 6.

NS 118.0 5.

NS 118.0 4,

CAL1 118.0 474.4

VEL1 118.0

VEL1 118.0

CALZ 118.0  475.860 85.00 85.0

VELZ 118.0

VELZ 118.0

CAL3 118.0 477 810 163.00 163.0

VEL3 118.0 0.450.72 0.68 0.750.96 0.71 0.71 0.78 0.82 0.96

VEL3 118.0 0.26 0.33 0.66 0.27

ENDJ

4.0
7.5
4.5

RS
oo
£ oven
oL

0
0
5
0
50

To Solve; problems with:very low or zero flow, Use very small velocities
(.001) instead: of zero for ‘the verticals in question and Tet IFG4 calculate
the ‘Manning’s, n va!ues ”

The data set for 1ow flows (using the second calibration set) becomes

ADAPTED FROM SALMON RIVER. NEW YORK. UNSTEADY FLOH MODEL

EXAMPLE FOR ZERQ VELOCITIES

10C . 11000002010010001000 S Tt PN DU T

QARD 10 0 RN e . e e e . "‘-.d““_,_"-.l.-._‘ __- ...-:_.--—— .- .. - -

QARD 20.0 - "'. T - T - - IR AN -

QARD 35.0- - . ] ST e

ONW_SOU. +ﬂk;?+t”>;f;"' R S ETE I SR TN

QARD -75.0.-; six t,vﬁyia-yr'-_=;ﬁ S . Sl

QARD 90.0 .. :ry” " ol e

XSEC 118.00000, 0000 1. 00 “471.500 * 0. 001000 P LT Rl
© 118.0::0.0480.4 15.0479:2.17 5474 8 20.0474. 3 22. 5473 5 25 0473 2 B

118.0°30.0472.7 35.0472. 0 40.0471.8 45.0471.8 50.0471.7 55.0471.4
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Wp 11 RN R b RS IR L oy i S
3 BT RANKIE S iR W iR I & o
R RN I Rnlhafuj{irfffu YRR R b AR e Al

i 8.0 60.0475.2 65.0475.4 70.0475.6 75.0475.9 80.0476.5 85.0478.0.
o 8.090.0480.0 - -~ - S PR B I
= NS 118.0 4.0 40 4.0 . 40> 40 .2 55
ql NS - 118.0 6.0 60 .60  --75: 7.5 6.0
B NS..-118.0 <0 455502 55 w4 B 46 ¢y 2407 .0
R NS 118.0 .-4.0 - & I Ut LR
¥ CAL1 118.0 - 474.450 - 38.00- : - 38.0 P U
B VELI 118.0: -+ oo T e e T T T
VEL] 118.0 '
CALZ 118.0 475.860 " 85.00 85.0
VELZ 118.0 ... 0.250.40 0.65 0.50 0.60 1.00.0.65 .001 ..001 0.70 .-.
T VELZ 118.0 - . R , ST R
Yo CAL3 118.0 477.810 163.00 163.0
I VEL3 118.0 o
- VEL3 118.0
{ ENDJ
' l The lowest flow could also be used to simulate low velocities. The

second and third calibration sets will be used in this example. The TAPE4

{ files generated by running IFG4 on these two data sets can be combined to

. I provide a simulation for this case. Below is a summary of the velocities on
the final TAPE4 file.

L I FLOW VELOCITIES AT VERTICALS:
20 25 30 35 40 45 50 55 60 65
10.00 0.21 0.74 0.53 0.00 0.00 0.65
| 20.00 0.11 0.22 040 0.8 059 000 0.00 068
- l 3500 0.43 0.38 052 09 0.64 0.00 0.00 0.72
500 0.57 0.4 0.59 104 068 000 0.00 0.75
[ 7500 071 05 066 1.11 0.72 0.00 0.00 0.78 0.18 ©0.12
] I 90.00 0.76 0.58 0.69 1.14 0.74 000 0.00 0.79 0.26 0.22
100.00 0.53 0.60 0.79 0.60 0.61 0.67 0.70 0.83 0.15 0.18
125.00 059 0.66 0.86 0.64 065 0.71 075 0.8 0.20 0.25
L 150.00 0.64 0.7F 0.91 0.68 0.68 0.75 0.79 0.92 0.24 0.30
I 175.00 0.69 0.76 0.97 0.71 0.7} 0.78 0.82 096 0.27 0.34
[ 20000 0.73 0.80 1.01 0.74 0.74 0.81 0.85 1.00 0.29 0.38
» II The simulated velocities for cells with zero velocities at flows less

than or equal to 90 cfs are zero. However. the same verticals exhibit
[ substantial velocities above 90 cfs. -Some cell velocities decrease between 90
I and 100 cfs. This is caused by the substantial leap between the zero
v?locities for the verticals at 45 and 50 for 90 cfs and the velocities at 100
cfs.

W
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Zerg Velocities at Stream Edqes -

There are severa] things to consider
small velocities provide important habitat.

when the stream edges.With'zeEq or

If velocities near the stream edgés:are known to sta
- at higher flows. the n value should be very high. This can be accomplished by

not zero) for. the velocities at those cells ‘and
letting IFG4 compute the n values A very high n value can alsg be entered
]

[f the velocities near the stream edges sta

y close to zero for 3 certain
range of flows. the simulation could be di

vided into severy) flow ranges .

If the velocities near the stream ed

velocity should be used for the calibration flow(s) where the velocities are
actually zero. FG4 will borrow the n val

ue from the closest wet cell. If
the n value should be different from that

of neighboring cells. the n values
can be controlled by using 10C(15) or entering n values on the NS 1ines.

To avoid simulated n values that are too high for shallow cells, the
roughness of a cell can be adjusted according to the depth of the cell using

ges rise with flow. a zero or blank

I0C(16) in IFG4. f this option is used. it should understand why it is
needed and what values for n are rational. IOC£16) Invokes the equation:
Ng = Nc * (Dq/Dc)

Where: Nq is the n value for the cell in

calibration flow (c)
sually between -0 3 and -0.8

The relationship for n and Depth can be established by using IFG4 to simulate
n values for severa] calibration sets

I1. NEGATIVE VELOCITIES IN Irgs

IFG4 does nopt model backwaters and
common in most Streams. _Th

¥S to simulate negative velocities in
IfG4 -. negative velocitieg Can be used in th j ] j

lines of the IFG4 data set. “The
low range that produces negative velocities in 3 Cross section should be
simulated Separately from the rest of the flow range

10C 9 in IFG4 should not be used.

i ! _This option requires the use of more” -
. than one calibration set.-and the results produced using a semi-log fit are
_almost always erroneocus

be measured at a
’ 1f possible. The point of Tow
velocyty between positive and negative velocity cells should also be measured.

flow where negative velocities
ur, or where it is washed out).
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The negative velocities w111 increase as f]ows 1ncrease in the same order of
magn1tude as:the p051t1ve f]ows L ;.; T aTn e A

»"'-“ e -

,_:hg,' il Hatch out for 11log1ca1 resu]ts (extreme]y h1gh pos1t1ve and negat1ve .

i ve]oc1t1es) caused by a mass balancing problem in IFG4 with negative -
}¥'1. .velocities. [1f mass balancing is on.:(I0C(11) = 1) IFG4 may increase both the
X - negative and positive velocities ‘for -Jow flows in an effort to bdlance the
: : --cross section. The results can be ridiculous. . When this occurs, the Velocity
" - Adjustment Factors become large positive or negat1ve values. - -This can be
-’-I ' avoided by using small positive veloc1t1es turmng off mass ba]ancmg or
. chang1ng the 51mu1atlon flow range. .7 T

z'l ) Examp]e Below s 3 s1mp11f1ed IFG4 data set w1th negatwe ve1oc1t1es at two
' calibration flows: : ,

EXAMPLE FOR NEGATIVE VELOCITIES
10C 1100000200001000100000000000000000000000
QARD 10.0
|| QARD  20.0
‘ QARD
QARD
QARD
QARD
QARD
QARD
QARD
QARD 100.
QARD 125.
QARD 150.
QARD 175.
QARD 200.
XSEC 118.
118.
118.
118.
118.
NS 118,
NS 118.
NS 118.
NS 118
CAL1 118.
VEL] 118.
VEL1 118,
CAL2 118.

i I ADAPTED FROM SALMON RIVER, NEW YORK. UNSTEADY FLO'.-J MODEL

[SANOLN ~ NN
OO

O 00 ~d
[ Nen N e

0000.0000 1.00 471.500 0.001000

0.0480.4 15.0479.2 17.5474.8 20.0474.3 22.5473.5 25.0473.2
30.0472.7 35.0472.0 40.0471.8 45.0471.8 50.047)1.7 55.0471.4
Sg.gjgg.g 65.0475.4 70.0475.6 75.0475.9 80.0476.5 85.0478.0

=)
N
Loy P
OO
=~
oo,

4.0 4
6.0 6.
55 4

Voo

4.0
6.0
5.5
4.0
790 21.00 21.0

0.48 0.49 0.54 0.55 0. 56 0.27 -.11 -.29 0.33

475.760 50.00 50.0
VELZ 118. 0.37 0.64 0.65 0.67 0. 69 0. 87 0 48 -.19 -.3 0.50
VELZ 118.0 0. 24 0.21 -

~==CAL3118.0 477,710~ "167.00 " 1670~ - mrSToT v imoms mmmi i
VE3 11800 0.45 070 0.72 0.75 o 86 0. 94 0. 78 0.68 0. 62076
VEL3 118.00.260.22 0.11 0.07 - - | T _4

474.
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The following table of simulated negative velocities uses the same
method as for the zero velocities above: - ' : -

‘ ' _ VELOCITIES - ' '

FLOW 20.0 -22.5. 25.0  30.0- 35.0 40.0 450 50.0 55.0 60.0.650 70.0

10.00 ~0.28 0.35 0.39.0.43 0.21 -0.09 -0.23. 0.26

20.00 0.44- 0.48 0.53 0.54 0.56 0.27 -0.11 -0.29 0.33 . - - -
30.00- 0.41.- 0.49 - 0.52-- 0.55~ 0.71- 0.40 -0:16--0.25 - 0,42~ - omvim oo - -

40.00 0.54 057 0.60 0.62 0.79 0.44 -0.17 -0.27 0.46 0.15 0.08

50.00 0.64 0.65 0.67 0.69 0.86 0.48 -0.19 -0.30 0.50° 0.24 0.22 0.13
60.00 0.72 0.71 0.72 0.74 0.92 0.51 -0.20 -0.32° 0.53 0.31 0.31 0.24

70.00 0.80 0.76 0.77 0.78 0.97 0.53 -0.21 -0.33 0.55 0.37 0.38 0.32
80.00 0.86 0.81 0.82 0.82 1.01 0.56 -0.22 -0.35 0.57 0.43 0.45 0.39
90.00 0.44 0.48 0.50 0.59 0.66 0.55 0.48 0.44 0.54 0.14" 0.12 0.05
100.00 0.48 0.51 0.54 0.63 0.70 0.58 0.51 0.46 0.57 0.16 0.13 0.06
125.00 0.56 0.59 0.62 0.72 0.80 0.66 058 0.53 0.65 0.20 0.17 0.08
150.00 0.65 0.67 0.70 0.81 0.88 (.73 0.64 0.58 0.72 0.24 0.20 0.10
175.00 0.72 0.74 0.77 0.89 0.97 0.80 0.70 0.64 0.78 0.27 0.23 0.1l
200.00 0.80 0.81 0.84 0.96 1.05 0.87 0.76 0.69 0.84 0.30 0.26 0.13

The Jjumps in flow between 80 cfs and 90 cfs are caused by the washout of
the eddy and [FG4’s inability to handle negative velocities well.

ITI. NEGATIVE VELOCITIES IN MANSQ AND WSP

MANSQ and WSP do not use catibration velocities to simulate new
velocities. MANSQ will accept negative n values to produce negative
velocities. WSP uses negative roughness values to indicate the thalweg. and
will incorrectly interpret negative roughness values.

IV. NEGATIVE VELOCITIES IN HABITAT SIMULATION

PHABSIM programs do not consider negative velocities for habitat
suitability. The PHABAR2 program converts negative velocities to positive
velocities on the TP4 file that is used by the habitat simulation programs.
If cells with negative velocities provide more valuable habitat. the use of
negative velocities in habitat calculations should be reviewed. To consider
negative velocities in habitat criteria. suitability curves and curve programs
need to be adepted to allow negative velocities. Also, the habitat programs
would need to be reviewed for negative values in different computations.

V. ZERQ AND VERY SMALL SIMULATION FLOWS IN PHABSIM

IFG4 atlows very small simulation flows. Simulation flows of zero are
converted to 1.0 and the change is indicated with a warning message. Small
simulation flows in IFG4 and MANSQ produce results similar to what is expected
for zero flows. IFG4 simulations at Tow simulation flows are usually very

.-.Inaccurate.. .Review.the velocity adjustment.factors at:the low flows to -~

determine the accuracy of. the velocity simulations. - The simulations may- be -

improved Dy measuring the stream at an extremely low flow, or by emtering - -«

water surface elevations that are very close to the stage of zero flow for

very small-flows: : These water surface elévations are entered on the WSL' Tines-*

in the IFG4 data set. MANSQ and WSP fail with zero: simulation. flows: . WSP
considers values of less than 1 on the QARD.lines to be ‘'sTopes rather than
simulation flows., ™ ... . . " i 2R A SR S
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APPENDIX E. "REACH LENGTHS, REACH WEIGHTS, AND HABITAT TYPING

DEFINITiONg . . S
The Reach length for a cross section is the distance to the next
downstream cross section—-----= - - - o = o e e od— s

Reach length weights (or reach weights) defines the length of the stream
in the upstream direction that is represented by the cross section. The
weight is used as a multiplier applied to the reach length of the upstream
cell. Example: If the reach length between cross sections (or the redch
length for the upstream cross section) is 100 ft. and the downstream cross
section has a reach weight of 3. then the first cross section represents 30
ft of the stream in the upstream section. By defauit, the upstream cross
section represents the remaining 70 ft in the downstream direction.

A stream cell is the portion of a stream represented by one cross
section in & longitudinal direction. A stream cell is not to be confused with
a cell in a cross section, which is measured between verticals perpendicular
to the stream. Figure 1 is a diagram of a stream with three cross sections.
Notice that there are only two segments between the cross sections. but three
stream cells. one per cross section. (The first cross section is measured at
X = 100 for purposes described later in this report.)

._.-,.-d-‘-' ___-—-“‘\—-_-_f -
X = %82.0
cEeL 2 J‘ ML= - BEFY
Streap Segment 1 Stream Segment 2
— —P
L . Cross Section 2 i
Cru;s<5 Sﬁlgﬁ | X = 4g@.0 . Cro;.(s:SEgg.lgn 3
= . L Reach Lenght = 328.0 Reach Lenght = 220.8
(NR:;.E:ch“Len th.=t 0.81 K Reach Ue?qht = @.5 ' Rggch g?ght = 9.9
- -~R9.3§."! Z‘eig.?t;rgﬂ . - - "'"[NP Cell Uest.refm)

: Figure-]—l-Measucgd-streqm-segment with-reachilengths;and;weights;:tff%"' - -

W T L= -
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I II REACH LENGTHS AND WEIGHTS . w-iewonee e
: In PHABSIM hydraulic simulation, WSP is the only program that requires
[ reach lengths. WSP uses the reach lengths for water surface elevation —: !
l calculations using the backwater method. WSP also requires that the data set
be in downstream to upstream order. "1FG4.and MANSQ do not use reach lengths;
they pass the reach lengths and.reach length weights to the .habitat -programs

I via the TAPE3 file. Reach length weights are not used in hydraulic ’
simulations. .-~ SrIn Phr e

" For habitat c¢ilculations. the reach length and reath length weights are
~used ‘to calculate the area of -a stream cell.. -The reach length weights are
used to define a stream cell boundary between cross sections.-"" -~

The most obvious difficulty with this method is the way the first and
last cross sections are handled (Figure 1). Notice that the first and third
cells may be incomplete. The cross sections should represent a portion of the
ctream in both directions from the cross section. Stream Cell 1 should
probably extend downstream from cross section 1. and Stream Cell 3 should
probably extend upstream from cross section 3. In the field. the best cross
section to describe a stream cell is usually at the center of the stream cell.

A distinction needs to be made between the real world stream and the
modeled stream. Stream cells can be redefined or even re-dimensioned for
purposes of the mocdel. 1In effect. a model stream can be constructed that is
simpler. but still effectively represents the original stream.

A number of methods can be used to redefine the cross sections in
different cases to represent the stream cells.

In HABTAT or HABTAE. a reach length for the first cross section can be
specified (Figure 2). In the example. this means that a distance can be
specified downstream of the first cross section to extend the first cell.

Ige 1ast ce}}_ however, still causes difficulty. There are two ways to extend
e last cell. ‘

1. “"Move" the last cross section to the edge of the cell (Figure 3). The

l reach length for the last cell is changed to include the part of the stream
upstream of the original cross section 3, and the weight of cross section 215
adjusted to place the boundary at X = 500.

II 2. Add a "dummy" cross section to the end of the file (Figure 4) and specify
a weight of 1 for the original last cross section. The dummy cross section is
simply a copy of the last cross section. This cross section must be added to

Il the 1FG4 data set. Since the weight for this dummy cross section is zero and

- the weight for the previous cross section is 1. no area is attributed to this
dummy cross section. NOTE: The use of a dummy cross section is not

II recommended. [t can be very confusing to have an extra cross section during

—. .simulations. ..The dummy cross section method is described here because it has. . _ _ ...

been used in the past. and it helps to explain the use of reach Jengths and

I l weights. T oo ,

| o R
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- Cross Section 1 Cross Section 2 Cross Section 3
II.I X = 160. 8 = 400.9 X = 600.8
L Reach Length = Sg. g Reach Lenght = 309.9 Reach Lenght = 2¢8.g
L (Partial Cel) Dawnstrean - Reach Ueight = 8.5 Reach UWeight = 2.8
: HABTAT and HABTAE gNLY) {No Cell Upstream)
Reach lizight - a.4 ,

Figure 8 - Stream segment with extended downstream cell.

x[.:: X = Fo,0 . "=tm'° o
' AL ' ' CELL oC I
Djnss Section | Cross Section 2 Cross Sectian 3
X = 109.8 X = 490.9 X = 650.9

Reach Length = 5@.9 Reach Lenght = 308.9 Reach Lenght = 258.0

(Partial Cell Downstream - Reach Ueight = 9.4 Reach Weight = 8.9
HABTAT and HABTAE ONLY) (No Cell Upstream

T Reach Uzight = 9, 4
Figure 9 - Strezm segment with extended upstream cell.

’r ‘ -\"_—1:—__-,‘\-—;--.#'9
o P cau 3 I’L CEL, 2 Xe |L 3
‘ D B N - ’
DJJ';S Sectmnl . - &"5; Section 2. : -Cross settinn 3. : D.:.iny u_'oss Section .
XElEg AL NS L Tome Mhﬂ;‘gfg‘_’m: N
_ Rexch Lergth = 3.9 : g% =328 " “Reuch Lenght = 2,0 VSRS
Partia c'f:’Fnunnstreau- Roxh Ueigt =05 peah aigt = 150 Rouch Vght < 8.9 L
WABTAT ard HABTAE ONLY) - Oysry Cell Upstraam)
Kexch Weight = y.q
Figure 10 -tStream Segment with extended upstream celd using dummy cross
section. : a
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7 Remember that the idealized stream must effectively model the real
stream. The same amount of area must be represented by the same cross
sections -z First, we determine the lengths of all the stream cells. -In our
exaiple ~ithe length for the first ‘cell.is 170 ft.-the second. 280 ft and the
third.-250 ft.-» A’simplified stream can'then bé created by using weight >: !
factors of -1 (all area ‘in between .cross sections: is represented by the A
dowhstﬁeam_cross section). The reach Jengths and weights become: = ~-°° """

...... 3 T

, -z Cross :Section Reach Length .'”Reach Weight - S o
. S L D -
DUMMY : 150 0
if a dummy cross section is used. or
1 0 1
2 \ 170 0.65
3 430 0

In the last example. the length of the two last stream cells are simply
added together. and the weight for the second cross section adjusted so that
the second cell has a length of 280 (430 * .65 = 280). and the third cell has
a length of 150. Sees Figure 5.

——
‘ cow 1 ’* L 2 N cealL 3 ’
Cross Section 2 i
Cross Section 1 X = 17@_“9]" Cru;:zs_SEéglgn 3
X=10.9 Reach Lenght = 178.0 Reach L- ht = 439.0
Reach Llength = @.8 . Reach Weight = 8. gach Lengnt = 320.0
Reach Weight = 1.@ Eac_ o 6.8 _ ) Reach Ueight = 0.8

Figure 11 - Stream segment using cell lengths for reach lengths.

APPENDIX PAGE 36 -




~
-

HABITAT TYPING =<7~ . - - = v o R
Habitat: typing (as a part of habitat mapping) is a method used to create

an "idealized" reach that more accurately describes the overall habitat for a

long segment of a river. It is difficult to find a “representative reach" or

short segment.of a river that displays the.same percentages. of the various-.. -

types of habitat found in the entire river study area. A more accurate
approach is to map the habitat types present in a river and determine the
percentages. Then a number of reaches of the stream can be studied that
display the different habitat types. The result is a mix of detached stream
segments. with a few cross sections for each segment. The segments can be
combined in downstream to upstream order to run through WSP with some
downstream control point as the first cross section. The reach lengths should
be the actual distance between each cross section and the downstream control.
The weight of the control section should usually then be set to zero before
running [FG4. Each segment can also be run through the hydraulic simulation
programs separately. and then combined in the TAPE3 and TAPE4 files.

The suggested method for combining these cross sections involves a
somewhat complicated use of reach lengths and reach weights. based on the
percentages of habitat each cross section represents.

For our simplified example. assume that only three habitat types were
found. and three cross sections were found to model these types. Also assume
that the three habitat types make up 20. 30. and 50 percent of the stream. We
will construct an idealized reach that is 1000 ft long. representing 100
percent of the stream. Using simple math. the length of the cells represented
by each cross section are 200. 300. and 500 ft. respectively. If the method
from the previous example is used. the last two cells can be combined (Figure
6} or a dummy cross section can be added (Figure 7). The reach lengths and
weights would be:

Cross Section Reach Length Reach Weight

1 0 1
2 200 375
3 800 ‘ 0

or,
1 0 . 1
2 - - 200 EEE P B

: 3 ’ 300 - N |

L. __ DUMMY:- 2 om0 500_ S 0

Perhaps the best advice in understanding reach_lengths and weights is to
remember that reach lengths move downstream and reach weights move upstream.
It is also important. to understand-that the goal is to_simulate. stream cells
of a given Tength Using single cross sections within those stream cells=" The
stream cells can be defined in any. way such that the area represented by each
cross section of.q stream is not lost. -~ .. . . . e il
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| ‘-‘-'-cx'a.LMB '
= ‘ l-?rass Section_ 2 - " 3
l}us)s( Seat‘iaon 1 . -X=208.8 Crc;(gs: Sfe?ﬁl?
: = . Reach Lenght = 280.9 h ht = ,
Reach Length = 8.8  Reach Ueight = 8.375 RE‘ggcthg?ght :83? eg

Reach teight = 1.8

Figure 12 - Habitat typing stream segment with combined upstream cross

I sections.
e ———
' CRLL 1 ’ { cat: 2 l* caly B8 ’
. Crass Section 2 Cross Section 3 Bumy Cross Section
l Cross Section 1 X = 200.0 X = 500.0 X = 1008.8
X=0.0 Reach Lenght = 200.8  Reach Lenght = 338.6  Reach Lengih = 500.8
Reach Length = 8.9 Reach Ueight = 1.0 Reach Ueight = 1.8 Reach Ueight = B.8
Reach Weight = 1.9

Figure 13 - Habitat typing stream segment using dummy cross section.

|
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APPENDIX F. VELOCITY ADJUSTMENT FACTORS
The IFG4 program in PHABSIM simulates velocities for a cross section {
. using regression or Manning's equation. IFG4 then computes velocity
adjustment factors to increase the accura

i Cy of the veTocjty_computations, and
to add a mass balance factor.

_ Velocity adjustment factors not only provide an
" adjustment’ to simulated velocities. but also provide a

quality contro) check
for the simulation. The IVAFF file created by IFG4 contains the velocity
adjustment factors. The I4VAF program graphs the velocity adjustment factors
for quick review. :

Velocity Adjustment Factors (VAF's) are a3 ratio
flow (from a QARD Tine) to the calculated flow based on velocities and water
surface elevations simulated for that flow. VAF's are calibration factors
based on given and calculated flows that are used to improve the simulated
velocities. Some error will inevitably exist in the simulated velocities and
depths and should pe expected. The water surface elevations are assumed (on
theoretical grounds) to be more accurate. while the velocities are adjusted to
correct the error. The simulated flow for 3 Cross section can be determined
by multiplying the area of each cell by its velocity. and then summing the
results for all cells across the cross section

of the given simulation

. In a simulation. this
relationship can be described as:
-]
Os\m = nce) Vcei(i)*Aceih) = QOMD
where: Vo - velocity for a cell,
o - area for a cell, ‘
ncel number of cells in cross section.
OS-‘-TI

- flow calculated using simulated velocities
and areas, and

Quzy - input flow from which the velocities and
areas are based from the QARD lines .

When the simulation

s inexact. a constant can be added to this equation
to adjust the relationship. The equation then becomes: '

Qsin * Constant =

or Qurp

=1
' _Q?E%ta_[’l:_*_omé Constant * E\cel Vcel(r)*Ac'el'm:_: Oo'uiti .

The constant is: ST
Constant = Quuo/Qus = VAF

" - This cbnétqﬁt.is called a vel

.

ocity adjustment factor: - The formula

=]
Constant (VAF) =* Zj '

ce11) Aeerry = Qgeno
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can also be expressed asiiATIIiT mASIET TV T L0 L TE A

: et

. ‘ L a . ncel

- Sl - o ‘ o
CeT Lt ATIL e TR AT AARRY X = Quon: 2 ez 4 mTadT o
I Tk e ’-VAF_ Ve Ace)(i) Qomn ATSTRII L L R o
-~ - 3 e R - - - - - Lem e = =l .

L. B S R A I M A Do, Panertan oWy
l _ Thus. this factor.is applied to the velocities to equalize the simulated -
_ and gTVen f]O‘-'JS' - ' R "_ _" B o A Tl .;'_:.. T

—l VAP CALCULATIONS o el i m e T
' - The actual calculations in IFG4 can include several different input and

simulated data for Q.. Qe is always the QARD fiow being simulated. The
l velocity calculations use different methods defined by IOC 5 and 8 in IFG4.

I USING VAF's FOR QUALITY CONTROL :
VAF's equal to 1.00 indicate that the simulated velocities and depths

exactly produce the given flow. The VAF's indicate the value of the
simulation. The following limits have been suggested by Bob Milhous.

I Velocity Adjustment Factor Vatlue of Simulation
0.90 - 1.10 Good

l 0.85 - 0.90. 1.10 - 1.15 Fair
0.80 - 0.85. 1.15 -1.20 Marginal
0.70 - 0.80, 1.20 - 1.3) Poor

I less than 0.70. greater than 1.30 Very poor

1
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APPENDIX G. HABITAT PROGRAM DISTINCTIONS

The most substantial difference between HABTAE/HABTAT and HABTAM/HABTAY
is the definition of cells. The cell boundaries in HABTAE and HABTAT are at
the measured verticals. HABTAM and HABTAV define cell boundaries halfway
between the measured verticals.” The velocity calculations in HABTAE: are more -~
extensive than HABTAM/HABTAV velocity calculations (see 10C options 14, 16.

17 and 21). HABTAM and HABTAV also have some important options for
considering habitat in neighboring cells and movement.

HABTAE and HABTAT
HABTAE is designed to take the place of HABTAT (sugport is being dropped

for HABTAT--new options are not being added). The calculations in HABTAE are
similar to those in HABTAT with a few exceptions. There are also several new

options in HABTAE.

New options in HABTAE:
-~ Calculates and prints WUA. WUV, or WUBA for muitiple or independent

cross sections. 10C(1).
- Produces a distribution of composite suitability factors table.

[0C(7}.
- Allows use of minimum continuous width for composite suitability

factors greater than 0, I0C(11).
- Can calculate velocities using the 1/mth power law equation. 10C(14)

- Allows specification of minimum composite suitability factor. I0C(19).

- Can use metric units. 10C(20).
- Allows different calculations of velocities or velocity replacements

for each individual 1life stage. 10C(Z21).

The main disadvantage of HABTAE is that it has not been used as much as
HABTAT. The error messages may not be as clear or extensive as those in
HABTAT and the new options in HABTAE may be confusing to first time users.

HABTAT options deleted from HABTAE:

All of the options in HABTAT are covered by the HABTAE program with the
exception of I10C (1). (5). (7). (8), and (11). 0f these options, 10C(1} and
(5) may be useful; the others are rarely used and can safely be removed from

PHABSIM.

"~ Print out any combination of these three matrices, I0C(1) and 10C(5):
velocity vs. Depth _
velocity vs. Channel Index
Depth vs. Channel Index
- Read hydraulic data from HABTAT input file. I0C(8).
- Write unformatted TAPE? file, 10C(7) and I0C(11).
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HABTAM and HABTAV > .- 2. 0 sy 2o 0 0 0 T

HABTAM I0C option 1 allows a calculation for the movement of fish and
invertebrates into neighboring cells in a cross section at different flows.
This option allows the user-to enter.a starting and ending flow for habitat
calculations for each life stage.-as well as a movement distance for the fish.
The program starts with the low flow and calculates the suitability of each
cell. - HABTAM then assumes that the usable area for the cross section is fully
utilized. The suitability for the cross section at the ending flow is then
calculated. If the same cells are usable at the ending flow. the cell is
usable. If a usable cell at the starting flow is not suitable at the ending - -
flow. the fish are allowed to "migrate” to adjacent cells at the ending flow.
If there are no suitable cells close enough. then the original cell is
considered unsuitable. . If there are more cells that are suitable at higher
flows. these cells are considered excess habitat: that is. they may be
suitable. but there are no fish that can reach these cells in the cross
section. ' ‘

HABTAV does not use the same movement calculations as HABTAM. HABTAY
adjusts the useability of one cell based on velocities in nearby cells at the
same flow. This option is important in cases where the fish need to find a
certain velocity in neighboring cells. This is also the best method to use
where fish prefer a wide range of velocities within a short distance. 10C (1)
and (5) allow the user to specify a scanning distance and velocity for
neighboring velocities. The program then adjusts the suitability for a given
cell by the availability of the velocities either greater than or less than
the given velocity within the given distance. If I0C (5) is used. the user
can specify an initial velocity at which the habitat worth of a cell becomes
greater than zero. If the given velocity is not found in neighboring cells,
HABTAV searches for a velocity between the initial and given velocity. and
then 1nterpotates the worth of that velocity.

OPTIONS IN THE HABITAT SIMULATION PROGRAMS

The following summary of the I0C options in the habitat simulation
programs does not include all of the formulas. For more information, refer to
the Physical Habitat Simulation System Reference Manual., Instream Flow
[nformation Paper No. 26.

I0C 1

HABTAE '
Determines if the weighted usable area (WUA)., weighted usable volume
(WUV). or weighted usable bed area (WUBA). is to be calculated. and if the
WUA. WUV, or WUBA is to be calculated for an independent cross section or for
a reach. If the option to calculate WUV for an independent cross section is _ .
selected. then the flows for that cross section do not have to be the same as
for the other cross sections. If the WUA. WUV, or WUBA for a reach is being
cdlculated, then the flows must be the same from section to section.
0 = Calculate WUA for a reach.
= (Calculate WUA for indeperident “cross ‘sections”
Calculate WUV for a reach. . -
~ Calculate WUV for independent cross sections.” .. *.°° -~
. Calculate WUBA for a reach. ST ?
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e PrINtS WUA. WUBA, or WUV data
B tical
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5= Calcylate WUBA for independent Cross sections.
HABTAT ‘ N : '

Pf?nts

out the minimum and maximum matrix values for O?tion 5. .
= Do not print minimum and maximum matrix values., . - -
o Print minimum and maximum matrix values. '
HABTAM : ; cL T '

Prints out details of movement calcula

1

“ulations, Recommend.setting-to-zeror"
o - +we== 0 = Do not print movement calculation details.
. 1= Print movement calculation details.
HABTAY -

- Scans for velocity in adjacent cells.

0 = Do not scan adjacent ceils for velocity .

1 = Scans adjacent cells within 3 user-defined distance (DIST)
for velocity greater than or equal to a user-defined
velocity (VLIM). If found. WUA for current cell = Wya * 1

Z = cans adjacent cells within g user-defined distance {DIST)
for velocity Tess than or equal to a user-defined velocity
(VLIM). If found. WUA for current cell = WUA * ]

10C 2
HABTAE/T/M/V

Prints out cross section data (from TAPE3) .
0

Do not print cross section data.
1 Print cross section data.

Recommend setting to one.

: ' ' I0C 3
HABTAE/T/M/V

Prints out the flow related data (from TAPE4/TP4A/TPA) for each cross
section evaluated at each discharge. Recommend setting to one (1)

0 Do rot print flow related data.
1 Print flow related data

10C 4
HABTAE/T/M/V

Prints out all the computational

details used in determining the
Weighted Usable Areg.

(Weighted Usable Area. Bed Area. or Volume for HABTAE ) .

tails are needed Strongly recommend
ges when using this option. The size
of the output file mey be a constraint.

0= Do not print computational details.
1 = Print computational details.

I 5.,
HABTAE R

: for 16&39fdua]'EFOSS'ééct{oﬁét-Vaibésnére )
automa Y printed if I0C(1)<1.3. or 5: but will not be printed if -
I0C(1=0.2. or 4: unless I0C(5)=1, = = -0 :

? = Do not print WUA/WUBA/WUV - for each Cross section

= " Print WUA/wUBA/wUV.fon‘each Cross section. - ]

HABTAT , R S S o
Prints the matrices as: described below: - If chosen, this option prompts
the user for minimum'and'maximum values- for the matrices. Thése values are
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" -entered on the HEADER line of the habitat options file. Using this option
: will substant1a1]y -increase the t1me of running the HABTAT program Recommend

. .setting to zero..: iviv.. AT o

1
1
|
!

1
H

quwm::l'_wr'\i?—-cﬁ

= Do not pr1nt matrices .- Tomse o

=" Print velocity-depth matr1x

F7 Print -velocity-channel index matrix. '

= Print both velocity-depth and veloc1ty channe] 1ndex matr1ces

= . Print depth-channel index matrix.

= Print both velocity-depth and depth- channe] 1ndex matr1ces

= Print both velocity- channe] 1ndex and depth- channe1 index matrices.

.___‘Pr1nt all three matr1ces e - S
HABTAM .- . = S S , S

“Not used - set to "0".

HABTAV :

T When scann1ng has been turned on by setting I0C(1)= 1 or 2. this option
controls how to calculate WUA in the current cell when VLIM is not found
within the DIST.
0= If VLIM is not found in adjacent cells. multiply WUA * (.

I = If VLIM is not found in adjacent cells. scans a second time for an
initial velocity. VO. which is the first velocity where fish habitat is
greater than 0. Then searches for a velocity between VO and VLIM that
is closest to VLIM and interpolates a multiplier for the WUA for the
current cell between 0 and 1 based on the found velocity.

NOTES: Explanation of the different combinations of IOC(1). I0C(5). &nd

vO. If I0C(1)=1, I0C(5)=1, and VO > VLIM, it is meaningless to supply a

VO. Likewise. if JOC(1)=2. I0C(5)=1. and VO < VLIM, it is meaningless

to supply & VO. Reason: In the following cases, although a VO is

supnlied, it is not used.
- setting I0C(1)=1, I0OC(5)=1. and VO > VLIM defaults to the same
results as setting I0C(1)=1 and 10C(5)=0 (no V0}: and
- setting I0C(1)=2. 10C(5)=1. and VO < VLIM defaults to the same
results as setting I0C(1)=2 and I0C(5)=0 (no VD).

I0C 6
HABTAE/T
Prints out the coordinates defining the criteria curves. Recommend
setting to one (1).
0 Do not print criterie curve coordinates.
1 Print criteria curve coordinates.

HABTAM/V

Scans adjacent cells for: (If neither 10C(6) nor I0C(14) equals 0. then
they must be set to the same number.)

0 = Mean column velocity.

1 = Nose velocity - Use Empirical equation based on the 1/7th power

law and user defined coefficients.
2 = Nose velocity - Use 1/7th power law equat1on
3 = Nose velocity - use logarithmic velocity distribution equation.

I0C 7
HABTAE

Prints 6ut 3 tab]e of the distribution of comp051te 5u1tab111ty factors
(CF).  (If 10C(7)=1. then 10C(1) should not be set to 1,3. or 5. 10C(7) is
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automat1ca11y set to zero regard]ess of what 15 entered here if 10C(1)=1.3. or
5.):  Recommend setting to 1. '
" 0= Do not print compos1te su1tab111ty factors. table..

1 = Print composite suitability factors table.
HABTAT. -
Writes habitat results on TAPE?_{unfprmqtteg_flﬁelzj“[h1§“pptton s
seldom used. Recommend setting to zero.

0 = Do not write results on TAPE7.

1 = Write results on TAPE7.
HABTAM/V

Defines how channel index values of zero are used.

0 = Do not use a channel index value of zero in the catculation of WUA for
that cell.

1 = Use a channel index value of zero in calculation of WUA for that celtl.

ICC 8

HABTAE
Defines where velocities were calculated on the TAPE4.

0 = TAPE4 contains cell velocities (as per HABTAT).

1 = TAPE4 contains velocities at the coordinate points (as per HABTAV/M).

HABTAT

Instructs the HABTAT program where the hydraulic (cross section. reach.
and flow) data is located. Usually set to one (1).
0 = Hydraulic data in HABTAT options file.
1 = Hydraulic data in TAPE3 and TP4 files resulting from an 1FG4 or WSP run.

HABTAM
Prints out the coordinates defining the criteria curves. Recommend
setting to one (1).
0 = Do not print criteria curve coordinates.
1 = Print criteria curve coordinates.
HABTAV
Not used - set to "0".

I0C 9
HABTAE/T/M/V
Controls how the calculation of habitat area will be made.

0 Standard calculation -- Combined Suitability Factor (CF)=f(v)*g{(d)*h(ci)
where f(v)*g(d)*h(ci}) = variable preferences for velocity. depth and
channel index.” This is a simple multiplication of the velocity. depth,
and channel index weights and implies synergistic action. Optimum
habitat only exists if all variables are optimum. . .

- Geometric Mean -- CF=(f(v)*g(d)*h(ci))**0.333 “This techn1que implies

"~ compensation“effects; if two of the three’variables are™in the optimum’
range. the value of the th1rd var1ab1e has. 1ess effect un]ess it 1s
zero. :

Lowest Limiting Parameter -- CF MIN(f(v)*g(d)*h(c1)) s Th1s control
determines the Composite Suitability Factor as the value of the most
restrictive variable. This implies a limiting factor concept (i.e.. the.
habitat s no better than its Worst. component) but is limited on]y by -
-ts vorst element =+ = R T P S i B

—
I

™o
U

r
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3 = User defined calculation using WFTEST subroutine. For assistance with -
coding this option. contact the Nat1ona1 Eco]ogy Research Center
- . AT S ¢
o e IOC 10 - 1f e -?Z-
HABTAE

Determ1nes selection of habitat area. The weighted usable area can be
surface or bed. The usable area is all areas with a composite suitability
factor greater than 0.001.

0 = Write weighted usab1e area or volume to ZHAQF f11e

1= wr1te usable (unwe1ghted) area or vo1ume to ZHAOF f11e

- HABTAT/M/Y -~ e e S SR

Prints the hab1tat areg as g percent of total area. Recommend sett1ng
to one (1).
: 0 = Do not print habitat area as a percent of total area.

1 = Print habitat area as a percent of total area.

I0C 11
HABTAE
Allows use of a minimum contiguous width of composite suitability
factors greater than 0.
0 Do not use a minimum contiguous width.
1 Use a minimum contiguous width. WMIN Tines ere required with this
option. The minimum width must be given for each curve set ID Number
(life stage) - (can be zero).
HABTAT
Selects the time base of the WUA output. This option is used when
I0C(7)=1. Recommend setting to zero.

.0 = Flow data is not ordered chronologically.
1 = Flow data is ordered by months starting with October.
2 = Flow data is ordered by months starting with January.

HABTAM/V
Not used - set to "0".

10C 12
HABTAE/T/M/V _
Allows the reach length to vary from cell to cell (Variable Reach
Length} across the stream (i.e.. a bend).
0 Use reach as rectangles in plane view.
1 Use reach as trapezoids (describes bends - implies that
ADDBEND was run on the TAPE3).

I0C 13

HABTAE :
Writes a ZHCF file (unformatted file used for effective habitat
analysis) with station ID. flow, cell area, cell WUA, and cell weighting

factor. Recommend setting to zero un]ess there is a specific need for the
ZHCF f11e

0o not write-ZHCF f11e;- . S @;hL-L B
1 _Write ZHCF file. AR : Lo .
HABTAT/V - - ' T

Writes a ZHCF f11e (unformatted f11e used for effect1ve hab1tat
ana1y51s) with station ID. flow, cell area. cell WUA, and cell weighting -
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Recommend

Not used - set to. "0 ;.
' T ' 10C 14
HABTAE

Controls how the velocity for the cel) 1s calculated. NOTE: I0C(14) in
HABTAE is diffe

rent than 10C(14) in HABTAT. If 10C(16) 15 not set to 0. then
10C(14) should not be set to (.

¢ = Mean column velocity .

= Nose velocity from empirical equation based on the 1/7 power law and
user defined coefficients User supplies the ngse depth for which 3

velocity is to be calculated, and the calibration parameters A and B
These values are entered on the NOSE 1ine.

2= Nose velocity from 1/7th power law equation. User supplies nose depth
on NOSE line.

3= Nose velocity from logarithmic velocity distribution equation. The nose
depth]and the D65 of the bed material are supplied by the user on the
NOSE Tine.

4 = Nose velocity from 1/mth power law equation.

3= Nose velocity from 1/mth Power law equation. Same as [0C(14)=4 except m
1S calculated using the equation m = a*0°. Values for a end b are
supplied on the NOSE Tine Nose depth is a1so entered on the NOSE line.

b = ose velocity from 1/mth power law equation. Same as I0C(14)=4 except
the nose depth (On) is measured from the surface. The values for nose
depth and n are entered on the NOSE line.

7 = fNose velocity from shear velocity. To calculate the shear stress (7).
the Manning's roughness must be known. This value is entered on the
NOSE line.

HABTAT

or 6. set I0C(16)=0.
0 = Mean column velocity.
1 -

Nose velocity from empirical equation based on the 1/7 power Taw and
user defined coefficients. User supplies the nose depth for which 3
velocity is to be calculated, and the calibration parameters A and B.
These values are entered on the NOSE line,

2 = Nose velocity from 1/7th power law equation. User supplies nose depth on
NOSE Tine. .

3 = Nose velocity from lTogarithmic velocity distribution equation._ The nose.
depth and_;thQﬁ5fofithe.bed material

Controls how the velocity for the cel) 1s calculated. |f 10C(14)=4, 5.

h are-supplied by the’user on the
= NOSE 1inpeT: T IR SR R
4 = Nose velpcipy from shear.. velocity:: To caTcu]ate\thé'shearFStress (r)..
ﬁggEM?nn1ng S roughness must be known. This value is entered on the
ine: . S i e J,;éﬁ‘:;::?:; L
5= Nose velocity from Shield's parameter. When'using this option,

Menning’s roughress. pg5 of the bed material, and the specific gravity .. .
must be:entefgd.insthé NOSE: 1ine: -If specific :

gravity is not s ecified,
2._65'1'5'_'U58d:-$v_"-", '»g . 'y e D S )
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=0 Nose velocity from Froude number. . Used in recreational analysis to give
Shi:{: 730 index to turbulence. , .
HABTAM/V . -. TR e T T T S T U T
% -Controls how the velocity for the cell is calculated.:.If neither 10C(6)
-10C(14) .equals 0. .then they must be set-to the same .number” -l o oo
= ".:Mean column velocity. o e . .-
Y] i& :Nose welocity - from empirical equation based on the '1/7.power law and
. user defined coefficients. User supplies the nose depth for which a
velocity is to.be calculated. and the calibration parameters A and B.
¥ These values are entered on the NOSE line. . T
= zzNose velocity from 1/7th power law equation. User supplies nose depth
- on ‘NOSE 11’ne. T LI YR R Cnmremme s e
Nose velocity from logarithmic velocity distribution equation. The nose
depth]and the D65 of the bed material are supplied by the user on the
NOSE line. : ' '

10C 15
HABTAE
Limits the velocities allowed in the habitat simulation calculations.
Strongly recommend setting to "0" or “1". If "2" is selected. there probably
was én error in the hydraulic simulation process.
¢ = Abort if velocities are less than 0 or greater than 15.
1 = Convert negative velocities to positive velocities: aborts if velocities
are greater than 15.
2= No restriction on velocities.
HABTAT
Increases the calculations by about 40% by not combining the total reach
}Sg%th assigned to a section early in the calculation. When 10C(12)=1. set
15)=1.
0 Combine reach lengths prior to calculations.
1 Do not combine reach lengths prior to calculations.

I0C 16

HABTAZ
I ' Determines if given velocities (from TAPE4) or nose velocities are used
, in habitat simulation and determines how those nose velocities are calculated.
If 10C(16) is not set to 0. then 10C(14) should not be set to 0.
I If 10C(16) is 1. 2. or 3. set I0C(17) to O
_ HABTAT
Determines 1f given velocities (from TP4 or direct entry) or nose
velocities are used in habitat simulation and determines how those nose
B velooities are Calculated. Set 10001620, S1 T0CC Aron 5 ar &

I0C 17
HABTAE

“Defines what to use as velocity as a‘rep1acement for veTocity. These
replacements should be treated as velocities and be entered on the "v* 1jnes

when entering the Curve Set Data. \ _
-——-- If.10C(17) -is not-0,-then JOC(16) MUSt-be 0 - - =rmr - mmmsimms oo me + + oo e
If 10C(17) is 1 or 2. then 10C(14) must be 0. K

|
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If 10C(17) ig 3. then 10C(14) must De set to 7 and Manning's n. D65 of
bed materig

- and the specific gravity must be entered on the NOSE: line.
If specific gravity is not specified. then 2 65 1S used., _ L
- 0= Use given velocity. .- - B
I = \use (velocity * depth) {
velocity,
2= Use (velocity? *
T -as velocity - --

T Use Shield"s Parameter ag velocity.
HABTAT

a mv momentum approximation} as -

I L i ———

quth) {a mv? kinetic energy‘approximation}

Defines what to use as velocity. [0C(17)=] or 2 is for use with some
recreation criteria such as wading.
0

= Use given velocity.

1= Use velocity * depth as velocity,
, 2= lUse (velocity**2) depth as velocity
! I0C 18
: HABTAE/T
Defines how channel index values of zerg are used.

i 0 = Do not use channel index value of Zero in calculating WUA for that cell.
i 1 = Use a channel index value of zero 1n calculation of WUA for that cell.
; I0C 19
| HABTAE
_ Allows the user to specify a minimum value for the composite suitability
i factor (CF). These minimum values are entered on the CFMIN line.
' 0= No minimum COMposite suitability factor specified.
- 1= Same minimum composite suitability factor specified for all life stages.
| 2= A minimum COmposite suitsbility factor specified for each 1ife Stage.

HABTAT

Defines how cross section weights of Zero are used.
0 = Change weights of zero tg 0.5.
1= Do not change zero weights .

10C 20
HABTAE

used for each )ife stage. This ¢ ne : =
10C(14) 10C(16), and. 10C(17) to Ee selected for each life stage. NOTE: In. ..
" this section 10C14. . 10C16. and I0C17. (without parenthesis) refer to the values
set on the INOSE- and DNOSE lines.- versus 10C(14), I0C(16) .- and 10C(17) which -»-
refers to the actua] option number. IR A R

If 10C(21) 1S not equal to Zero; . then. [0C(14) | I0C(16) and 10C(17) :
should be set to zero. If-they are not set tg 0. the values entered on
the INOSE ang ONOSE 1ines will override the values set by I0C(14). .-
(16). and (17) “and 6n the NOSE and CFL| Tines. '
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) 0 = Use velocities that were selected by IOC(14) IOC(16) and I0C(17).
g o Same velocity for all 1life stages. « :
ll, . -1 = Allows using combinations of 10Cl6 and IOC17 for each 1ife stage and
e specification as to whether mean or nose velocities (10C14) are to be

. -used. When using this option.”10C16 and IOC17 are mutually exc]us1ve s
§ and are represented by the ICF parameter on the DNOSE -l1ine. - The I0C14 -
~ value is set on the INOSE line.

ICF I0C16 10C17 Permissible- T
PARAMETER VALUE VALUE 10C14 Values - Action

0 = 0 0" 70.1.2.3.45.6.7 "Usé mean or 1iose velocity

1 = 1 0 1.2.3.4 Optimize velocity :

2 = 2 0 1.2.3.4 Optimize velocity =~

3 = 3 0 0 Velocity = Mean velocity in

. top cell _

4 = 0 1 0 Vel. Replacement = velocity *
depth

5 = 0 2 0 Vel. Replacement =
(velocity**2) * depth

6 = 0 3 7 Vel. Replacement = Shield’s
Parameter

7 = 0 4 0 Vel. Replacement = Froude
Number

The DNOSE Tine contains the ICF parameter and the same information as on
the NOSE and CELL lines. One INOSE line is required and a DNOSE Tine is
required for each 1ife stage where the 10C14 value on the INOSE line is not
zero. See discussion of INOSE and DNOSE line in Appendix A - HABTAE format
for more information.

2 = Allows selecting between a nose velocity and mean column
velocity. One DNOSE line and one INOSE line are required.

R4 :

l -
e .
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APPENDIX H. ERRATA TO PHABSIM MANUAL

se are the contents of PHABSIM file ERRATA . PH2

The They indicate changes to
PHABSIM Versign 2 since the manual was written,

ERRATA TO_PHABSIM MANUAL
-7 "7 last Updated 05-21-93

it eis
05-13-93 ADDED INSTALL.BAT AND README .PH2 TO PHABSIM

INSTALL .BAT and README PH2 are tools to help in the installation
of the PHABSIM environment .

i

05-13-93 ADDED README .RPM TO PHABSIM

README .RPM added to PHABS IM package. README.RPM lists errors
associated with the RPM program.

A R

04-12-93 RVWTHWEG . BAT RENAMED RVWTHWE .BAT & FILE NAME CHANGES REQUIRED BY
RPM

Although RVWTHWEG BAT 2.4 works correctly, RPM can not handle
a batch file name containing eight Characters. Therefore, RPM wil]
not run VWTHWEG. To solve this problem. the batch file RVWTHWEG.BAT
has been renamed RVWTHWE .BAT (2.5). At the same time. the following

files were updated to work correctly with the new name. The corrected
versions of these 4 files are agll 2.5 _

PMBAT . DAT

PMHELP KLP
PMLONG. FIL
PMSHORT . FIL

Also. there are actually two programs which are run from RVWTHWE . BAT .
Character graphics are produced Dy VWTHWE EXE: Screen graphics are
produced by VWTHWEG.EXE In the past. when referring to this program
"in general’, the name used was VWTHWEG. this had to be changed to
VWTHWE to get RPM to run properly. The two EXE files themselves have
not changed: how the Program name is referenced WIithin RPM has been changed .
hat is, the menu 1tself, and the help screen now 1ist VWTHWE, not VWTHWEG.
... . Make the following changes to the program directory to make VWTHWE
run from RPM: - : ' C T

- replace RVWTHWEG. BAT with RVWTHWE .BAT
- replace the four files 1isted above
- 1f RPM g already installed, '

if using the short version of the menu."
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MR S AR AU e ] & B e - ”ul:‘-'i.Ttﬁ!-‘wlF?-..l-' X
P L

RS

=3 st COPY PMSHORT .FIL PMCUR.FIL

éi?é?‘ T if using the long version of the 'menu
“||g? oo - COPY PMLONG.FIL PMCUR.FIL
3 Tlgamsgn VDT LUt T onimioon gl wnt ol i ony e D2 0d :
703-02-92 -+ RUNNING THE CURVE PROGRAM S ‘
i'?%ﬁ?{fﬁ%ké other_PHABSIM'brééramgj the CURVE bfagram_rgquiFéé.seﬁera]ifiies

—"'d

“to bein the_current working directory.  They are: ' ‘
SFE LT~ CGA.BGI. LITT.CHR, UNHIS.EXE. UNXIN EXE. UNXPOLY EXE™ -~ =~ -

< - ”..The batch file RCURVE will give warning messages if these files are not
"+ in the current directory. . :

PTEYIEI T
02-28-92 NEAR SHORE HABITAT OPTION
(HABTAE IOC QPTION 22)

If 10C option 22 is 1 for HASTAE. only habitat within a user-defined
distance from the banks of the stream is calculated. There must be a DSBANK
line on the HABTAE input file directly above the HEADER Tine which contains
the distance from any bank where habitat values are to be considered. The
format for a DSBANK line is:

Cols Value
"DSBANK™

7 - 10 BLANK

11 - 20 Distance from

water’'s edge
for consideration

With option 22 on. HABTAE finds all of the banks in the stream,
including banks for islands or sand bars. It then adjusts the suitability
factor for each cell according to the amount of the cell that is within the

~given distance from any bank.

[f the water surface elevation is higher than the elevation of the right
and/or left most points of the stream. HABTAE uses the end points of the
stream for cell calculations. If I0C 22 is 1. however. the banks used for
near shore habitat are extrapolated outside the X range of the measured stream
bed, but the cells are still defined by the extreme X coordinates. In other
words. if the water surface elevation is above the left hand point of the
stream (usually X = 0.0) HABTAE begins its calculations at the cell starting

-~ AL X =0.0. The bank computed for the near shore habitat option. however. is
II - extrapolated outside of the measured stream coordinates, and will have a

Il N N N D R B D .
o
1
[94]

=——negative X value- In such a case, the habitat calculations for the stream - - -
53.,MaY not be accurate. T o

I.,p _The near shore option does not affect usable area. only the suitability

5o _;.faétors (cf) and weighted usable areas (WUA) are changed.
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' 02-27-92 ASCII QUTPUT FILE OPTION :

Several PHABSIM programs now include an option to produce ASCII output
files for use with spreadsheet or graphics applications. The output files
contain most of the information from the standard output file, with titles for
each column in quotes. The ASCII files can be imported into LOTUS. using the
IMPORT/NUMBERS option: as well as several other packages” including GrafTool.
Quattro Pro, Microsoft Exce). and Framework . Consult the documentation for

the software package for directions for importing ASCII or ASCII delimited
files. -

The programs with the ASCII output file option are:

AVDEPTH. AVPERM, CALCF4. CKIATXT. CMPVLA. CMPWSL . HABAE. HABEF,
HABOUTA, HABQUTS. HABTAE. HABTAM. HABTAV. I4VAF. [FG4. LPTHQF .
LSTCRV. LSTHCF. LSTP34. MANSQ. REVI4. SLOP34. WSP

Each of these programs will display the following prompt:

ENTER: 1 TO PRODUCE ASCII QUTPUT FILE FOR SPREADSHEET
OR GRAPHICS APPLICATIONS
0 FOR NO ASCII OUTPUT FILE

If the response is 1. the program will create the ASCII output file and print
a message like;

ENTER <RETURN> TO CREATE ASCIT FILE NAMED ZOUT.ASC
OR ENTER A NEW FILENAME:

After the response is entered. the program will indicate the name chosen for
the outout file:

ASCIT QUTPUT FILE IS ZOUT.ASC

it
02-20-92  APPENDIX C CORRECTION

Page 2 of Appendix C "INFOWSP" should be * [NFOQHP"

HHHAHE -
MANSQ 10C OPTION 2 (Page II.75)
01-29-92 - . Y ;

O S T

* . The formulas listed for adjusting conveyance in a river are not
complete. The.equations should be: - - - T
0 = Use N/Nc = (Q/Q)x+8
1 = Use N/Nc = (RH/RHc)**B - '
-2 = Use N/Nc _(RHC/RH)*#O.1671*(109(2.42(RH/050))/TOQ(Z.42(RHC{D§UJ}__m':

B 4 .

I}
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92 1/7 POWER LAW DEFAULT VALUES
" HABTAE, HABTAM, HABTAT. HABTAV

A fwhéﬁ,tﬁé 1/7 power.1aw is;used'for'ﬁbse Qe?ocify (HABTAE/HABTAM/HABTAT
0C(14)=2. HABTAV 10C(6)=2). the default value for A is 1.143. and the default
3lue’for B is .1429 in the equation: S .

L © /Y = A*(Dn/D)**B

NUMBER OFf POINTS IN A SUfTABILITY CURVE

v

i
1-06-91

"f..; Up to 100 points are allowed on & suitability index curve in a FISHCRV

or FISHEIL type file.

iaiiiid
10-21-91 HABTAE CELL DEFINITION OPTION

In the description of habitat simulation programs. Page V.1, end of

- . paragraph 2. the PHABSIM REFERENCE MANUAL states: "The HABTAE program has the

option of viewing cell boundaries either way." in reference to HABTAE option
17. This statement is incorrect. HABTAE does accept data from IfG4 in either
HABTAV/HABTAM or HABTAT formats (ioc option 8). but the program logic for
cells is always the same as that of the HABTAT program.

BEpBEIY |
10-03-91 OVERFLOWS . UNDERFLOWS. AND NON-NUMBERS IN PHABSIM QUTPUT FILES

If a value is produced by a PHABSIM program that is too large to be
printed. or is not a number. the entire field will be replaced by characters.
The characters mean the following:

- positive infinity (overflow)
- negative infinity (underflow)
- value too large to be printed
- value is not a number

) Ny 4

The most common problems are *'s in the output, produced by using
numbers either too large or to small for the PHABSIM programs to handle; or
?'s in the output. usually caused by illogical or missing data. If you find
?'s in your output. but the data looks correct. there may be a problem with

_the program,






