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Abstract

With significant changes to flood frequency antatgd as a result of climate change it
becomes important to investigate how global hydyglal models process climate forcing
data. Flood frequency distribution describes tHatimship between flood peak magnitude
and its return period, indicating the average mpeobtime between exceedance of a certain
flood magnitude. The steepness of the distribugoorof the growth curve) is a measure of the
variability of the flood peak seriefnalysis of variation in extreme rainfall-runoffquesses
between global hydrological models was undertakendmparing the variability in extreme
rainfall events of certain frequency in WATCH Fargi Data (WFD) with the resulting
variability in flood events as predicted across tiedels GWAVA, JULES, and WaterGap.
Analysis of propagation of climate model biasesMeenn global hydrological models JULES
and WaterGap compared changes in predicted flapéncy growth curve steepness when
applying baseline daily climate forcing simulatgdtbe ECHAMS climate model time series.
The impact of climate change on the probabilistehdviour of floods is assessed by
considering the change in growth curve betweenctir@rol run conditions and the future
scenarios as predicted by ECHAM5-A2 driven timeeser

Spatial patterns of variation in extreme rainfalhoff processes differ between models,
particularly in regions of extreme climate, highiiong the importance of using more than one
hydrological model. Flood statistics derived frommulations from two hydrological models
run with the same forcing climate differ signifi¢n suggesting that the models are sensitive
to different climate characteristics, or that treee calibrated with sub-optimal conditions.
Simulated control climate might also have some atteristics different than those of
historical observations. Climate change simulatiodscate some general agreement between
models in the emerging spatial pattern of futurangjes to flood variability across Europe;
however, some distinct regional and sub-regioneminces in magnitude of change and
spatial pattern are evident. The results obtaineitiis research are promising, and should be
extended to include a larger sample of hydrologacad climate models, with more detailed
investigation of hydrological model structure aradidation of modelled values with observed
flow series.

Technical Report No. 35 -3-



Introduction

Climate change is expected to lead to shifts inglobal hydrological cycle, resulting in
regional changes in runoff quantity and greaterabdlity in seasonal flows (Arnell, 2003).
This will potentially lead to significant changesflood frequencies and magnitude (Lehner
et al, 2005), altering regional flood charactecstiFlood frequency entails estimating the
annual possibility of exceedance for a given pdak.fMost commonly this is done using a
probability distribution fitted to a series of amhdlood maxima extracted from continuous
series of runoff data. Continuous time series obgl runoff have been modelled at a 0.5°
gridded resolution by a suite of hydrological mada$ part of WATCH. Assessing modelled
runoff data for future periods against baselinentoal-run’ conditions allows a comparison to
be made between flood frequency curves, indicatimgether extreme flood events will
potentially become more common. Differences in ¢gnewth curves, calculated between
hydrological models, provide an indication of tleedl of uncertainty inherited in predicting
the potential level of change in the flood frequeraationships.

This document details the method and results frardertaking an analysis of annual
maximum series of peak flow (described by the totedoff) as simulated by the global
hydrological models JULES, GWAVA, and WaterGap. 3denydrological models were
driven with the same daily climate forcing dat&dd° resolution, the WATCH Forcing Data
WFD (Weedon et al., 2010) to provide a benchmark doemparisons with GCM-driven
simulations for the later part of the™@entury. JULES and WaterGap were also driven with
daily climate forcing simulated by the ECHAM5 cliteanodel time series, bias corrected to
better represent the observed climate (Piani ¢2808; Piani et al., 2010). Comparison of
runoff simulations driven by observed and modedkohate will highlight some of the biases
introduced by the climate modelling. Here, the ®dsl on the representation of the flood
extremes, and in particular, to the variability flwfod peak, as represented by an index of
steepness of flood frequency curve, relative tchesimulated time series. Comparison of
runoff simulations driven by modelled climate farattime periods (one representative of the
baseline, one of the future) will show possiblerdes in the flood regime as simulated by a
particular climate-hydrological modelling chain. Byndertaking these comparisons for
several hydrological models, it is possible to stigate the influence of the hydrological
modelling in the propagation of biases and charfgms the climate to flood flows, and
evaluate whether hydrological modelling uncertaistiarge.

Three global hydrological model were considered.BS, WaterGap and GWAVA (except

for climate-driven simulations as not fully avail@ while only climate simulations from
ECHAMS were analysed.
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Methods/Data

Data selection

WFD-driven daily total runoff output from JULES, YéaGap and GWAVA were selected for
analysis of how different hydrological models presed observed WFD hydro-
meteorological forcing climate. Data covering thezipd 1961-1990 were selected, and is in
the form of time series for each 0.5° grid of tigdrelogical models land mask.

ECHAMS-driven daily total runoff from JULES and VaGap were selected for analysis of
simulated forcing data from WATCH WB3 (GWAVA doestrhave any daily simulations
available for the future). Two runs were used depenon the period of analysis: ECHAMS5-
control, based on historical emission scenariasviged data for the baseline (1965-1994; 30-
year period of available data closest to 1961-19808 ECHAM5-A2, based on the SRES
A2 emission scenario (IPCC, 2000), provided datalfe 2070-2099 time horizon.

For each 30-year period (baseline WFD, control aridre) the annual maximum series
(AMS) of peak flow were extracted from the simuthigaily time series of total runoff in
each 0.5 grid element and based on a water-year from Octtabe&eptember. Similarly,
AMS of one-day WFD rainfall were extracted for equdriod. A generalised extreme value
(GEV) distribution was fitted to each AMS, usingtmethod of L-moments (Hosking and
Wallis, 1997). Flood frequency distribution desesbthe relationship between flood peak
magnitude and its annual exceedance probabilityP)AEThe AEP is more commonly
expressed as a return period indicating the avepaged of time between exceedance of a
certain flood magnitude). The steepness of theilligion (or of the growth curve) is a
measure of the variability of the flood peak seraesd hence of the flood regime of the area
of interest. The steepness of the growth curve® waantified as the ratio of the 50- or 100-
year to the 5-year quantiles, henceforth refercedst growth curve ratios. The same analysis
is done on precipitation daily time series, pronglprecipitation growth curves.

Runoff simulations using 28" century observed climate data - analysis of variain in
extreme rainfall-runoff processes between global fdrological models

From the fitted GEV distribution the precipitatiand flow quantiles with a 100-year and 5-
year return period @goand R, Qipoand Q@ respectively) were estimated using data for the
baseline period 1961-1990. The differences betwegrological models in the rainfall-
runoff transformation process of extreme events ttem be assessed by considering the
growth curve ratio calculated for the precipitatidriving data and comparing the flood
growth curve ratio calculated for each model, esped respectively as;

P100 Q100

P5 Precip Q5 Flow
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Runoff simulations using 28" century modelled climate data - analysis of propaation of
climate model biases between global hydrological rdels

The flood ratios were also derived from the GEMribsitions based on simulations driven by
the control ECHAM5con for the period 1965-1994. Tato between the 50-year and 5-year
event was chosen as a suitable ratio for compariBon each hydrological model, the
difference between this flood ratio relative to WRIDd ECHAMb5con simulations is a
measure of the biases introduced by the ‘climatidlggy’ model combinations. It is
expressed as;

050 050
5 05
7 —_ con WFD
Bias = 100x 050
5 wFD

where subscript ‘con’ refers to the ratio basede@HAMb5con-driven series, and subscript
‘WED'’ refers to the flood ratio based on WFD-drivegries.

Runoff simulations using 2% century modelled climate data - analysis of changein
extreme flood variability

The impact of climate change on the probabilisebdviour of extreme floods is assessed by
considering the change in 50-year and 5-year figravth curve ratios between the control
run conditions (con) and the future scenarios (fartd is expressed as the percentage change
as;

Q50 _ Q50
5 Q5
_ fut con
Change = 100x 250
QS con

where subscript ‘fut’ refers to the flood ratio bdson ECHAM5A2-driven series for the
future, and subscript ‘con’ indicates the floododtased on the ECHAM5con-driven series.

An increase in the ratio would suggest a move tde/esteeper growth curves, i.e. more

variability between years in extreme flow events] @ice versa for a decrease. The ratio does
not indicate how the magnitude of flooding will &kected. Figure 1 illustrates an example of

such a change calculated for a grid cell locatedhensouth-east tip of Spain, whereby the

ratio between the Q5 and Q50 event magnitude hasased by 23% with climate change

(illustrated by the increase in the steepness @fgilowth curve gradient between these two
return period flows). This results primarily fromm ancrease in the Q50 event, with no

associated increase in the magnitude of the Q5teven
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Figure 1: Change in WaterGap flood frequency curvegradient (+23%), resulting from change in quantilesbetween

Echamb5con-driven series (1965-1994) to Echam5-A2 dem series (2070-2099); for grid cell located in Skptof Spain
(Longitude -1.25, Latitude 36.75)

Results

Runoff simulations using 28" century observed climate data - analysis of varian in
extreme rainfall-runoff processes between global fdrological models

Global maps of the ratio between the 100-year apelad precipitation event derived from the
WFD daily precipitation time series (rainfall rgtiand the corresponding flood growth curve
ratio, have been calculated from the WFD-drivealtainoff daily time series over the period
1961-1990, Figure 2 splits the global land mas® idistinct regional zones based on
geographic and climatic areas to aid discussiaheflobal mapping. Precipitation ratios are
expected to follow the spatial pattern of mean ahrprecipitation across the globe, as
illustrated in Figure 3. Results are presentedafbthree global hydrological models using a
standardised symbology shown in the accompanying legend (Figure 4 for precipitation

ratio; Figure 4 for flood ratio).
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Figure 2: Global map by region (courtesy ofwww.climate-zone.com
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Figure 4: Global mapping of WFD (1961-1990) precipation growth curve ratio (P100/P5)
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Figure 5: Global mapping of WFD-driven flood growth curve ratio (Q100/Q5) (1961-1990) derived from siolations

by GWAVA (top), WaterGap (middle) and JULES (bottom).

North America (including Greenland)

Extreme precipitation ratios are low across mosthef entire continent, typically varying
between values 1-3. To the very north this risesoime areas up to 5, and even up to 7.5 over
certain areas of Greenland.

Across the North American land mass the flood ragiatial pattern derived from the different
hydrological models is similar in places with gealr higher flood ratios in the south-
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western areas of the USA and northern Alaska. @rréist of the continent, however, there are
marked differences between models. JULES is agsocwith very high values in northern
USA, along with an arc of high values in south-&@ahada that is not evident in results from
the two other hydrological models. WaterGap alsmaghsome similarly high ratios in central
and southern USA, but over larger areas than JUltES spatial pattern of the high flood
ratio is also more speckled in nature, showingcl [af spatial smoothness in the simulated
extreme flood. High flood ratios are also simuldbydVaterGap in northern areas of Canada,
particularly in islands to the north.

For Greenland, flood ratios derived from all mod#féer greatly, with WaterGap showing no
data for central areas, and rapidly predicting \regh values that diminish towards the coast.
For GWAVA, there is a homogenous area covering nodbsbreenland, with some similar
rapid changes from high to low flood ratios towatls coast. JULES simulates a range of
low flood ratios with no particular spatial patteifhe difference in the flood ratio derived
from the different models on Greenland is likely kaghlight the difference in the
representation of the snow/rainfall partitioninglaamow-melting processes, as Greenland is a
land-mass covered in ice during most of the ye#fei@nces in the snow processes was also
noted as a main difference in global hydrologicaldels (including GWAVA, JULES and
WaterGap) of the Water Model Inter-comparison Expent by (Haddeland et al., in press).

South America

Extreme precipitation ratios are low across mosthef entire continent, varying between
values 1-4. However there are very high valuesougnd even exceeding 20 observed along
the Western coast, in a long strip that follows mwf the Andes mountain chain and
represents the area covered by the Atacama Dewgruarounding areas — one of the driest
places on Earth. This is a result from the orog@gmhancement of precipitation on the
windward zones of the Andes, with long periods ofrainfall interrupted by a few rainfall
events — resulting in a very steep precipitatiawgh curve.

There is broad agreement in the flood ratios asilgited by all models, with very high flood
ratios located on the western coast, covering ¢iggon of the Andes mountain range. The
flood ratio is much higher and covers a greatea doe both JULES and WaterGap. Both
models also show higher flood ratios compared toASMW for far eastern parts of Brazil and
north Venezuela. WaterGap flood ratios again seemerspeckled in spatial distribution.

Africa

Extreme precipitation ratios are low across mosthaf continent south and north of the
Saharan region, being between 1-4, except for sogher values (5-12.5) in the very south-
west and around the Horn of Africa — both very degions. In the Saharan region, values
vary between 4 and 12.5 on the fringes, and reaeh 25 in the most central areas. These
precipitation ratios highlight the very high vairidy in precipitation in this continent,
especially in the driest areas. Note the absenqaremfipitation ratio for seven cells in the
eastern Saharan region, for which no precipitadiccurred over the period assessed.

Some broad geographic patterns of the flood radies shared by all three hydrological
models, following the climatic/biome regions of B&s Rainforest and Savannah regions of
the continent. However the detailed spatial pastemthin such regions can greatly differ
between models.
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In Saharan Africa, flood ratios can be extremelyhhiexceeding 25 in all models — perhaps
suggesting unrealistic results in the simulatedl tatnoff the flood ratios have been derived
from. Similar conclusion in the realism of the ftbmatios could be made for some of the low
flood ratios simulated in central Egypt by JULESI&WAVA, for example, likely to result
from cells where runoff continue to decrease fromoa-nil initialisation as precipitation
input remain nil throughout the period; errors/nmgsdata/ no runoff were associated with
those grid cells by WaterGap (in black in Figure High flood ratios reflect a region with
significant variation in Q5 and Q100 events, expécn arid region with extremely rare
precipitation events

Central Africa has low flood ratios across mosthw areas of extensive rainforest; however,
WaterGap shows a band of high flood ratios to tbethnnot simulated by JULES and
GWAVA. To the east there are higher flood ratiosalied in the horn of Africa according to
all models, but spatial patterns along the coast va

The region to the south of Africa shows some higbd ratios along the western coast in all
models, but this area is much greater and covergsaland areas in JULES, while in
WaterGap the speckled spatial patterns of highdfi@bios covers the whole area.

Europe
Extreme precipitation ratios are low across mosthef entire continent, varying between
values 1-4.

Flood ratio values are generally low across mo&wbpe, rising towards the Mediterranean.
However WaterGap indicates much more homogeneaas af low flood ratios and some

isolated grids with higher values, along with saaneas of higher flood ratios in north Eastern
Europe, mainly Scandinavia. Similarly, JULES sh@eme isolated grid cells with high flood

ratios in the vicinity of Poland that are not s@enther models.

Middle East
Extreme precipitation ratios vary considerably asrthe Middle East, with values between 1
and 12.5.

Flood ratio values vary considerably between model®ss the region, in both magnitude
and spatial distribution. JULES simulates a swathénigh values to the south-east, and
pockets of similarly high values in the north arwth-west; while the rest of the region has a
patchy spatial distribution of values. The spatiaitern of flood ratio simulated by GWAVA
resembles the precipitation ratio spatial pattemish high values in the south-east and
northern areas. Like GWAVA, WaterGap simulates Bloatios broadly resembling the
precipitation ratio pattern, but with much moregh@ess in the data, with many isolated cells
having values in excess of 20.

Asia

The pattern of extreme precipitation ratios acisis: is patchy, generally varying between 1
and 5. The only exception is the region roughlyespnting the northern high plains of Tibet,
where there is an area of values between 5 and 10.

There are some clear general patterns of flood @atross the Asian continent for all three
hydrological models, with rough agreement on thasas of highest ratios. However these
spatial patterns are always quite different from pinecipitation ratio spatial patterns. JULES
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simulates high flood ratios across large partshefdentral Asian landmass, with an area of
high values also located in south-central Russ/AGA has much lower values than
JULES and WaterGap across the whole continenthasdlood ratios patterns closest to the
precipitation ratios patterns. There is a largeaarerth of India, roughly where the Tibetan
Plateau lies, where flood ratios derived from GWA¥¥ around 2-3 and differ greatly from
those from the other two hydrological models. Watgy output shows flood ratio with a very
patchy spatial pattern, with many more isolatedhhiglue grid cells than other models, often
in places with no associated high precipitatiomraalues. WaterGap also shows high flood
ratios across India and South-East Asia, along matithern Russia.

Australia (including Oceania)
Extreme precipitation ratios are low across th@emégion, varying between values 1-4.

Flood growth curve ratios for all models do noterable precipitation ratios in magnitude or
spatial patterns. Both JULES and GWAVA simulateofloratios generally of the same
magnitude across the Australian land mass, but wsaime spatial differences. GWAVA
shows large central areas with flood ratios betweemd 7.5, and some isolated areas with
values reaching 12.5; JULES however, simulates domer or higher values across the same
areas; in addition, high flood ratios reaching & simulated over some of northern Australia.
WaterGap has yet a different pattern, with flootlosaexceeding 20 across large parts of the
continent, and some high values to the east. Tiessdts highlight probably some difference
in the soil moisture storage capacity of the madalsne of the driest areas of the world.

Relationship between precipitation and flood growthcurve ratios

The relationship between the driving precipitatista and the resulting extreme runoff is
explored further in Figure 6 and 7, whereby theorbétween the extreme precipitation events
is considered against the ratio between the flo@this of the same statistical return period.

Figure 6 presents the scatter plots between ptatign and flood ratios for all cells of the

global land mask associated with the three hydroddgmodels. For a completely

impermeable surface without losses through vegetaboth ratios would be identical (total

runoff time series over the cell would be the samdhe total precipitation time series), and
showed in the graph along the one-to-one line. (gincthe various hydrological processes
(including delays due to storage in the land andetetion, and water losses through
evaporation and transpiration), the rainfall tinegies will be transformed into runoff time

series. The greater the transformation, the mdferent precipitation and flood growth curve

ratios are expected to be. The scattering represtet different ways the hydrological

processes included in the hydrological models ua#lerthese transformations.
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Figure 6: Scatter-plot of precipitation growth curve ratio (P100/P5) against flood growth curve rati¢Q100/Q5) for all
models

For greater extreme precipitation variability (i.precipitation ratio) influence of the
hydrological models start to diverge and those gslils with precipitation ratios less than 5
are plotted in Figure 7, illustrating how the paite differ within areas of generally less
extreme climate. All grid cells with a precipitatigatio greater than 5 lie within areas of
extreme climate, and are limited to the geograplacaas including central-western South
America (an area composed of the Atacama Desersamdunding arid areas), the Sahara,
Horn of Africa/Middle East, Tibetan Plateau, ance@rland — reflecting the pattern seen in
Figure 4. Those areas where the precipitation sai@ highest reflect the spatial pattern of
lowest mean annual precipitation observed in Figure

Technical Report No. 35 -13-



WaterGap

ur
(o]
u —
2w
=] -
o _|
o
[
1
P100/PS
GWAWA
ur
(o]
u —
2w
= -
pa _
bR -
= T T - T 1
1 2 3 4 5
P100/PS
JULES
L
™ - x
u ._\-_- -
g =r .'.-"
g E " \'\' '|-|'l i‘!:-l
o it
L x:,-..'l. |-:...':..'--_-£_5
E L
=T 1
1 2 3 4 5

P100/FS

Figure 7: Scatter-plot of precipitation growth curve ratio (P100/P5) against flood growth curve ratigQ100/Q5) for all
models

WaterGap — Some flood ratio (Q100/Q5) are negatimdjcating errors in either the
simulated runoff time series or in errors during grocessing of extremely low runoff values.
There are also isolated flood ratios with very highmagnitude, exceeding 30 for grid cells
while accompanying precipitation growth curve ratiare lower than 5 — a somehow
unrealistic relationship. Finally, there is seenhyng ceiling in the flood ratio around 27,
associated with precipitation ratios ranging fronto35, unlikely to represent real physical
mechanisms. This could result from the hydrologicaddel parameterisation and initial
conditions, with all Q100/Q5 values exceeding 26uodng exclusively in either the arid
Sahara and central-western South America, or teefr expanses of Greenland.

GWAVA - The scatter-plot between precipitation dtabd ratios shows a generally quite

plausible pattern, with an increase in the Q1004Q%ociated with increases of P100/P5 ratio
when P100/P5 ratio is lower or equal to 15, andhwwmuch less scatter below 5 compared to
the other models. Note that for some isolated cailgh precipitation ratios are associated
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with low flood ratios, suggesting areas where despihigh variability in extreme rainfall
events there is little variability between floodeets over the same period. These cells, where
the precipitation ratio exceeds the value 20, aotusively located within the arid Sahara and
central-western South America regions.

JULES - The scatter-plot between precipitation #oaold ratios is generally quite similar to
the pattern observed in the WaterGap data, witigl tiegree of scatter in flood ratios for
precipitation ratios below 5. However, there ioaér limit to the Q100/Q5 ratio, associated
with a whole range of cells with variable precipta ratios which might indicate some
unrealistic simulated runoff time series. All sugid cells are located exclusively within the
arid Sahara and central-western South America megidhere also seem to have an upper
limit to the flood ratio, but much less marked tfatWaterGap.

Runoff simulations using 28' and 22 century modelled climate data - analysis of
propagation of climate model biases between globaydrological models, and analysis of
changes in extreme flood variability

Flood statistics derived from the hydrological misd@ULES and WaterGap driven by the
ECHAMS were analysed for the baseline period 198941(using the ECHAMS control run
climate as input) and future period 2070-2099 @dime ECHAMS5-A2 climate as input).
From each resulting daily total runoff time serig® 50-year and 5-year flood quantiles were
calculated and corresponding flood ratios deriyedyiding an index of the steepness of the
associated flood growth curve. Two comparisons weade:
- Biases due to the climate/hydrological model coratiam, as expressed by the
percentage difference in the control and WFD floatbs.
- Changes in the flood ratio between baseline andduime periods, as simulated by a
climate/hydrological model combination.

Maps of flood ratios, biases and changes are piegsdéor JULES and WaterGap for Europe
and patterns discussed in this section. A stanskdldsymbology has been used for all maps
for easier comparison. A zero flood ratio denoted cells with no runoff produced.

Maximum flood ratios simulated by WaterGap are iigantly greater than the maxima
simulated by JULES. While high flood ratios couddlect the impact of changed climate on
extreme flood events, those highest ratios aretédcan few isolated cells, and arguably
unrealistic. They might reflect some of the diffices global hydrological models have in
simulating runoff, and could be associated witloesrin the simulations rather than showing
a real physical feature due to climate change. Gémin the flood ratios can be extreme large,
and have been limited to 500% for presentation @aep.
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JULES

Figure8 shows the flood growth curve ratio derived frortatounoff time series simulated by
JULES driven by (top) WFD climate and (middle) ECMBcon climate. The differences in
the maps should represent the bias introduced éynthdelled climate compared to the
reference based on WFD. If biases in the climatelehavere small, both maps should be
quite similar — this is somehow expected as a tamsection procedure had been applied to
the climate model outputs before input into thebglohydrological model (here JULES),
aimed to remove most of the systematic biases intimhypclimate. This is not the case, with
flood ratios derived from ECHAM5con/JULES simulaisobeing much higher than those
derived from WFD/JULES simulations in most of EwgoBiases, as expressed by the
difference between ECHAM5con- and WFD-driven ratietive to the WFD-driven ratio,
show an overestimation of the flood ratio greal@nt100% in all regions except south-west
Europe.

Because the greatest climate factor of influen@rggeme flood events is precipitation, as
evaporative losses are usually much smaller, likedy that the differences seen in the flood
ratios are mainly due to differences in the ECHABIbcsimulated precipitation. This
suggests that the bias-correction procedure, whieh designed so that the monthly statistics
of modelled climate match those of the WFD, is pdesgs if the climate model fails to
simulate realistic temporal rainfall sequencingisT¢ould in turn significantly impact on the
way the hydrological model stores water within stgb-surface and groundwater stores, as
stores can only replenish when they are not sawirathich is dictated partly by the size of
the stores and by the sequencing and intensitgiofail.

It is out of scope of this paper to investigatdtar the possible reasons of such discrepancies.
This will be done in future collaboration with clate and hydrological modellers.

Figure 9 shows flood ratios derived from runoff slations from JULES using ECHAM5
climate as input for a baseline (top) and futurad(ie) time horizon. The differences
(bottom) express the changes projected to occurthdy climate/hydrological model
combination. Except for North Africa, the Mediteremn coast, Atlantic coastal areas, and the
north Scandinavian coast, flood growth curve radios generally projected to decrease by
over 20% between the 1970s and the 2080s. Thisdwsuggest a reduction of the variability
in the flood extremes, either due to an increasthenmagnitude of small, common flood
events compared to that of rarer floods; or a égesgran the magnitude of the largest flood
events; or a combination of the two. These reshtisiever, should be treated with caution as
significant biases in the simulation of flood ratioy ECHAMS5/JULES modelling chain have
been identified.
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WaterGap

Figure 10 presents the flood growth curve ratiosivdd from WaterGap total runoff

simulations driven by WFD (top) and ECHAM5con (meldfor the 30-year period 1965-

1994. For easier comparison, the percentage diifeein the flood ratios between the two
runs relative to the WFD-driven simulation are atsapped (bottom).

The flood ratio of both WFD and ECHAM5con simulatieshow a relatively similar spatial
pattern, with North Africa, eastern Spain, Sweded eentral Europe characterised by flood
ratios greater than 1, while there are lower thae for the rest of the continent. However,
there is a very large grid-to-grid variation in ttheod ratio, with cells showing flood ratios
greater than 4 surrounded by cells with a flootbrigiwer than one; this patchiness is found
for both simulations, and is more likely to resuim the model parameterisation than from
the climate input data, as the climate signal @s1sn Figure 4 does not have such a pixel-
like spatial pattern.

When biases introduced by the ECHAMS5 input are gfiad, they show an east-west band
covering southern France, northern lItaly right tiglo the Caucasus with biases over +20%,
while they are generally negative in surroundingpar Overestimations are also located in the
inland areas of North Africa, and towards Russiat, temain generally lower than 50%.
Patchiness remains in the spatial pattern of bjasmsfirming a possible origin from the
hydrological model rather than the climate model.

Figure 11 shows simulations from ECHAMS/WaterGapdeiting chain for the baseline time
horizon (top) and the 2080s future time horizondghe). Percentage changes between the
two are given in the bottom frame.

There is a strong signal of increase in the floatibrin most of the Iberian peninsula except
western and northern coasts, with an increaseeiffidor ratio greater than 90%. North Africa
and eastern Mediterranean fringe also show poeide¢se flood ratio is projected to increase
by more than 90%. An arc from Greece to Ukrainenshprojected increase in the flood ratio,
albeit of between 20 and 90%. In contrast, for nodstorth and western Europe the flood
ratio is projected to decrease, suggesting theréifice between extreme and middle size
flood events to be reduced. This reduction is m@sble in northern Scandinavia where it is
projected to decrease by more than 40%.

The patchiness in the spatial pattern of the flgonwth curve ratio observed for the™0
century simulation remains for the 2080s projecienand to a lesser extent is visible when
percentage changes in the flood ratio are calallakbis suggests that there is a need to
investigate further the total runoff simulationfidoNVaterGap, and that caution must be taken
when interpreting the results.
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Discussion

Historical data - analysis of variation in rainfall-runoff processes between models

Despite all hydrological models using the same aterforcing data over the late"™6entury
period 1961-1995, spatial patterns in the floodwghocurve ratio simulated by JULES,
WaterGap and GWAVA can differ. The differences greatest in regions of extreme climate,
such as northern latitudes and in high-altitude mb@in systems, where water is stored as ice
and snow for a significant part of the year; oaustral, arid areas such as southern Africa and
Australia, where the balance between precipitatiput and evaporation losses is extremely
variable. This highlights the difficulties for anpodel to simulate a very large range of
hydrological processes, determined not only bypigsical characteristics of the land (such
as geology and vegetation, for example), but algothe climatic factors. The greatest
differences between the precipitation forcing dgtawth curve ratios and resultant flood
growth curve ratios exist in the most extreme aaslimate — encompassing the Sahara
Desert, Atacama Desert and surrounding area, Tibgilateau, south-west Africa
(encompassing the Namib Desert), and the ice-fiefdSreenland. Despite such differences,
however, the overall statistical characteristicshef extreme flood events as simulated by the
three models are consistent with those of the mdrprecipitation events, suggesting that the
saturation processes which result in high runa#fgenerally all well simulated.

While JULES and GWAVA show relatively similar floodtios at the world scale, and show
a spatial pattern relatively smooth, consistentifhwexpected continuity in physical are

climatic properties at the 0.5° scale, while sirtiates from WaterGap are markedly different.
In particular, they are characterised by a specgkstern of high flood ratios which can be
surrounded by grid cells of low flood ratio — tlpattern is not confined to a specific region,
but can be observed across all continents. Whemsiiog on Europe, this becomes
particularly evident. While this is not the scopetlus report to investigate in detail what

could be the cause of such behaviour, and whetieerdflects a real physical phenomenon, it
could be argued that some of the internal paramsatern of the model might be the cause,
with possibly a discontinuity in some of the stparameters from grid-to-grid. This should

be investigated further in collaboration with hyldigical modellers

The analyses undertaken have not sought to previgeuantitative assessment of variability
in the magnitude of extreme events simulated bydtfierent hydrological models. However,

in assessing differences in the growth curve raetween the precipitation data driving

models and the resulting modelled runoff data,eherm clear indication of differences in the
prediction of flood events between models. Thidhhgints the importance of using more than
one hydrological model, so that an un-biased amdpemative assessment of modelled runoff
can be undertaken, but also that perhaps morebtiitaodels should be chosen when
consideration of extreme flow events is the foctiamalysis. This is particularly important

when models are driven with modelled climate dataffiture periods and changes to the
extremes of flow are of interest.
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Climate change modelling - analysis of changes ixteeme flood variability

The sensitivity of the hydrological models to thevihg climate data was tested by

comparing the flood growth curve ratios derivedhirsimulations based on the WFD and the
ECHAMbScon, over the same historical period 19654199nly JULES and WaterGap were

considered as no daily simulation was availableF@WAVA.

There is a very noticeable difference in the reststtm JULES, where ECHAM5con-driven
simulations generate much greater flood ratiosgesiing much greater variability in the
extreme flood peaks than when simulated from oleskedata. The bias introduced by the
ECHAMS5con climate is not so marked when simulati@me done with WaterGap, but
increase in the flood ratio is also noticed in s@iaees. This would suggest that is it possible
that the climate simulated by ECHAMS5con might hawne characteristics different than
those of historical observations. As flood events arimarily sensitive to changes in the
precipitation regime, this difference is likely b@ linked to the day-to-day sequencing of
wet/dry episodes, and possibly a higher variability the precipitation intensity in
ECHAMbScon than has been observed. Such an intethtyobias is difficult to correct with
methods such as developed within WATCH by (Pianalet2008), in particular due to the
very large data requirement for their implementatidhe fact that the flood statistics (and in
particular the flood ratio) derived from simulateofrom two hydrological models run with
the same forcing climate differ so significantlys (this is the case for ECHAMS5con/JULES
and ECHAMS5con/WaterGap) suggests that the modeadssansitive to different climate
characteristics. It is not the scope of this papenvestigate in detail the full sensitivity ofeth
global hydrological models, nor the reasons belihal different sensitivity. This might be
done by a thorough analysis of some runoff timesdor selected grid-cells with contrasting
flood ratios, and by collaborations with climateddrydrological modellers.

Changes in the flood ratio were also assessed lpypaong results from simulations
representative of two time horizons: the historidadseline as represented by the
ECHAMb5con climate for 1965-1994 and the 2080s fitas represented by ECHAM5A2 for
2070-2099. For both hydrological models, theressiggestion that the variability in the flood
extreme could decrease in the future, expresseal dgcrease in the flood ratio for most of
north and western Europe, and an increase in thigbility in southern Spain and north
Africa. However, it is also clear that there arensoregional differences in the projections
from JULES and WaterGap, with a much more markentedese when simulated by JULES.
However, both hydrological models showed some diffies in reproducing the spatial
pattern of historical flood ratio when run with EEMS5 climate. The results obtained here
regarding the possible change in the flood frequeharacteristics over Europe must then be
considered with caution until more research hasbdene on the climate-hydrological
modelling chain.

Spatial analysis of data

The research reported here aimed to provide adgseéssment of some of the differences in
the extreme flood characteristics as simulated ifferdnt combinations of climate and

hydrological modelling tools. It is important tormember that the analysis is focused on
extreme events and not long-term flow regimess Iteiassuring that the results show, at the
world scale, that the resulting flood charactesstire consistent with the characterises of the
precipitation input — perhaps unsurprisingly as farch extreme events, the complex
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hydrological processes generally simplify to a mlarear rainfall-runoff transformation, due
to the reduction of storage after soils are saddrat

This first broad-brush analysis has, however, hghitéd two fundamental results:

- The difference in the way hydrological processes rapresented within the global
hydrological models impacts on the simulation ot thighest flows, and the
uncertainty due to the hydrological model is nalde. It is therefore important to
consider more than one hydrological model when takimg an analysis of extremes.
In particular, some hydrological models are muctrergensitive to the precipitation
temporal pattern than others, as seen with the $UsiEhulation of the 2B century
period;

- Both models JULES and WaterGap have showed sorhieutties in representing the
flood frequency characteristics — JULES with a varge sensitivity to climate input,
WaterGap with an (arguably) unrealistic spatialiatality at the sub-regional level
that would not be expected.

This suggests that such frequency analysis is fulus®| to evaluate the ability of gridded
hydrological models to reproduce the very extreyardlogical events.

Implications for future research

The results obtained in this research are promisind should be extended to include a larger
sample of hydrological and climate models. Morec#mally, future investigations could
include:

* Ascertain physical attributes of the land surfaperuwhich model parameters and
variables are based, and explore the relationshgteeen such variables and the
patterns observed,;

» Explore differences in the AMS between hydrologicaddels, assessing variation in
both temporal distribution and magnitude of anmakimum events;

» Calculate and compare quantitative values for flondgnitude at certain return
periods between models/periods. Such analyses wasitdbenefit from comparison
with values calculated from observed catchmentrriiev time series, in order to
provide an assessment of accuracy in the modedlfiegtreme events.
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