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[1] Electromagnetic ion cyclotron (EMIC) waves are an integral component of the Earth’s
dynamic space environment. In order to quantify their effect, it is necessary to know their
saturation amplitude, but in modeling studies it is usually the linear growth rate that is
calculated and various assumptions need to be made in order to relate this growth rate to
the final amplitude of the wave. Here, we perform a comparison of the saturation
characteristics of EMIC waves using a 2.5‐D electromagnetic hybrid PIC code, with the
corresponding linear growth rates calculated with the hot‐plasma dispersion solver of
the HOTRAY code. We choose a set of values consistent with satellite observations for
our nominal case, and explore the parameter space in the neighborhood of this nominal
case, by varying the hot proton density and thermal anisotropy. We find that the saturation
amplitudes increase monotonically, and the times to saturation decrease monotonically
with increasing growth rates, independent of the values of density and anisotropy. Both the
saturation amplitude and time to saturation curves can be fit by simple two‐parameter
models with acceptable errors. This result implies that within the limitations and caveats of
the present study, the saturation amplitudes and time to saturation can be predicted with
good accuracy based on the linear growth rates alone, which can be used directly in
conjunctions with global ring current simulations to model the resultant effects on
magnetospheric particles.
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1. Introduction

[2] Electromagnetic ion cyclotron (EMIC) waves are a
class of naturally occurring plasma emissions that are found
ubiquitously in the Earth’s magnetosphere and are believed
to play a key role in various dynamical processes [e.g.,
Anderson et al., 1992a; 1992b; Meredith et al., 2003;
Miyoshi et al., 2008; Thorne et al., 2006; Thorne, 1974;
Ukhorskiy et al., 2010]. Such waves are typically excited in
the L‐mode near the geomagnetic equator at frequencies
below the local proton gyrofrequency due to an instability
associated with the thermal anisotropy of the hot proton
population [Cornwall, 1965; Kennel and Petschek, 1966;
Samson, 1991]. The EMIC waves then propagate away from
the equatorial source region, roughly following geomagnetic
field lines, and under certain conditions can be transmitted to
the ground where they have been extensively studied as
geomagnetic pulsations in the Pc1‐Pc2 frequency range
(0.1–5 Hz) [e.g., Jacobs, 1970; Kangas et al., 1998].
[3] The thermal anisotropies responsible for generating

EMIC waves arise naturally as plasma sheet (i.e., 1–10 keV)
ions are convected Earthward from the magnetotail and

subsequently carried in a westward direction around the Earth
by the gradient‐curvature magnetic forces along drift paths
that are energy and pitch angle dependent [e.g., Jordanova
et al., 1994;Kozyra et al., 1998]. In the inner magnetosphere,
charge exchange and Coulomb scattering further enhance the
anisotropy of ring current (i.e., 10–100 keV) ions [Chen et al.,
2010;Daglis et al., 1999; Jordanova et al., 1996]. In addition
to convection‐driven instabilities, it has been demonstrated
that the compression of the dayside magnetopause can create
enhanced anisotropies in off‐equatorial, minimum‐B pockets
(Shabanski orbits) resulting in the excitation of EMIC waves
[McCollough et al., 2010]. Consequently, EMIC waves are
most frequently observed on the dusk and day sides of the
Earth, at L‐shells extending from near the plasmapause all
the way to the magnetopause [Anderson et al., 1992b, 1992a,
1990; Meredith et al., 2003], in association with increased
geomagnetic activity [e.g., Erlandson and Ukhorskiy, 2001].
Furthermore, as hot ions drift into regions of dense, cool
plasma (such as the plasmapause or plasmaspheric drainage
plumes) the energies of resonant protons decrease leading to
larger growth rates, and any prevailing density gradients can
trap and guide the waves along the field line, thus further
enhancing their path‐integrated amplification [Chen et al.,
2009; Thorne and Horne, 1997].
[4] Owing to their particular spectral characteristics and

typically large amplitudes (∼1–10 nT) [Erlandson and
Ukhorskiy, 2001; Meredith et al., 2003], EMIC waves are
implicated in a host of magnetospheric processes such as the
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excitation of the proton aurora [Cornwall et al., 1970;
Jordanova et al., 2007], or the formation of stable auroral red
arcs through the precipitation of thermal (few eV) electrons
via Landau resonant interactions [Cornwall et al., 1971;
Gurgiolo et al., 2005; Thorne and Horne, 1992]. EMIC
waves are able to transfer energy to the suprathermal
(∼100 eV) ions [Gary et al., 1995; Roux et al., 1982; Young
et al., 1981] through cyclotron resonant interactions near
the bi‐ion frequency [Horne and Thorne, 1997], or non‐
resonantly through an electric phase‐bunching process [e.g.,
Bortnik et al., 2010; Mauk et al., 1981; Mauk, 1982; Omura
et al., 1985]. Parasitic scattering (i.e., particle scattering that
does not appreciably contribute to the wave growth or
damping) of relativistic electrons and the ensuing precipita-
tion driven by EMIC waves is believed to be a candidate
for causing rapid radiation‐belt electron dropout events
[Borovsky and Denton, 2009; Bortnik et al., 2006;Desorgher
et al., 2000; Friedel et al., 2002; Green et al., 2004; Lyons
and Thorne, 1972; Millan et al., 2010; Onsager et al.,
2007; Shprits et al., 2008; Summers and Thorne, 2003;
Thorne and Kennel, 1971], and the large amplitude of these
waves has been demonstrated to lead to nonlinear effects,
whose overall effect has yet to be fully quantified [e.g., Albert
and Bortnik, 2009a, 2009b].
[5] In all of the processes described above, a critical

parameter controlling the timescale of any dynamical changes
is the amplitude of the wave. Traditionally, EMIC waves (as
well as most plasma waves) are analyzed by performing
instability calculations that yield a linear growth rate (either
temporal or spatial) as a function of a set of input parameters.
It is assumed that a plane wave with a given frequency and
inclination to a static background magnetic field is propa-
gating in a uniform plasma composed of an arbitrary number
of ion species and subpopulations, each having a particular
density, temperature, and anisotropy, and usually having a
prescribed distribution such as a Maxwellian, but occasion-
ally other distributions are also used [Cattaert et al., 2007;
Hellberg and Mace, 2002; Summers et al., 1994; Xue et al.,
1993, 1996]. By scanning over a range of input parameters,
the resultant growth rates reveal important characteristics
such as the regions in (w, k) where waves are most likely to
be excited (i.e., where convective growth rates maximize), or
where waves will be suppressed due to enhanced damping
or stop bands. The effect of various species or populations
upon the wave spectral characteristics is similarly examined
[Gomberoff and Neira, 1983; Horne and Thorne, 1993;
Kozyra et al., 1984].
[6] However, growth rates are inherently limited in that

they can only provide the rate at which waves grow or
damp, but cannot predict the ultimate amplitude at which the
wave will stop growing (i.e., the saturation amplitude),
which is the critical parameter in many applications, as
outlined above. To address this shortcoming and extract a
saturation amplitude based purely on growth rates, previous
studies employed a semi‐empirical mapping of growth rates
to saturation amplitudes, based essentially on the observed
range of wave amplitudes [Jordanova, 2003; Jordanova
et al., 2001, 2006, 2008]. While this approach represents
an important first step, it is nevertheless unclear how accurate
the actual mapping is.
[7] The aim of the present study is to produce an accurate

mapping between the saturation amplitudes of EMIC waves

using a hybrid Particle In Cell (PIC) code, and linear growth
rates using the HOTRAY code, for identical input para-
meters. In Section 2 we describe the hybrid PIC code and
explore the dependence of the saturation amplitudes on a
number of input parameters. In Section 3 we show the
corresponding growth rates, and in Section 4 we relate the
results of Sections 2 and 3. We then compare our modeled
results to observed values in Section 5 and summarize our
results in Section 6.

2. Hybrid Code Simulations

2.1. Code Description

[8] In order to characterize the growth and saturation of
EMIC waves we employ a 2.5‐D electromagnetic hybrid
PIC code, in which the electromagnetic fields, currents, and
ion velocities are all 3‐D, while all spatial variations are
confined to the 2‐D X‐Y plane (i.e., ∂/∂Z = 0), the ions are
treated as macro‐particles and consist of a specified number
of species and sub‐populations, while the electrons are
treated as a massless, charge‐neutralizing fluid. This
approach is targeted at studying phenomena on ion time and
spatial scales, where a kinetic treatment of the electrons is
not needed, as in the present case. Maxwell’s equations are
solved, and the displacement current in Ampere’s law is
neglected for computational efficiency (Darwin approxima-
tion [Hewett, 1994]), which results in the elimination of light
waves that are not necessary for the present study. The
magnetic field is advanced in time using Faraday’s law and
the electric field is computed from the electron momentum
equation, using the electron mass me = 0 (generalized Ohm’s
law), and assuming quasi‐neutrality so that on the resolved
spatial scales the electron and ion densities are equal. This
implies that electrostatic waves with very short wavelengths,
i.e., of the order of or smaller than a Debye length, are
excluded from the model. The electron current is related to
the ion current and magnetic field by Ampere’s law. The
electron pressure is typically determined by an equation of
state and here we assume an isothermal model. The simu-
lation domain is assumed to be homogeneous and doubly
period boundary conditions are used. This model has been
used extensively in the past and is described in detail in
previous publications [Winske and Omidi, 1996; Winske
et al., 2003].

2.2. Simulation of the Nominal Case

[9] We begin by simulating a case which we shall refer to
as the “nominal case” and is selected to be most represen-
tative of the high L‐shell, pre‐noon magnetosphere. The
chosen parameters are identical to those of Bortnik et al.
[2010] and Omidi et al. [2010], which were in turn based
on previous studies [Anderson et al., 1996; Anderson and
Fuselier, 1994; Horne and Thorne, 1997]. The simulation
domain is contained in the X‐Y plane and extends 128 proton
skin depths in the X and Y directions, where each proton skin
depth d = c/wp ≈ 100 km (here, c is the speed of light and
wp is the ion plasma frequency). Each cell in the simula-
tion domain measures 2 × 2 proton skin depths, and initially
contains 64 macroparticles for each ion population or species.
The plasma consists of 4 Maxwellian components, namely:
(i) a charge‐neutralizing fluid of massless electrons with total
density Ne = 5 cm−3 and T? = Tk = 0.01 eV; (ii) a hot H+
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component representing the plasma sheet with a density equal
to 6% of the total density, i.e., NH = 0.3 cm−3 with Tk =
1.3 keV and T? = 4Tk = 5.2 keV; (iii) a cool H+ com-
ponent representing the majority of the background ions
with a density of NHc = 4.66 cm−3 with Tk = 30 eV and
T? = 10 eV, and (iv) a cool He+ component with a density
of NHe = 0.04 cm−3, Tk = 20 eV and T? = 3 eV. The
magnetic field is chosen to be B0 = 43 nT in all simula-
tions and is oriented along the X‐direction.
[10] The results of the nominal case described above are

displayed in Figure 1, where a component of the perpen-
dicular magnetic field (By) normalized to the background
field (B0) is shown as a function of X and Y, at three dif-
ferent times during the simulation corresponding to the
growth (Figure 1a), saturation (Figure 1b), and decay
(Figure 1c) phases of the run. Figure 1d shows a profile of the
wave’s magnetic field intensity in the simulation domain as a
function of time, which is obtained by taking the root mean
square (RMS) value of each of the perpendicular magnetic
components (By and Bz) at each time step. The profile of By as
a function of time is shown as the green curve in Figure 1d,
and the average of By and Bz smoothed with a 5 point moving
average filter (to eliminate the rapid fluctuations) is shown
using the black curve. The time axis in all cases is normalized
by the proton gyrofrequency W, such that tW = 1000 corre-
sponds to ∼250 s.
[11] As shown in Figure 1, the time profile of the wave

magnetic field undergoes 3 basic phases, corresponding to the
growth, saturation, and decay of the wave (Figures 1a–1c),
which have been examined in detail by Omidi et al. [2010].

In the growth phase, the background noise in the simulation
(roughly on the order of 10−4 B0, or ∼4.3 pT) is amplified by
the anisotropy of the hot protons, causing a rapid increase
in wave intensity, accompanied by a decrease in the hot
protons’ T?, and an increase in Tk (i.e, a relaxation of the
anisotropy). In addition, as the EMIC waves grow in inten-
sity, they begin to transfer their power to the cool protons in
a non‐resonant process that has been studied in detail by
Bortnik et al. [2010], and involves a process that has been
described as electric phase bunching [e.g., Mauk, 1982],
which has been observed in space [Young et al., 1981;Mauk
et al., 1981; Roux et al., 1982]. In this sense, the EMIC waves
act as a conduit of power, funneling the free energy in the
proton anisotropy to the cool ions, but themselves carrying
only a small percentage of the actual energy [Bortnik et al.,
2010]. In the process of wave growth, the hot proton anisot-
ropy decreases, causing the wave growth rate to decrease
accordingly, and simultaneously the transfer of energy to the
cool ions is enhanced due to the presence of large EMIC
waves. In that sense, the system can be seen as evolving to a
state of marginal stability from a region of instability [e.g.,
Gary et al., 1994]. Wave saturation is reached when the
diminishedwave growth rate is exactly balanced by the rate of
energy transfer to the cool ions. Further wave decay involves
the continuing transfer of energy to the cool ions (where
He+ now dominates over H+ in energy absorption).
[12] We note that although sophisticated analytical models

have been developed to describe the physics of the EMIC
wave growth process [Trakhtengerts and Demekhov, 2007;
Omura et al., 2010] which were based on similar ideas

Figure 1. Snapshots of the y‐component of the EMIC wave magnetic field in the X‐Y plane in the
(a) growth phase, tW = 50, (b) the saturation phase, tW = 330, and (c) the decay phase, tW = 800. (d) The time
series of By (green curve) and smoothed and averaged By + Bz components (black curve) are shown.
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developed in the context of whistler mode wave growth
[e.g., Nunn, 1971, 1974 Omura and Matsumoto, 1982;
Omura et al., 2008, 2009; Trakhtengerts, 1999] these models
inherently rely on the inhomogeneity of B0 (i.e., dB0/dz) to
generate both the wave frequency shift and the corresponding
saturation value, and are thus not applicable in the present
case, since our model is uniform.
[13] In comparing the time profile of the wave magnetic

field to its instantaneous values shown in the snapshots, it
appears that the instantaneous amplitudes reach peak values
of By/B0 ∼0.1 (Figure 1b), whereas the Figure 1d peak is
Bw/B0 ∼0.032, and is roughly a third of the peak value of
Figure 1b, which merits some discussion. We believe that
the way in which we estimate the total power in the system
is the most meaningful for a number of reasons: first we
note that in the snapshots shown in Figures 1a–1c, there are
actually two sets of EMIC waves propagating in the pos-
itive and negative X‐directions respectively (since the
simulation domain and distribution functions are symmet-
rical with respect to X), and the amplitude peaks reaching
By/B0 ∼0.1 are actually a superposition of the peak am-
plitudes of two counterstreaming waves, each with a peak
amplitude of By/B0 ∼0.05, which, in the real magnetosphere
would propagate away from the equatorial generation region
and be observed separately in satellite surveys [e.g.,
Meredith et al., 2003]. In addition, if we are concerned with
estimating the RMS power of the wave (which is the most
meaningful for estimating quasilinear diffusion rates), the
peak amplitude of each EMIC wave should be reduced by a
factor of 21/2, giving a peakmagnitude of roughly By, RMS/B0

∼0.05/21/2 = 0.035 which is close to our peak Bw/B0 value.
With these caveats inmind, the black curve in Figure 1d gives
an adequate representation of the total amount of wave power
present in the simulation domain and is also the most
appropriate measure of total wave power for use in down-
stream models (as opposed to the peak wave intensities). For

these reasons we will be using curves derived in a similar
way in the following section to study the temporal wave
evolution. Using this curve we define two quantities, the
saturation amplitude (As) of the wavefield, and the time at
which saturation occurs (ts). For the nominal case, these
quantities are: As = 0.032 and ts = 330 (given in units of tW).
It should be noted that since the saturation phase is fairly
broad (Figure 1d), the values of ts will contain larger vari-
ability (i.e., noise) compared to the As values.

2.3. Dependence on Density and Anisotropy

[14] We now aim to explore the parameter space in the
neighborhood of the nominal case described in Section 2.2,
and quantify the effects of varying these parameters on the
saturation characteristics of the EMIC waves, specifically on
the values As and ts. In principle there are numerous ways to
do this, including varying the parameters of the existing
species, introducing additional particle species, including
additional hot/cold subpopulations, and varying the shape of
the distribution functions. For most of these options, inter-
pretation of the results becomes very complex so we have
chosen a simple approach, which is to vary the parameters of
the hot protons only and observe the effects on the amplitude
profiles. Since we have only a single species of hot ions (i.e.,
the H+ ions), our approach has the advantage that we retain a
fair amount of intuition regarding the expected behavior of
the simulation from simple analytical approaches [Kennel
and Petschek, 1966].
[15] We explore how the EMIC saturation scales in

response to halving and doubling the total number density
(NH) and anisotropy (T?/Tk) of the hot protons, relative to
the values of the nominal case. This operation yields a total
of 9 combinations of parameters, the results for which are
shown in Figure 2. Here, the blue, green, and red curves
correspond to T?/Tk = 2, 4, and 8 respectively, and for each
of those anisotropy values, we vary the density such that the

Figure 2. Averaged wave amplitude as a function of time for a combination of three levels of T?/Tk = 2, 4,
and 8 represented by the blue, green and red curves respectively), and three hot particle densities, Nhot = 3%,
6%, and 12% represented by the solid, dash‐dot and dashed lines styles respectively.

BORTNIK ET AL.: EMIC SATURATION CHARACTERISTICS A09219A09219

4 of 10



solid, dash‐dot, and dashed curves correspond to NH = 3%,
6%, and 12% of the nominal density respectively. We note
that the dash‐dot green curve in Figure 2 is identical to the
black curve in Figure 1d, and also that in the case where NH

is varied, the total density changes slightly and the electron
density is adjusted to maintain overall charge neutrality.
[16] Figure 2 shows that As increases, and ts decreases

monotonically with increasing NH as well as with increasing
T?/Tk. The EMIC wave response to increasing either
parameter is to reach a larger saturation amplitude, in a
shorter period of time. At first glance it does not appear that
the saturation curve is related in a unique way to either
parameter, i.e., looking only at the wave amplitude profile
we could not guess the values of NH and T?/Tk. It also does
not appear that either As or ts scales linearly with density or
anisotropy, in contrast to our expectation based on simple
linear growth rates which depends linearly on density and
anisotropy (past a critical anisotropy value).
[17] To investigate in greater detail the effect of T?/Tk we

show in Figure 3 the EMIC wave profiles for the nominal
hot proton density (NH = 6%), and varying only the
anisotropy over the range T?/Tk = 2–8 (shown in blue‐black
colors respectively) so that the top and bottom curves cor-
respond to the dash‐dot red and blue curves in Figure 2
respectively. As observed previously, increasing T?/Tk
results in a larger saturation amplitude that is achieved in a
shorter period of time. Interestingly, in the decay phase of
the wave amplitude, the curves appear to converge to a
common value as energy is transferred non‐resonantly to the
thermal population [Bortnik et al., 2010; Omidi et al., 2010].

3. Linear Growth Rates

3.1. Calculation of the Linear Growth Rates

[18] In order for us to compare the values of As and ts
obtained in the previous section with their corresponding

linear growth rates, it is necessary to solve the dispersion
relation, i.e., find the values of n that satisfy

D k;wð Þ ¼ An4 þ Bn2 þ C ¼ 0 ð1Þ

where the coefficients A, B, and C contain information about
the EMIC wave frequency and wave normal, the back-
ground magnetic field, and a summation of the velocity space
integrals over every species and subpopulation that makes
up the plasma, in our case the 4 components specified in
Section 2.2. For this purpose we use the HOTRAY code,
which implements the full, hot dispersion relation for an
arbitrary number of Maxwellian distributions, and contains
the standard expansion of the dispersion relation coefficients
A, B, and C given by equations (13)–(21) of Horne [1989].
These equations are not repeated here since they are lengthy
and fairly standard, but the interested reader is referred to
classic texts on the subject which give further details on their
derivation [Melrose, 1980; Stix, 1992; Swanson, 1989].
[19] Equation (1) is solved iteratively using the Newton‐

Raphson method [Press et al., 1992, Sections 9.4 and 9.6], by
assuming a real value of k (which is taken to be field‐aligned)
and searching for all the complex values of w = wr + ig that
satisfy (1), and then repeating this procedure over all k. The
convective growth rate is then obtained from the imaginary
part of w as ki = −g/vg where vg is the group velocity.
[20] An example of a dispersion curve calculated for the

parameters of the nominal case (Section 2.2) is shown in
Figure 4, where the solutions of the dispersion relation for
the cold plasma approximation are displayed as blue circles
(as a check for the root finding method), and the solutions
for the hot plasma dispersion relation are displayed as green
crosses. Those (k, w) solutions with appreciable wave growth
(ki within a few orders of magnitude of its peak) are high-
lighted with red symbols and show that the peak growth rates
occur for hydrogen band EMIC (i.e., L‐mode) waves in the

Figure 3. Curves of wave amplitude normalized to the background magnetic field Bw/B0 shown as a
function of time normalized to the proton gyroperiod, for different levels of T?/Tk (from 2 to 8).
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vicinity of w/wH
+ ∼0.4, with some modest growth occurring in

the helium band too. The R‐mode is stable and some scatter
in the solutions is evident as the wave frequency approaches
the hydrogen gyroresonance frequency w/wH

+ = 1.

3.2. Dependence on Density and Anisotropy

[21] We now carry out an exploration of the parameter
space in the neighborhood of the nominal case values, similar
to that of Section 2.2 and in preparation for a comparison
of the two methods. The scaling of linear growth rates with
the hot proton density Nh is trivial, since g is proportional
to Nh [Gendrin et al., 1984]. We note for reference that
we perform all of our linear growth calculations with Nh =
0.1 cm−3 which is a low enough value to ensure that the
growth rate is small (i.e., wr � g) and the solution are stable,
yet close enough to the range of densities of interest to ensure
that the solutions are accurate.
[22] The scaling of ki with anisotropy is shown in

Figure 5a, where we have plotted curves similar to those
of Figure 4b for values of T?/Tk = 1 to 8 (dashed curves
correspond to half‐integer values), and marked the peak
growth rate with a red asterisk. The peak growth rates as a
function of T?/Tk are plotted in Figure 5b, and show that
the peak growth rates scale roughly linearly with T?/Tk.
This linear trend is consistent with our expectation based on
a crude analysis of a simple 2‐component plasma model
(with a small component of hot protons), namely that

� / T?
Tk

� W
W� !

� �
ð2Þ

For a peak growth rate at w/W = 0.4, we expect positive
growth only when T?/Tk > 1.67 or so, which is also con-

sistent with Figure 5b. We also note that according to (2),
positive growth can be achieved with lower values of T?/Tk
when the EMIC wave frequency is lower, and this trend is
reflected in Figure 5a which shows that the frequency of
peak growth tends to decrease when T?/Tk ∼3.

4. Comparison of Saturation Amplitudes
With Linear Growth Rates

[23] We are now in a position to make a direct comparison
of the linear growth rates and their corresponding saturation
amplitudes calculated in the previous two sections. The
values of As and ts are shown in Figures 6a and 6b, where
the red triangles, blue squares, and magenta circles corre-
spond to hot proton densities of 3%, 6% and 12% respec-
tively. For Nh values of 3% and 6% we include 3 points in
each case corresponding to T?/Tk = 2, 4, and 8 (similar to
Figure 2), and for Nh = 6%we include 7 points corresponding
to T?/Tk = 2, 3, …, 8 (similar to Figure 3). Each value of As

and ts is plotted against its corresponding value of the maxi-
mum growth rate ki (shown in Figure 5), which has been
properly scaled to reflect the appropriate hot proton density.
[24] The results of Figure 6 show that both As and ts are

organized very well by their corresponding values of max-
imum linear growth rates ki. The saturation amplitude As

shown in Figure 6a increases monotonically with increasing
values of ki independent of the specific values of density and
anisotropy that have been used. After some experimentation
with analytical forms, we have settled on a two‐parameter
fitting model:

Âs ¼ a
ffiffiffiffi
ki

p
þ bki ð3Þ

Figure 4. Solutions of the dispersion relation. (a) Real part of k, in which blue circles correspond to cold
plasma solutions, green symbols correspond to the hot plasma solutions, and red symbols correspond to
solutions with appreciable growth, and (b) the imaginary part.
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where is the estimated value of the saturation amplitude. The
parameter values that give the optimal fit are a = 26 m1/2 and
b = 5000 m, which were obtained by a global minimization
of the error:

" ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N

XN
i¼1

Âs � As

As

 !2
vuut ð4Þ

where N is the total number of points to be fitted (13 in our
case). The optimal values of (a, b) give an error of ∑ =
4.7%, which is considered very good when compared to the
errors associated with the input parameters obtained from
real observational results [Kremser et al., 1985].
[25] The time to saturation values ts shown in Figure 6b

monotonically decrease as a function of increasing ki and
can be fit with the two‐parameter model:

t̂s ¼ c

ki þ d
ð5Þ

analogously with (3) above. The optimal‐fit values are
c = 3.6 × 10−4 and d = 3 × 10–7 m−1 which result in an error
of ∑ = 19%. This error is significantly higher than the cor-
responding value associated with the saturation amplitude,
which was expected due to the larger amount of noise
associated with the identification of the ts value (see dis-
cussion in section 2.2).

5. Comparison of Saturation Amplitudes
With Observed Values

[26] We can check the reasonableness of our model by
performing a comparison of the observed EMIC wave

characteristics in the same region where we obtained our
plasma characteristics. Focusing on the outer magnetoshere
(L ∼9) in the dawn and day sides [Anderson et al., 1992b]
reports the observation of predominantly left‐hand circularly
polarized EMIC waves, with average normalized frequencies
in the range of w/W ∼0.4–0.5, and average intensities in the
range of 1.6 nT to 2.5 nT corresponding to the dawn and
day sides respectively. Comparing with our Figures 4 and 5,
the linear growth rates maximize for left‐hand circularly
polarized waves with peak growth rates falling in the range
of normalized frequencies of w/wH

+ ∼0.37–0.44, consistent
with the observations. Using our typical simulated saturation
amplitudes shown in Figures 2, 3, and 6a of 0.01–0.06
together with our assumed background field gives average
wave intensities of 0.4–2.6 nT, again in good agreement
with typical observed EMIC wave amplitudes in that region.
[27] Although we have used parameters for our nominal

case that are typical of the dawn‐day outer magnetosphere,
the results of this study can be applied more generally to other
regions of the magnetosphere. For example, using typical
storm‐time parameters calculated for the November 2–6,
1993 magnetic storm [Kozyra et al., 1997] with the
Ring current Atmosphere interaction Model (RAM) code
[Jordanova et al., 1996, 1994], Thorne and Horne [1997]
modeled the peak growth rates of EMIC waves in the inner
magnetosphere near L = 4.25 (where B0 ∼390 nT) with
Nhot = 14 cm−3, Ncold = 140 cm−3 (such that Nhot/Ncold =
10%) and of T?/Tk ∼1.56. Reading the dashed blue curve in
Figure 2 which corresponds to Nh = 12%, T?/Tk = 2 (i.e.,
roughly similar values), gives a saturation amplitude of As

∼1% of the background field value or ∼4 nT, again, in rea-
sonable agreement with observed values [Anderson et al.,
1992b; Erlandson and Ukhorskiy, 2001]. We note that a

Figure 5. Linear growth rates calculated using the HOTRAY code as a function of (a) wave frequency
normalized to the Hydrogen gyrofrequency with the maximum value of ki marked with a red asterisk, and
(b) maximum value of ki plotted as a function of thermal anisotropy.
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more direct comparison cannot be made since [Thorne and
Horne, 1997] have a component of hot Oxygen ions which
is not included in our present model.

6. Summary and Conclusions

[28] We performed a model‐model comparison to deter-
mine whether a simple relationship existed between the linear
growth rates of EMIC waves, and their corresponding satu-
ration characteristics (namely the saturation amplitude As and
time to saturation ts). The saturation amplitude is a key
quantity which is necessary in calculating diffusion coeffi-
cients for a variety of applications. The standard approach
in previous work has been to calculate linear growth rates

using the distribution functions of several species and sub-
populations, but this approach is limited in that it cannot
predict what the saturation amplitude of the wave will be,
and so a semi‐empirical mapping between growth rates and
their corresponding saturation amplitudes was made, whose
validity is uncertain. On the other hand, simulations using
particle‐in‐cell (PIC) codes give detailed spatiotemporal
profiles of the growth and saturation of the waves, but they
are computationally intensive, and impractical to perform
over a large array of input parameters in the context of
global simulations.
[29] To address this problem, we compared the saturation

characteristics of a 2.5‐D electromagnetic hybrid PIC code,
with the corresponding linear growth rates calculated with
the hot‐plasma dispersion solver of the HOTRAY code. We
chose a set of values consistent with satellite observations
for our nominal case, and explored the parameter space in
the neighborhood of the nominal case, by varying the hot
proton density and thermal anisotropy. We found that the
saturation amplitudes increased monotonically, and the time
to saturation decreasedmonotonically with increasing growth
rates, independent of the values of density and anisotropy.
Both the saturation amplitudes and time to saturation curves
could be fit by simple two‐parameter models with acceptable
errors. This result implies that within the limitations and
caveats of the present study (e.g., uniform background field,
single hot species, and fixed concentration of cool ions), the
saturation amplitudes (and time to saturation if necessary) can
be predicted with good accuracy based on the linear growth
rates alone, which can be used directly in global ring current
simulations.

[30] Acknowledgments. The authors gratefully acknowledge the
support of NASA through grants NNX08A135G and NNX08AM17G.
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this paper.
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