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Abstract

 

The purpose of this comparison project is to assess the current state-of-the-art in predicting tropical
Pacific sea surface temperature anomalies (SSTA). In order to make this assessment, retrospective fore-

casts of NINO3 (150
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N) SSTA made by various research groups have been compared. Six
dynamical (of various degrees of sophistication) prediction systems and one statistical prediction systems
are considered here. The retrospective forecasts have been compared in terms of their correlation and
root mean square error with respect to observations. Hit rate and false alarm rates are also compared.
Remarkably, a forecast developed as a consensus of at least three separate prediction systems is arguably
more skilful than any of the individual prediction systems. Comparisons have also been made to determine
how well the models forecast the various phases of ENSO. Both the dynamical and statistical models pro-
duce useful forecast of the peak phase of the extreme warm and cold events up to two seasons in
advance. However, none of the models adequately capture the detailed life cycle of the ENSO events nor
are the models particularly good at predicting the timing of the onset of El Niño events. The period of ret-
rospective forecasting is too short to adequately distinguish among the various models in terms of the cor-
relation coefficient and the root mean square error.

A number of different unsuccessful attempts to measure the uncertainty in the forecast are described.
These techniques try to relate the consistency of forecasts initialized one month apart to the error of the
forecast. This approach fails because the forecasts initialized one month apart can be very consistent, but
also can have large errors. Better ensembling techniques need to be developed to accurately measure the
uncertainty in the forecasts. 

 

1.Climate Variability and Predictability
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1. Introduction

 

An understanding of seasonal to interannual climate variability and its consequences in some regions of
the globe has been one of the major accomplishments of the Tropical Ocean-Global Atmosphere (TOGA)
program and has constituted one of the most significant achievements of climate research. This break-
through results from the recognition that the Earth's climate is a coupled system involving the global
atmosphere, the world oceans, and land surface processes, and, most importantly, the interactions among
these components of the climate system. The most well known of these interactions is El Niño and the
Southern Oscillation (ENSO), and it offers the greatest potential for seasonal to interannual climate predic-
tions for societal benefit.

The TOGA program encouraged the development of several dynamical and statistical ENSO prediction sys-
tems. The forecast skill of these prediction systems in retrospective forecasting during the 1980s was
described in Barnston et al. (1994). While Barnston et al. (1994) acknowledged that comprehensive
dynamical models have the greatest potential for producing ENSO forecasts of societal benefit, they found
that the statistically based forecasts performed about as well as the dynamically based forecasts. More
recently, Barnston et al. (1999) and Landsea and Knaff (2000) looked at how well the 1997-98 ENSO was
predicted. The problem with these two later studies is that they focused on one event, and it is unreason-
able to expect the performance in one event to be indicative of the overall forecast skill.

Following the TOGA program has been the Climate Variability and Predictability (CLIVAR) program. One of
the main objectives of CLIVAR is to extend the range and accuracy of seasonal to interannual climate pre-
diction through the development of global coupled predictive models (WMO, 1995). In other words, one of
the goals of CLIVAR is to realize the potential of comprehensive global coupled models in predicting sea-
sonal to interannual climate variations. This is the same potential that Barnston et al. (1994) noted, but
they argued had not been achieved. The main focus of this paper is to describe the current status of the
ENSO prediction models based on a relatively large number of cases. Objective tests to distinguish the
behaviour of the various models is presented.

In order to begin to address the above objective, The CLIVAR-Numerical Experimentation Group (NEG)
has recommended that an ENSO prediction comparison study be made. In this comparison project, vari-

ous statistical and dynamical hindcasts of the NINO3 index (area averaged SSTA 150
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N)
produced by research groups and operational centres have been collected. In this report, these hindcasts
are compared to each other and to the observational data in a uniform manner. Most of these groups con-
tinue to issue their forecasts in real time through the 

 

Experimental Long Lead Forecast Bulletin

 

 (http://
www.iges.org/ellfb), and their performance during the 1997-98 El Niño and the 1998 La Niña onset is
described in Barnston et al. (1999) and Landsea and Knaff (2000).

The basic findings of this comparison project are: 

 

(i) both statistical and dynamical models produce useful tropical SSTA forecasts for the peak
phase of ENSO up to two seasons in advance. 

(ii) A consensus forecast (i.e. an ensemble across prediction systems) is remarkably skilful,
whereas an ensemble of realizations of a single prediction system improves the skill only
marginally. 

(iii) The periods of retrospective forecasting are too short in terms of distinguishing between
the skill scores of the various prediction systems.

(iv) Models predict the sign of extreme events well, but too often predict warm or cold events
when the observations call for normal conditions.

(v) Consistency among forecasts initialized one month apart is not a good 

 

a priori measure of
forecast skill.

 

The remainder of this report is outlined as follows. Section 2 briefly describes the retrospective hindcasts
contributed to this report and the observational data used for evaluation the performance of the models.
The skill of the hindcast is described in Section 3 in terms of correlation coefficient, root mean square
error, hit rates and false alarm rates. Attempts at using these hindcasts to develop a forecast of the fore-
cast skill are discussed in Section 4. Some concluding remarks are made in Section 5. Throughout the
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remainder of this report, "hindcast", "forecast" and "prediction" are used synonymously. Strictly speaking,
all the results presented apply only to retrospective forecasting.

 

2. The Prediction Systems

 

There are a number of different ENSO forecasting strategies including the purely statistical techniques, a
combination of dynamic and statistical models, and purely dynamic models. Within these three categories,
the models have varying degrees of sophistication and various initialization strategies. This section first
describes the statistical prediction systems that are used in the comparison study. The dynamic models
are then briefly described in order of increasing complexity, and finally the observational data is discussed.
Table 1 summarizes all the prediction systems used in this study.

 

Table 1: The prediction systems. 

 

a. The Statistical Models

 

One statistical model was submitted for this comparison project. The Linear Inverse Modelling (LIM) pre-
diction system (Penland and Magorian, 1993). The LIM prediction is made by applying a statistically
obtained Green's function to an observed initial SSTA. While similar to principal oscillation pattern (POP)
analysis (Xu and Von Storch, 1990), a relatively large number of oscillation patterns (modes) are used
rather than just one or two. In the LIM prediction system, 20 EOFs of the SSTA are used and a three-
month running mean has been applied to the SSTA. For this comparison there are 323 forecasts, each of
18 months duration initialized each month of each year from February 1965 to November 1991. In training
the model, a "jackknife" procedure is used so that the entire record is separated into five 5-year blocks.
The data outside the 5-year blocks are used to train the model. It should be noted that the LIM prediction
system is not specifically trained to predict NINO3. It is, however, designed to give the best pattern of
Indo-Pacific SSTA.

 

b. The Dynamic Models

 

There are six dynamic models used in this comparison study. Two forecast systems were submitted by the
Lamont-Doherty Earth Observatory. These prediction systems are referred to as LDEO1 and LDEO2,
respectively. The LDEO1 system (Cane et al., 1986; Zebiak and Cane, 1987) was the first dynamic model
to routinely predict ENSO-related SST fluctuations in the eastern tropical Pacific. It covers the tropical
Pacific region, and predicts monthly anomalies using linear shallow water equations for both the atmos-
phere and ocean. However, the model uses more complicated nonlinear formulations for the atmospheric
heating and the ocean mixed layer thermodynamics. The model is initialized using wind stress anomalies
derived from FSU pseudo-stress. The LDEO2 system is identical to LDEO1 except for the initialization pro-

 

Model 
Name

Reference Type of Model Number of Cases

COLA Kirtman et al. 
(1997)

Sophisticated Coupled GCM 180 Forecast Initialized each month of 
1965, 66, 70, 72, 73, 74, 75, 82, 83, 84, 
86, 87, 88, 89, 91

NCEP Ji et al. (1994a) Sophisticated Coupled GCM 192 Forecasts Initialized each month of 
1981-96

LDEO1 Zebiak and Cane 
(1987)

Simple Coupled Model 288 Forecasts Initialized each month of 
1970-93

LDEO2 Chen et al. 
(1995)

Simple Coupled Model 288 Forecasts Initialized each month of 
1970-93

SIO Barnett et al. 
(1993)

Statistical Atmosphere cou-
pled to OGCM

180 Forecasts Initialized each month 1979-
93

UOX Balmaseda et al. 
(1994)

Statistical Atmosphere cou-
pled to 2 layer ocean model

312 Forecasts Initialized each month of 
1970-95

LIM Penland and 
Magorian (1993)

Linear Inverse Model 323 Forecasts Initialized each month of 
Feb. 1965-Nov. 1991
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cedure (Chen et al., 1995). In LDEO2, a coupled initialization is employed in which observed wind stress
anomalies (FSU) are assimilated into the coupled model. The assimilation procedure has latitude depend-
ence so that very near the equator the winds are primarily determined by the coupled model and off the
equator the wind stress anomalies are mostly computed from the observations.

The University of Oxford (UOX) coupled model consists of a statistical atmosphere coupled to a two active
layer ocean model (Balmaseda et al., 1994). The ocean model is first forced by observed wind stress (FSU)
during 1961-91. The output of this ocean-only simulation is then used to build the statistical atmosphere,
which assumes that the wind stress anomalies are a linear function of the first six EOFs of the model SST
and heat content anomalies. The NINO3 forecasts are then post-processed using the initial observed SSTA
and the model predicted tendency so that at the initial time there is no error.

The Scripps Institution of Oceanography prediction system (SIO) consists of a comprehensive dynamic
ocean model coupled to a statistical atmosphere (Barnett et al., 1993). The ocean model (Latif, 1987),
developed at the Max Planck Institut für Meteorologie, is a primitive equations model for the tropical
Pacific Ocean. It has 13 levels in the vertical, 10 being within the top 300 m. The statistical atmospheric
model uses a canonical correlation/regression analysis-like procedure to predict wind stress anomalies
from SSTA. The coupled model is initialized by first forcing the statistical atmosphere with observed SSTA,
and then using the resulting wind stress to force the ocean model. With this procedure, the observed SSTA
is implicitly used to initialize the coupled model. 

The Center for Ocean-Land-Atmosphere Studies (COLA) anomaly coupled model (Kirtman et al., 1997)
includes a global atmospheric general circulation model (AGCM; DeWitt, 1996) coupled to a Pacific basin
version of the Geophysical Fluid Dynamics Laboratory (GFDL) ocean model (Pacanowski et al., 1993). The
AGCM is a global spectral model triangularly truncated at total wave number 30 with 18 unevenly spaced

levels in the vertical. The ocean simulates only the tropical Pacific basin with 1.5

 

o

 

 longitude by 0.5

 

o

 

 lati-
tude resolution in the deep tropics and 20 levels in the vertical. An empirical procedure using the winds at
the top of the boundary layer is used to define the surface stress (Huang and Shukla, 1997). The ocean is
initialized using an iterative procedure designed to reduce simulated SSTA errors in the eastern Pacific
(Kirtman and Schneider, 1996). The component models are anomaly coupled in the sense that only the
predicted anomalies of wind stress and SST are exchanged at the air-sea interface.

The National Centers for Environmental Prediction (NCEP) coupled model also includes a global AGCM cou-
pled to the GFDL ocean model (Ji et al., 1994a, 1994b, 1996). The AGCM is a modified version of the NCEP
medium range forecast (MRF) model. The AGCM is a global spectral model triangularly truncated at total
wave number 42 with 18 vertical levels. The AGCM convective parameterization was tuned to produce a
more realistic tropical wind stress simulation and there is an empirical correction applied to the model
wind stress at the air-sea interface. The ocean thermal field is initialized with an ocean data assimilation
system (Ji et al., 1995). Similar to the COLA prediction system, the NCEP prediction system employs the
anomaly coupling procedure, but only applied to the wind stress exchanged at the air-sea interface.

 

c. The Observed Data

 

The predictions collected for this project are only for NINO3 area averaged SSTA. Similarly, these predic-
tion are compared to "observed" SSTA in the NINO3 region. There are a number of different "observed"
data sets available that were examined for verification. However, the differences in the "observed" SSTA
are small compared to the forecast errors and have little impact on the results presented here. For the
period of January 1963-October 1981, the global sea ice and sea surface temperature (GISST2.2a; Parker
et al., 1995) is used, and for the period of November 1981-1995, the so-called OI-SST is used (Reynolds,
1988).
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3. Prediction

 

This section compares the forecast skill of the various NINO3 predictions. First a consensus forecast was
defined, and all the forecasts were compared in a uniform format. Traditional measures of skill such as
correlation coefficient and root mean square error (rmse) were also considered. These traditional meas-
ures were examined as a function of season. Error estimates of these skill scores are provided and the skill
scores are compared for identical cases. Hit rate versus false alarm rate plots are also provided, which
indicate how well the models forecast the various phases of ENSO.

 

a. Forecast Evolution

 

One of the conclusions of this comparison study is that a consensus forecast (i.e., an ensemble across pre-
diction systems) provides a remarkably skilful prediction. This is in contrast to an ensemble forecast based
on multiple realizations with an individual prediction system which seems to improve the forecast skill of a
particular forecast only marginally. The consensus forecast was made by taking the average across all the
forecast systems. We required at least three different model predictions at a particular lead time to form a
consensus forecast. No attempt was made to "optimize" the consensus in terms of weighting the fore-
casts.

 

Figure 1(a)

 

. Time series of observed (solid cyan curve) NINO3 SSTA, the consensus (dashed black curve) fore-

cast and the forecasts (symbols) from the various prediction systems. The forecasts are for a lead time of zero 

months (i.e., the forecast initial condition). 

 

Figure 1a shows the zero-lead forecast (i.e. initial condition) for all the prediction systems, the consensus
forecast and the observations. The symbols correspond to the individual forecasts plotted each January,
April, July and October. The solid curve corresponds to the observations and the dashed curve is the con-
sensus initial conditions. The NCEP zero-lead forecast is not shown because it is the same as what was
defined as the observations and is not used in calculating the consensus. The UOX and LIM directly use
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their own observational data to define their initial condition, and it is expected that their zero-lead forecast
should agree quite well with what has been used to define the observations in this study. The UOX, LIM,
COLA, LDEO1, LDEO2, and SIO prediction systems are all used to calculate the consensus initial condition
when the forecasts are available.

 

Figure 1(b).

 

 Time series of observed (solid cyan curve) NINO3 SSTA, the consensus (dashed black curve) fore-

cast and the forecasts (symbols) from the various prediction systems. The forecasts are for a lead time of three 

months.

 

For the most part, all the individual zero-lead forecasts agree fairly well with the observations and, as
expected, the LIM and UOX correspond to the observations. However, there are periods of time where the
COLA, LDEO1, LDEO2 and SIO initial conditions have relatively large errors. For example, during 1968-69,
the SIO initial conditions were considerable cooler than the observations. The COLA, zero-lead forecasts
under estimate the amplitude of the 1982-83 warm episode. The LDEO1 initial conditions have the poorest
correspondence with the observations and are particularly poor during the relatively cold periods of 1970-
71, 1973-74, 1984-85 and 1988-89. The LDEO1 forecasts and, to a lesser degree, the LDEO2 forecasts
tend to over estimate the initial condition during warm events. 

Figures 1b, 1c, 1d and 1e show the 3, 6, 9 and 12-month lead forecasts for all the prediction systems,
respectively. These forecasts correspond to the same initial conditions shown in Fig. 1a. At short lead
times (3 months; Fig. 1b), the forecasts generally capture the major warm and cold episodes. There are
also periods when there is a relatively large spread among the various predictions (e.g., 1984-85 cold
period); nevertheless, the consensus forecast performs quite well. For longer lead times (6-9 months; Fig.
1c and 1d), there is a substantial increase in the disagreement among the forecasts, and it appears that
the consensus forecast is superior to any individual prediction system. At long lead times (12 months; Fig.
1e), it is difficult to detect any useful information in the individual forecasts. The consensus forecast cap-
tures some aspects of the strong warm and cold events.
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Figure 1(c).

 

 Time series of observed (solid cyan curve) NINO3 SSTA, the consensus (dashed black curve) fore-

cast and the forecasts (symbols) from the various prediction systems. The forecasts are for a lead time of six 

months.

 

Figures 1a-e focus attention on how well the details of the observed SSTA are captured by the various pre-
diction systems, providing a somewhat pessimistic view of the current state-of-the-art in ENSO forecast-
ing. The results look somewhat encouraging for large ENSO events only. Figure 2 shows two-season lead
ensemble predictions and observations for the major warm and cold events only. The horizontal axis corre-
sponds to the December-January-February (DJF) mean of the indicated years. The vertical axis indicates
the ensemble mean prediction for forecasts initialized during the preceding June through August. Thus,
Fig. 2 shows the predicted DJF mean for forecasts with lead times of 5 to 9 months. While the amplitude of
the anomaly is not particularly well predicted, the sign of the anomaly is captured in almost all the cases.
There is also some indication that the models perform better during warm events.
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Figure 1(d)

 

. Time series of observed (solid cyan curve) NINO3 SSTA, the consensus (dashed black curve) fore-

cast and the forecasts (symbols) from the various prediction systems. The forecasts are for a lead time of nine 

months.
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Figure 1(e).

 

 Time series of observed (solid cyan curve) NINO3 SSTA, the consensus (dashed black curve) fore-

cast and the forecasts (symbols) from the various prediction systems. The forecasts are for a lead time of twelve 

months. 

 

Figure 2.

 

 Two season lead 

forecasts of extreme warm 

and cold events. The fore-

casts are initialized during 

June-August and are verify-

ing the following December-

February so that the fore-

casts are for lead times of 5 

to 9 months. The specific 

years of the warm and cold 

events are noted along the 

x-axis for the verification 

time.
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b. Skill Scores

 

Figure 3 shows the correlation coefficient and the rmse of all the prediction systems and for the consensus
forecast, respectively. These skill scores are calculated over all available forecasts for each prediction sys-
tem. The number of forecasts in each case is noted on the figure and in Table 1. There are 336 cases that
make up the consensus forecasts. It should be noted that these skill scores are not evaluated over the
same time intervals or the same number of cases. This issue is discussed in greater detail below.

 

Figure 3. 

 

Skill scores (anomaly correlation and root mean square error) for all the prediction systems. The 

dashed black curve denotes the skill of consensus and the other colours correspond to the various prediction 

systems noted in left margin. The number of cases over which the correlation coefficient and root mean square 

error is calculated is also noted in the left margin.
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For lead times up to 12 months, the correlation coefficient for NCEP, COLA, SIO, LDEO2, UOX and LIM
cluster fairly close together. The LDEO1 correlation coefficient appears to be an outlier; however, a test of
statistical significance reveals little difference at lead times of six months. For short lead times (0-3
months) the correlation coefficient for almost all the models is greater than 0.8 explaining approximately
65% of the SSTA variability. After about three months, the correlation coefficient decays rapidly. The
LDEO1, LDEO2 and consensus forecasts have the slowest decay, whereas the statistical model has the
strongest decay. Beyond twelve months, there is a fairly large spread in the correlation coefficient with the
LDEO2 and consensus forecasts having the largest values and the LDEO1 having the smallest values. Con-
sidering all lead times, the consensus forecast arguably has the largest correlation coefficient. 

Similar to the correlation coefficient, the rmse of the different forecasts systems cluster close together.
The notable exceptions are the LDEO1 and to a lesser degree the LDEO2 prediction systems. For the short

lead time, the rmse for most of the models is about 0.4

 

o

 

C which is about half the observed NINO3 SSTA
standard deviation. As the lead time increases, the rmse growth with most of the models appears to satu-
rate at about the observed standard deviation. The LDEO1 system has a relatively large rmse which satu-
rates considerably higher than the observed standard deviation. The UOX model has relatively small initial
rmse (to be expected given the statistical corrections made) which grows rapidly to saturate at a relatively
large value. Also, the consensus forecast, which had the largest correlation coefficient, has the smallest
rmse.

As mentioned above, the problem with Fig. 3 is that skill scores are calculated over different periods and
include different sample sizes. Table 2 and table 3 address this problem in different ways. First, in Table 2,
we show the correlation coefficient along with the 99% confidence interval at lead times of 6, 9 and 12
months, respectively. The confidence intervals are calculated using Fisher's z-transformation and the error

function (or incomplete gamma function)

 

1

 

. See Press et al. (1992) for details. The confidence interval
removes some of the ambiguity associated with the different sample sizes. The confidence intervals also
demonstrate that there is no statistical difference among the correlation coefficients at 6, 9 and 12
months. For example, at a lead time of six months, the LDEO1 system has the smallest correlation
(0.591), but adding the confidence interval gives a correlation of 0.701. The NCEP model, on the other
hand, has the highest correlation (0.752) and subtracting the confidence interval gives a correlation of
0.662, indicating that it is not statistically different from the LDEO1 correlation at the 99% confidence
level. 

Table 2: Six, nine and twelve month correlation coefficients for all the forecasts submitted from each pre-
diction system. The 99% confidence interval is shown in bold. 

While Table 2 resolves some of the ambiguity associated with the sample size, the different time periods
may also affect the skill scores (e.g., Kirtman and Schopf, 1998). Table 3 shows the 6, 9 and 12-month
correlation coefficient and 99% confidence interval calculated for only a subset of 96 cases. These 96
cases corresponding to a forecast initialized each month of each year 1982, 1983, 1984, 1986, 1987,
1988, 1989, 1991. For each forecast system, the correlation coefficient and confidence interval is com-

 

1. The number of degrees of freedom (dof) used is the same as the number of forecasts cases which probably 
gives an over-estimate of the dof and gives smaller confidence intervals. 

 

Forecast System 6 Month CC 9 Month CC 12 Month CC

 

Consensus

 

0.774 

 

0.07

 

0.673 

 

0.09

 

0.628 

 

0.10

 

LDEO1

 

0.591 

 

0.11

 

0.521 

 

0.12

 

0.461 

 

0.13

 

LDEO2

 

0.737 

 

0.08

 

0.634 

 

0.10

 

0.608 

 

0.11

 

UOX

 

0.714 

 

0.08

 

0.560 

 

0.11

 

0.456 

 

0.13

 

SIO

 

0.575 

 

0.15

 

0.611 

 

0.14

 

0.589 

 

0.15

 

COLA

 

0.702 

 

0.11

 

0.671 

 

0.12

 

0.564 

 

0.15

 

NCEP

 

0.752 

 

0.09

 

0.664 

 

0.12

 

0.497 

 

0.16

 

LIM

 

0.691 

 

0.09

 

0.570 

 

0.11

 

0.409 

 

0.13
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puted over the same number of cases. Examination of Table 3 also indicates that there is no statistical dif-
ference among the correlation coefficients at the 99% confidence level. 

Table 3: Six, nine and twelve month correlation coefficients for an 96 case sub-sample from each predic-
tion system. The sub-sample is for forecasts initialized each month of each year 1982, 1983, 1984, 1986, 
1987, 1988, 1989 and 1991. The 99% confidence interval is shown in bold. 

The seasonality of forecast skill has been the subject of active research. Figure 4 (page 1 and page 2)
clearly shows that all the models have similar seasonality in correlation coefficient. The top-left to bottom-
right tilt in the 0.6 correlation coefficient isopleth indicates that the skill of the forecasts initialized in the
later part of the year (September through December) drops below 0.6 earlier than forecasts initialized
during boreal spring. On the other hand, the forecasts initialized in the latter part of the year tend to have
larger correlation coefficients at short lead times (0-3 months). There are, of course, exceptions. For
example, the NCEP model appears to be most skilful for forecasts initialized during May to June. Several of
the forecasts also appear to have a "return of skill." The LIM forecasts, for example, initialized during
August-September lose skill (i.e. correlation drops below 0.5) during the following boreal spring and
regain skill during the boreal summer. This return of skill can also be detected to a lesser degree in all the
other prediction systems. This return of skill appears to be smallest for the LDEO2 system, and, remarka-
bly, the consensus forecasts has the strongest return of skill signature.

 

c. Hit Rate versus False Alarm Rate

 

Fig. 2 indicates that there is reason to believe that the models can accurately predict the phase of ENSO.
With the following hit rate versus false alarm rate plots, this issue is explored in more detail. An additional
question to be addressed is how often do the prediction models forecast erroneous warm or cold events.
For instance, what percentage of the time do the various models predict a significant warming when the
observations indicate near normal conditions? Alternatively, when the observations indicate significant
warming, what percentage of the time do the models forecast near normal conditions? In order to address
this type of question, hit rate and false alarm rates for the various prediction systems were calculated.

 

Forecast System 6 Month CC 9 Month CC 12 Month CC

 

Consensus

 

0.874 

 

0.09

 

0.815 

 

0.13

 

0.725 

 

0.17

 

LDEO1

 

0.656 

 

0.20

 

0.610 

 

0.21

 

0.473 

 

0.26

 

LDEO2

 

0.792 

 

0.14

 

0.701 

 

0.18

 

0.661 

 

0.20

 

UOX

 

0.744 0.16 0.597 0.22 0.451 0.26

SIO 0.695 0.18 0.664 0.20 0.638 0.20

COLA 0.696 0.18 0.660 0.20 0.551 0.24

NCEP 0.787 0.14 0.688 0.19 0.475 0.26

LIM 0.711 0.17 0.596 0.22 0.464 0.26
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Figure 4. (Page 1 and page 2) Correlation coefficient of the various prediction systems as a function of
initial month (y-axis) and lead time (x-axis). The contour interval is 0.1 and the shaded values are greater
than 0.5. The same cases used in Fig. 3 are used in Fig. 4.
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Fig. 4 (continued)
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The procedure for calculating hit rates and false alarm rates is described in Stanski et al. (1989) and is
briefly summarized here. First, the forecast and the observations are normalized by their respective stand-
ard deviations. Next contingency tables for each forecast system are constructed. For example, the NCEP
contingency table for a lead time of six months is 

The hit rate for warm events is the total number of correctly forecasted warm events (43) divided by the
number of times it was observed warm (51), which gives a hit rate of 0.84 for the NCEP prediction system.
Similarly, the false alarm rate for warm events is the percent of the forecast warm events given the a
warm event did not occur (31/132), which gives a false alarm rate of 0.23. The hit rate and false alarm
rates for the normal and cold categories are computed in a similar fashion. The warm, normal and cold
categories are defined so that they are equally probable. 

The hit rate and the false alarm rate should be considered together. This is because the hit rate can be
easily increased by "crying wolf," but at the expense of more false alarms. The false alarm rate can be
decreased by under forecasting the number of extreme events, but this will also reduce the hit rate. The
perfect prediction system would have a hit rate of 1.0 and a false alarm rate of 0.0, and, as in the example
above, when the hit rate is larger than the false alarm rate, we refer to the predictions as being skilful.

The hit rate versus the false alarm rate for each prediction system (including CONS) for all three terciles is
shown in Figs. 5a-c, 6a-c and 7a-c for lead times of 3, 6 and 9 months, respectively. Uniformly, all the
models do well at forecasting warm events 3 months (Fig. 5a) in advance - the hit rates are significantly
larger than the false alarm rates. The coupled initialization in LDEO2 reduces the false alarm rate over the
LDEO1 prediction system. For this lead time, the LIM result is closest to the upper left corner, although the
UOX and CONS forecasts score quite well. The NCEP system has the best hit rate, but at the expense of
having a false alarm rate that is in the middle of the pack.

In terms of forecasting the normal tercile (Fig. 5b), the models lie closer to the diagonal and are, there-
fore, less skilful. Overall there is a slight increase in the false alarm rate compared to the warm tercile, but
most of the loss of skill is due to reduced hit rates. The hit rates and the false alarm rates for the cold ter-
cile (Fig. 5c) are somewhat lower than the warm tercile, and, with this metric, almost all the models are
skilful at predicting cold events with three months lead.

As expected, with increased lead time there is a general decrease in the hit rates and an increase in the
false alarm rates. However, overall most of the models are skillful at predicting the warm and cold events
at lead times of 6 (Fig. 6a,c) and 9 (Figs. 7a,c) months. In contrast, the models are only marginally skilful
at predicting normal conditions for these longer leads.

Forecast Category

Observations Warm Normal Cold Total Hit Rate

Warm 43 8 0 51 0.84

Normal 27 32 10 69 0.46

Cold 4 28 31 63 0.49

Total 74 68 41

False Alarm Rate 0.23 0.32 0.33
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Figure 5. Hit rate versus false alarm rate (see text for details) at a lead time of 3 months. (a) Warm events, (b) 

near normal conditions and (c) cold events. 
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Figure 6. Hit rate versus false alarm rate (see text for details) at a lead time of 6 months. (a) Warm events, (b) 

near normal conditions and (c) cold events. 
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Figure 7. Hit rate versus false alarm rate (see text for details) at a lead time of 9 months. (a) Warm events, (b) 

near normal conditions and (c) cold events. 
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4. Prediction of Prediction Skill

One of the key outstanding questions in ENSO forecasting is how to estimate the reliability of the forecast.
In order to address this question, two approaches were taken. First, an ensemble forecasting technique
was adopted. The members of the ensemble were defined to be forecasts initialized one month apart.
Hopefully, taking the ensemble mean reduces the amplitude of the internal variability and calculating the
ensemble spread may provide an estimate of the uncertainty of the forecast. The second approach was to
an EOF analysis of the forecast evolution to define signal to noise ratios and to relate these ratios to the
forecast error. Unfortunately, both of these techniques fail to give a useable a priori estimate of the uncer-
tainty of the forecast. Nevertheless, this failure does clearly demonstrate that using the spread of fore-
casts initialized one month apart is not adequate to determine the uncertainty in the forecast. 

Figure 8 (page 1 and page 2) shows the scatter diagrams of the ensemble mean forecast error and the
ensemble spread at a lead time of six months for each prediction system. The ensemble size is three,
although a number of different ensemble sizes have been tried with no qualitative change in the results.
These scatter diagrams indicate that there is little or no association between the accuracy of the ensemble
mean forecast and the ensemble spread when the ensemble consists of forecasts initialized one month
apart. These data have been examined in a number of different ways including the absolute value of the
ensemble mean forecast error as well as stratifying the data by the phases of ENSO and by month of the
year. In all such calculations, there is little or no association between the ensemble spread and the ensem-
ble mean forecast error.

An indication of why there is little association between forecast spread and the forecast error can be seen
in Fig. 9 which shows an example from two of the prediction systems (COLA and LDEO1); however, there
are similar examples to varying degrees with all the other prediction systems. Figure 9 shows the evolu-
tion of the observed NINO3 SSTA and the forecasts for the COLA system initialized during January-May
1975 and the LDEO1 system initialized during January-May 1983. In both cases the forecasts are quite
consistent, but also quite wrong.

Finally, an attempt was made to estimate a signal to noise ratio and relate this ratio to the forecast error.
To define the signal, the forecast evolution was filtered using an EOF analysis, where the two leading EOFs
were considered to be the signal. The noise was defined to be the mean squared amplitude of the remain-
ing EOFs. We then considered a number of different ways of calculating the forecast error, but we were
unable to find an association between the error and the signal to noise ratio.

5. Summary and Concluding Remarks

The current state-of-the-art in ENSO prediction was evaluated based on retrospective forecasts with six
dynamical and two statistical prediction systems. A number of typical forecast "skill" measures were calcu-
lated. Based on the correlation coefficient and the rmse, it is concluded that all the models produce useful
forecasts for lead times up to 6 months. Forecast for the peak phase of ENSO two seasons in advance
accurately capture the sign of the event. However, there is a large degree of spread among the models at
six-month lead times indicating that many of the details of the SSTA still cannot be accurately predicted.
An interesting aspect of the skill comparison was the fact that a consensus forecast was arguably more
skilful than any of the particular prediction systems. Based on these skill comparisons, it is not possible to
determine which prediction systems are more skilful in a statistically significant way.

Hit rates and false alarm rates were calculated to assess how well the models predict the various phases of
ENSO. For all lead times (up to 9 months), the models are skilful (i.e., the hit rate exceeds the false alarm
rate) at predicting warm events. The models uniformly have difficulty predicting near normal conditions.
Cold events are less skilfully predicted than warm events, nevertheless almost all the models produce skil-
ful forecasts at lead time of 9 months using this particular measure.

One of the goals of CLIVAR is to accelerate the development of sophisticated dynamic models for climate
prediction and the intent of this work was to assess the status of ENSO prediction using dynamic models.
The statistical models provide a useful benchmark for evaluating the dynamical models. At the end of
TOGA, it was hoped that the dynamical models would have improved considerably. Based on this compar-
ison project, it cannot be concluded that the dynamical models are clearly superior to the statistical mod-
els. In fact, it is not possible to distinguish between the statistical models and the dynamic models in
terms of their skill scores.
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Figure 8. (Page 1 and page 2) Scatter plots of the ensemble mean error versus ensemble spread. The ensemble 

size is three and is made up of forecasts initialized one month apart.
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Figure 8.(continued)
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Figure 9. Time series of the COLA forecasts initialized in January-May 1975 and the LDEO1 forecasts initialized 

in January-May 1983. The forecasts are given with the dashed curves and the observation are given with the 

solid curves. Lead time zero corresponds to January 1975 in the case of COLA and January 1983 in the case of 

LDEO1.
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Finally, a number of calculations were made in an attempt to develop a forecast of the forecast skill, but
with no success. While part of the problem comes from the limited amount of data, it is clear that the
spread of forecasts initialized one month apart does not provide a good measure of forecast uncertainty.
The problem may not be with the idea of using ensembles to determine forecast uncertainty, but rather
with the actual techniques used to develop the ensemble members. More research into ensembling tech-
niques as well as signal to noise ratios is required. Retrospective forecasting for a much larger number of
past cases is required to test the model performance and to develop techniques to quantify the reliability
of the forecasts.

Based on these results, it is concluded that accurately predicting the strength and timing of ENSO events
continues to be a critical challenge for both dynamical and statistical models of all levels of complexity.
Improved models, data and initialization strategies are required to address the problem of predicting trop-
ical eastern Pacific SSTA. Prediction of regional precipitation and circulation will not be possible without
accurate predictions of SSTA. 
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