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ABSTRACT

This article presents the development of a reltivew cost and rapidly applicable
methodology to simulate the spatio-temporal oceueeof groundwater flooding in chalk
catchments. In winter 2000/2001 extreme rainfaluhed in anomalously high groundwater
levels and groundwater flooding in many chalk cateht® of northern Europe and the
southern United Kingdom. Groundwater flooding wateesive and prolonged, occurring in
areas where it had not been recently observedimaptaces, lasting for 6 months. In many of
these catchments, the prediction of groundwaterdifgp is hindered by the lack of an
appropriate tool, such as a distributed groundwatedel, or the inability of models to
simulate extremes adequately. A set of groundwatdrographs is simulated using a simple
lumped parameter groundwater model. The numberoafets required is minimized through
the classification and grouping of groundwater ldirak-series using principal component
analysis and cluster analysis. One representatideoraph is modelled then transposed to
other observed hydrographs in the same group bytbeess of quantile mapping. Time-
variant groundwater level surfaces, generated usiagliscrete set of modelled hydrographs
and river elevation data, are overlain on a didealain model to predict the spatial extent of
groundwater flooding. The methodology is applieth® Pang and Lambourn catchments in
southern England for which monthly groundwater ldirae-series exist for 52 observation
boreholes covering the period 1975-2004. The resait validated against observed
groundwater flood extent data obtained from aetialesys and field mapping. The method is
shown to simulate the spatial and temporal occagent flooding during the 2000/2001

flood event accurately.
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INTRODUCTION

Groundwater flooding was widespread across muclodhern Europe (Pinault et al., 2005;
Korkmaz et al., 2009) and the southern United KarmgdRobinson et al., 2001; Finch et al.,
2004; Adams et al., 2008) during and after the ptxarally wet winter of 2000/2001. This
particular flood event resulted from a combinatibhigh antecedent groundwater levels due
to higher than average rainfall during the threbsequent winters from 1997 to 1999 and
extreme meteorological conditions, whereby mondorainfall between September and
December 2000 was more than 180% of the long-teerage value across much of southern
England (Marsh and Dale, 2002). Flooding was prgdol) in some catchments lasting for up
to 6 months, and resulted in financial losses iregex®f £1 million in the United Kingdom
alone (Green et al., 2006). It is possible that tis& of groundwater flooding will be
exacerbated by anthropogenic climate change whtgrding to current climate models, is
very likely to cause an increase in the frequentcyeavy precipitation events over most
areas of the globe during the 21st century (Batesl.e 2008). Chalk catchments are
particularly affected by groundwater flooding dughteir characteristic dual permeability and
low storativity which allows significant and rapidcreases in the level of the water table
following prolonged and/or extreme rainfall. Thevd®pment of a modelling tool for
groundwater flood prediction is therefore requiredider to: predict the likely impacts of
climate change; quantify the risk in areas mosnerdble to groundwater flooding; and
facilitate more accurate flood forecasting.

Flood frequency analysis has previously been useestimate the T-year hydraulic head,
which characterizes the groundwater surge for argreturn period, T, in a Mediterranean
carbonate aquifer, allowing the magnitude of triggg rainfall events to be determined
(Najib et al., 2008). However, groundwater floodilsggenerally strongly dependent on
antecedent conditions and continuous simulationthexrefore necessary to predict the
temporal occurrence of flooding accurately. Furtteeem due to the complex processes
involved in the generation of groundwater floodschmalk catchments, an accurate flood
prediction tool would also require determination thie spatial extent of flooding. A

modelling approach, whereby system processes gresented by transfer functions that
define relationships between the input and outptd, dzas previously been undertaken to
simulate groundwater flooding in a karstic aquifesouthern France (Marechal et al., 2008).
This approach was unable to produce an accuratelagion of the water table surface to

simulate the amount of overflow but was able to aeuthe occurrence of overflow during
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high rainfall events allowing determination of anfall threshold for flooding. Regional

numerical groundwater models are able to predietgbatial and temporal distribution of
storage in an aquifer and have potential applinaitioflood risk assessment. Korkmaz et al.
(2009) applied a coupled surface—unsaturated—gneated model (MODCOU) to simulate

the 2000/2001 floods in the Somme River Basin obiigila satisfactory representation of
groundwater behaviour, its effect on surface flowl #me magnitude and spatial extent of
groundwater emergence at the surface during the d&®000/2001. However, distributed
groundwater models are expensive to develop armuh difficult to calibrate to groundwater

levels in chalk aquifers because of their spatetbfogeneity. At present, no cost-effective
and rapidly applicable tool exists for the accursitaulation of the spatial and temporal

extent of groundwater flooding in chalk catchments.

This article presents a relatively simple and wydegbplicable tool for the simulation of the
spatio-temporal occurrence of groundwater floodingchalk aquifers. The methodology
involves the generation of time-variant groundwdexel surfaces from a series of point
models and river elevation data which can be oiweda a digital terrain model, highlighting
areas of groundwater emergence. The number of madglired is minimized through the
classification and grouping of groundwater level etiseries using principal component
analysis (PCA) and cluster analysis (CA). PCA fsran of factor analysis that is commonly
used to reveal variations and patterns in datagktsving variables with the highest
correlation to be grouped together. In the fieldhgdrological science, PCA has previously
been used to: (1) define patterns in groundwaterdgyephs in order to understand the areal
distribution of different recharge characteristesd to determine if fewer wells can be
measured for long-term groundwater monitoring withgignificant loss of information
(Winter et al., 2000); (2) classify diurnal stredaydrographs to characterize seasonal and
downstream changes in diurnal outflow in glacierinragHannah et al., 2000); and (3)
identify the spatial distribution of homogenous hage zones from groundwater
hydrographs displaying similar fluctuation pattefi®on et al., 2004). In this study, PCA is
used to combine groundwater hydrographs into alsmahber of groups displaying similar
fluctuation patterns, for which one representatiydrbgraph can be modelled. Each of the
representative master hydrographs is simulatedguairsimple lumped parameter model.
Modelled hydrographs are then transposed to otbeatibns using quantile mapping,
allowing spatial interpolation of groundwater leveht any given point in time. The

methodology is presented with reference to the RantjLambourn catchments in southern
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England, which experienced widespread flooding dutive winters of 2000/2001 (Finch et
al.,, 2004) and 2002/2003. Monthly groundwater letigle-series are available for 52
observation boreholes across the catchments fochwlour representative models are
developed. The models are calibrated over the per@89—-2002, incorporating the extreme
flood event of 2000/2001 and are validated oveiptreod 1975-1989 and against the winter
2002/2003 groundwater flood event.

STUDY AREA

The Pang and Lambourn catchments are situatedeirBdrkshire Downs on the north-
western margin of the Lon don Basin, UK (FigureTlhese catchments are typical of many
chalk catchments in the United Kingdom and nortHewunope and have been the subject of
numerous hydrogeological studies. As a result,etktent of flooding during the winter of
2000/2001 is well documented providing observatialsda against which this methodology
can be evaluated. The catchments are predominamély covering an area of approximately
400 knf. Average annual rainfall is 730 mm (1975-2005}rmninterfluves of the Lambourn
catchment, decreasing to an average of 678 mneitotker Pang catchment. The Pang and
Lambourn rivers are tributaries of the Thames arahri€t, respectively. Groundwater—
surface water interactions have been studied extdgsn both catchments (Grapes et al.,
2005; Griffiths et al., 2006). River—aquifer intdrans are highly complex and dependent on
groundwater level, the thickness, extent and cortipof superficial deposits, the presence
of springs and dry valleys and the development afew management structures such as
weirs. Flow accretion is continuous along the Rit@mbourn with base flow indices
ranging from 0.84 in the lower reaches to 0.97hie tpper reaches (Griffiths et al., 2006).
Accretion is more variable along the length of Riger Pang. There is a marked difference
in the perennial and ephemeral heads of the twergjvhighlighting the importance of
seasonal groundwater discharge to the rivers (Brnat) 2002). Springs also form important
discharge points for the Chalk and are concentrakenlg the base of the Chalk escarpment
in the north, along the valleys of the main rivensd their tributaries, and along the

Palaeogene—Chalk contact in the south-east ofrze a

The geology of the area is dominated by the Cretasc€halk which dips gently towards the
south-east forming a scarp slope along the northergin of the catchments. The Chalk is
underlain by the Albian age Upper Green sand sandsind is overlain by Palaeogene clay,

sand and gravel deposits of the Thames and Lan@etips, which are locally confining in
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the south (Figure 1). Flow within the saturatedezohthe Chalk occurs predominantly in the
upper 50 m of the profile through primary and seaoydractures (Allen et al., 1997).
Lateral and vertical variations in transmissivitydastorativity exist due to variation in the
fracture density, which is con trolled by the deatid location within the catchment (Allen et
al., 1997; Williams et al., 2006). Hydraulic contluity is generally highest in the zone of
water table fluctuation and in the major valleys angl valleys where fractures have been
developed by dissolution, and is lowest at deptth @m the interfluves (Allen et al., 1997).
The Chalk stratigraphy also exerts a control onfagproperties. For example, the basal Zig
Zag and West Mel bury Chalk members are relatividyey and have a lower hydraulic
conductivity. Data from 117 pumping tests carried at 74 boreholes in the Kennet Valley
give transmissivity values ranging from 0.5 to 806&i™. The data have a geometric mean
equal to 620 fd™ and a median value of 83Cdt ; 25% of the data are less than 38
and 75% are less than 150Gdh (Allen et al., 1997). Regional groundwater flowcisn
trolled by the base levels set by the River ThaaresRiver Kennet and is predominantly to
the south-east. The Pang and Lambourn rivers anteraus springs act as local, seasonally

variable controls on groundwater flow.

The primary mechanism for flow in the unsaturatemezof the Chalk has been the subject of
many studies since the 1980s (for example see MgslliL984; Price et al., 2000; Mahmood-
ul-Hassan and Gregory, 2002; Mathias et al., 20@Spn et al., 2006; Ireson et al., 2009). It
is generally accepted that fluxes within the unsétar zone are transmitted through the
matrix until they exceed the saturated hydraulindeativity of the matrix, at which point
fracture flow becomes dominant (Ireson et al., 20B6vious studies have shown, however,
that the generation of fracture flow is rare and ttog majority of the time fluxes are
transmitted by the matrix (Mathias et al., 2005gpPnding on the water content of the
unsaturated zone, transfer of recharge througimtiteix may occur by flow through the pore
space or by the piston displacement mechanism @teal., 2006). Transfer by piston
displacement allows for a rapid response of themtable without the generation of fracture
flow and the response time will decrease furthémaigture flow is initiated. This, along with
the low storage capacity of the unsaturated zcae result in significant and rapid increases
in the level of the water table following prolongaed extreme rainfall. Groundwater
flooding in response to extreme rainfall can ocoutvilo mechanisms (Finch et al., 2004):
(1) emergence onto a floodplain from saturated &lludeposits and (2) emergence at the

surface in the upper reaches of streams or rivers permeable strata. Unconfined chalk
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aquifers are particularly susceptible to groundwdleoding by the second mechanism
whereby the water table reaches the land surfadepagraphically higher regions of a

catchment resulting in ephemeral stream flow orttivation of springs.

During the floods of 2000/2001, peak monthly raindaicurred in October 2000 in the Pang
and Lambourn catchments. Groundwater levels ihit@daked between December 2000 and
January 2001 but remained high through to March12@d river flows peaked between

December 2000 and February 2001 but remained hitjaer average throughout much of

2001 due to increased baseflow. Groundwater floodowogirred due to rising water tables

within the upper, normally dry valleys. The areawst affected in the Lambourn catchment
include Upper Lambourn village and the dry valleayGreat Shefford, and in the Pang

catchment include West and East lisley and Hamgsidarreys (Figure 1). There was

extensive flooding of land, roads and propertiesjesof which were continuously pumped

out until May 2001 (Robinson et al., 2001).

HYDROGRAPH CLASSIFICATION

Statistical Methods

Groundwater level time-series represent an integravf recharge, storage and flow
processes within a catchment. Differences betwhatk qiydrographs can be quantified in an
objective, efficient and repeatable way using sdteéismethods of hydrograph classification.
Hydrograph classification and grouping has been makkn according to the method
outlined by Hannah et al. (2000) using a combimatibPCA and CA. A brief explanation of
PCA and CA is given here; a detailed explanatiam loa found in Davis (1986). PCA is a
form of factor analysis that decomposes a coratatir covariance matrix to express large
multivariate datasets in a reduced number of vhrialimensions, termed principal
components. It is commonly used in exploratory damalysis to reveal variations and
patterns in datasets allowing variables with thghbst correlation to be grouped together. In
this study three components are required to ret@5% of the variance of the original
dataset. Hierarchical CA (using Pearson’s cormtatioefficient and the complete linkage
method) is then carried out on the component lagdivhich are effectively a measure of
the similarity between each original variable arathe principal component. A cluster
validity index (based on the root mean square st@hdeviation) is calculated for each
cluster at each step of the process, giving a mmeasfuthe homogeneity of the clusters that

have been formed. This allows groundwater hydrdigap be combined into an optimum
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number of groups displaying similar fluctuation pats for which one representative

hydrograph can be modelled.

Groundwater hydrographs from 52 observation boeshelithin the Pang and Lambourn
catchments have been analysed. The frequency ehai®ons is not consistent in time or
space and therefore groundwater levels are injtiatierpolated onto the first day of every
month. Interpolation is only allowed when the tiperiod between successive observations
is less than 60 days. Where this is not the cdse,hydrograph is considered to be
incomplete. Approximately two-thirds of the hydraghs have varying lengths of missing
data, commonly between 1983 and 1989 and from b@®vards. In order to maximize the
number of data points available, three time periadsidentified during which the greatest
number of boreholes have complete observationakrdsc 1975-1983 and 1989-1997 (each
with 40 complete records), and 1991-2004 (27 coreplecords). Groundwater levels are
normalized and a PCA is performed for each of tinee time periods. The covariance matrix
of the normalized dataset is initially calculatadd the eigenvectors and eigenvalues of this
matrix are found. These are then used to calculsecomponent scores and loadings.
Separate cluster analyses are then carried outedocdamponent loadings from each of the
three principal component analyses and the reauwtscombined. PCA and CA are carried
out using the R software environment. The 52 olsem boreholes are distributed at an
average density of approximately 1 per 8%kimowever, there is a greater concentration

across the western part of the Pang catchmentnaihe lower Lambourn catchment.

Classification Results

Initial CA of the component loadings identifies tetatistical anomalies (the time-series for
the Longacre and Winterbourne boreholes) which istergtly form stray strands on the
dendrogram plot. These are removed from the arsafysil considered as single entities. The
CA results based on the component loadings of ®e511983 PCA time period are
presented in a dendrogram and validity index pkgyre 2). The results from all three
analyses indicate that four is the optimum numbegroups as this gives the smallest
number of clusters without significantly increasitite intra-cluster root mean square
standard deviation. Figure 3 shows the standardigddographs in groups 1 and 4 identified
by PCA and CA. Hydrographs within group 1 displalatively constant minima with high
amplitude fluctuations. Group 4 hydrographs dispiggater inter-annual variability and

small amplitude fluctuations. Groups 2 and 3 represe continuum from groups 1-4.
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Variations in the groundwater fluctuation patterrid ke determined by a range of factors
that are difficult to characterize, for example loacharge patterns, the thickness of the
unsaturated zone, the structure of the chalk acal loydrogeological controls such as rivers.
However, a broad spatial distribution of the growas be seen in Figure 4. There is a
concentration of group 1 boreholes in the Upper hamn and group 4 boreholes in the
Upper Pang. Groups 2 and 3 are distributed acrbss interfluves with a greater
concentration of group 2 in the Lambourn catchnaewt group 3 in the Pang catchment. The
anomalous boreholes are situated in major dry y&ll®ne borehole for which a complete
time-series is available is randomly selected fremech hydrograph group (Baydon Hole,
group 1; Inholmes, group 2; Gibbet Cottages, grdupvoodend, group 4). Groundwater
hydrographs from each borehole listed above, aleitiy the two anomalous boreholes, are
simulated individually using a simple lumped partanenodel.

GROUNDWATER HYDROGRAPH SIMULATION & TRANSPOSITION

Model Structure

The model used in this study is a coupled rechargefer model based on the models
presented by Calver (1997) and Keating (1982). Regghfrom the base of the soil zone has
been derived from a previous modelling study (Jackset al., 2005), which applies the
distributed recharge model, ZOODRM (Mansour & Hugh2004), to the regional aquifer
system of the Marlborough and Berkshire Downs andtl&West Chilterns. This model
takes into account daily rainfall derived from Td8en polygons of 57 rain gauges and
gridded long-term average rainfall, monthly potehgvaporation, and monthly run-off to
determine the amount of excess rainfall. It thepliap the Penman—Grindley Soil Moisture
Deficit method (Penman, 1948; Grindley, 1967), gsgridded land-use distribution and
associated crop root constants and wilting poitts;alculate the evapo-transpiration and
recharge. Recharge is also influenced by surfacerwan-off (surface water as percentage
of rainfall) and run-on (recharge to the adjacesdenas a percentage of run-off). The model
outputs a distributed, monthly-averaged rechardechwhas been extracted at the borehole

locations, providing a monthly time-series.

A commonly applied transfer function as used byw€a[1997) is the basis for the transfer
of recharge from the base of the soil zone thraihhghunsaturated zone to the water table.
Recharge from the base of the soil in each mondpjdied to the water table over a number

of subsequent months. The number of months, n, edéch recharge is distributed is a
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model parameter. The distribution of recharge diiern months is specified using a two-
parameter Weibull probability density function, wihi can represent exponentially
increasing, exponentially decreasing and positivetyl negatively skewed distributions.
These distributions are smooth and have been usealibe they are considered to be more

physically justifiable than randomly selected maytleights.

The aquifer is represented by a block that is assuta be unconfined and is drained by a
stream with a perennial (Qand ephemeral () flow component (Figure 5). A third
discharge component {Qis added at the base of the system to represenindgwater
discharge below the level of the perennial strdaon.this model, groundwater head may fall
beneath the level of the perennial strean) fut will always be above the base level of
groundwater discharge flh Hydraulic conductivity and storativity are dibuited with depth

so the section of the aquifer discharging to thieeereral stream is characterised by high
hydraulic conductivity (k) and storativity (), representing the more permeable zone
within the range of water table fluctuation. Thgsgameters decrease with depth so the
perennial stream is fed by a zone of lower hydcacdinductivity and storativity (Kand $).
Hydraulic conductivity and storativity decreaseelmnly from the base of the ephemeral

stream level () to a defined level above that of the perenniaash level (b).
The lumped parameter model is based on the massdeaéquation:

RAxAy-Q, —Q, —Q, =SAxAy[dh/at [1]

where R is recharge [, Ax andAy are the length and width of the aquifer [L}, @d Q
are the groundwater discharge to the ephemerabfa) perennial (p) stream components
[L3T], Qais groundwater outflow [T, S is the storage coefficient [§h is the change in
groundwater head [L] over timét [T] and h is the groundwater head [L]. The disgea

terms, Q, are calculated using equations of thma:for

_ Thy

Q
0.5Ax

Ah [2]



whereAh [L] is the difference between the groundwaterchaad the elevation of the outlet
below or the difference in elevation between twatleis, depending on the current

groundwater head, and T is the appropriately catedltransmissivity [tT™].

Model Application

The lumped parameter model utilizes a Monte Carfukation to identify model parameter
sets that give the best fit to the observed dataad®e of the equifinality thesis (Beven,
2003), no attempt is made to search for an optinparameter set using, for example
automatic global optimization techniques (see faaneple Duan et al., 1992; Kuczera and
Parent, 1998; Vrugt et al., 2003a,b, 2005). Thénasge-groundwater model has an 11-
dimensional parameter space (parameters are list€dble ). It has been suggested that in
order to comprehensively sample the entire paranspeece, each parameter should equate to
an order of magnitude increase in the number ofehndhs (Beven, 2001). A Monte Carlo
run of 1000 simulations of the 14-year calibrafu@miod using a monthly time step requires a
computational time of approximately 3 min; undeirigk10"* simulations is therefore not
feasible. Instead, a two-stage Monte Carlo approscidopted. The initial stage gives an
indication of the parameter values that are ablprtmluce a good fit to the observed data,
allowing preferential sampling of parameters infihal stage. Six groundwater hydrographs,
including one representative hydrograph from eaéhthe four groups and the two
statistically anomalous hydrographs, are simulatest. the first stage (referred to as the
initial Monte Carlo run), a set of 100,000 modemsiations is undertaken for each
hydrograph. Broad parameter ranges are definecd for each input parameter (Table 1).
The ranges for the eight aquifer parameters areatthhased on hydrogeological knowledge
of the Chalk (Allen et al., 1997), and values asmpgled randomly from a uniform
distribution of the predefined ranges. The thredasge model parameters include: (1) the
maximum number of months, n, over which recharge lsa distributed; (2) the shape
parameter, k, of the Weibull distribution; (3) tlseale parameter), of the Weibull
distribution. The Weibull distribution parameteksanda, are randomly selected to generate
different forms of the distribution, which are calered to be more physically justifiable
than the generally irregular distributions derilsdrandomly selecting the monthly recharge
weightings. The maximum number of months, n, inmed by calculating the cross-
correlation function between each groundwater lerel recharge time-series. The cross-
correlation is a measure of the similarity of tia ttime-series as a function of a time lag

applied to one of them. The number of months oveickv recharge is distributed in the
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Monte Carlo run varies between 1 and n and is agamdomly selected from a uniform

distribution.

The model outputs from the initial Monte Carlo rare evaluated against the observed
groundwater time-series using two objective funwiothe root mean square error (RMSE)
calculated on the extremes of the hydrograph gbeve or below the mean +1 SD) and the
Nash—-Sutcliffe criterion. This gives an indicatiohthe model fit to both the full range and

extremes of the observed hydrograph. Scatter dizgraf parameter values versus the
objective functions of each model simulation intiicthe parameters that are identifiable, i.e.
tend towards a global optimum (Beven, 2001). Fos¢hparameters that are shown to be
identifiable, the feasible parameter space is retlseh that the new parameter range
brackets the best model from the initial Monte Gaun. Where multiple optima exist within

the parameter space, the a priori range is maedaiA final Monte Carlo run of 100,000

simulations is made using the reduced parametaresigaproduce a final set of calibrated
models. This two-stage approach allows preferestaipling of the parameter space that is
initially shown to produce a good fit to the obserdata, removing the need to undertake

10" model simulations for each hydrograph.

In order to ensure accurate simulation of the hgdiph extremes and to avoid complexities
of transposing models outside the calibration rafogssidered further in the Discussion),
models are calibrated over the period 1989-20@@rporating the most extreme flood event
of 2000/2001. Models are validated over the perd®¥5-1989 and against the winter
2002/2003 groundwater flood. The single best madeh fthe final simulation is run over the
validation period, and then transposed to the dtlgdrographs within the same group by the

process of quantile mapping.

It is beyond the scope of this article to undertat@el prediction (i.e. simulations outside
the observed time period) and therefore no formsdessment of model predictive
uncertainty is made. However, in order to make alimpinary assessment of model
uncertainty, and to address the issue of multipleameter sets producing a good fit to the
observed data, the best 50,000 calibrated modatedoon the RMSE of the hydrograph
extremes, are run over the validation period foe @f the modelled hydrographs (e.g.
Baydon Hole in group 1) and evaluated against theeved data. In order to assess model

uncertainty when simulated hydrographs are trarexpés other observed hydrographs, the
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set of validated models is then transposed to tier doreholes in the group, by the method
of quantile mapping, and evaluated against thergbdedata using the objective functions as

above.

Model Transposition

The quantile mapping technique is often used taecbra model output based on the

empirical cumulative distribution functions (ECD&) the observed and simulated datasets
(Hashino et al., 2007). Each value within the sated dataset is associated with a particular
percentile in the simulated distribution. This parile is mapped onto the ECDF of the

observed dataset and the associated observed hatoenes the bias corrected value in the

simulated dataset.

Here quantile mapping is used to translate the fepresentative simulated hydrographs to
multiple locations around the catchments. Comparied the ECDF of two time-series

requires that the data be for equivalent time peritherefore the missing sections of
hydrographs are initially reconstructed from theresentative hydrograph in each group.
This is achieved by rescaling using the mean aaddsird deviation and is based on the
assumption that the hydrographs in each group hdergical standardised forms over the
entire observational record (1975-2004). The roeamsquare error (RMSE) is calculated
for each reconstructed hydrograph within the tineziqa for which observed data are
available, providing an estimation of the errortbé& reconstructed missing section. The
minimum error (RMSE) for the reconstructed hydr@disin groups one to four is 0.42 m,
0.17 m, 0.62 m and 0.51 m, respectively; the marinRMSE for each group is 2.01 m,

2.39m, 2.34 mand 1.32 m.

The percentile of each value in the simulated gdaater time-series, over the entire
calibration (1989-2002) and validation (1975-198002-2004) period, is determined from
the ECDF of the simulated time-series over thebcatfion period only. This percentile is
mapped onto the ECDF of an observed groundwates-sienies (of the calibration period
only) from another location and the associated evddleacomes the groundwater level in the
constructed hydrograph for that location. The u$eth® quantile mapping technique
transposes simulated hydrographs such that theapilagp distribution of the bias corrected
values closely resembles that of the observed detare should not, however, be a

significant change in the signal of the simulatedadet, i.e. a simulated peak will always
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map onto a high observed value, and therefore #eeaf the hydrograph groupings for

transposition should improve the fit of the biasreoted values to the observed data.

RESULTS OF HYDROGRAPH SIMULATION

Model Results

The parameter ranges defined for the initial and ffante Carlo runs are shown in Table I.
The results from the initial Monte Carlo run forceamodelled hydrograph show that, in
general, permeability and storativity controllingpgndwater head at greater depths in the
profile (Kp and Sp ) tend towards a global optimumd @aermeability and storativity of the
upper profile (Kw and Sw ) display multiple optimaeo the entire range of permissible
values. This is highlighted in Figure 6, which sisoscatter plots of each aquifer parameter
versus the RMSE calculated on the hydrograph exseior the initial Monte Carlo run of
Baydon Hole (representative hydrograph of groupirigeneral, the results from the initial
Monte Carlo run for each simulated hydrograph iaticthat the best model results are
obtained from a skewed normal distribution of regea However, different weightings of
recharge over a varying number of months are ableraduce equally good model results
and therefore the recharge parameters are sampladlie a priori ranges in the final Monte
Carlo run. The recharge distributions for the 2@6tbmodels from the final Monte Carlo run
of Baydon Hole are shown in Figure 7. In these nwd®nthly recharge is distributed over
3-5 months, with the highest proportion of rechaagelied to months 2 and 3. The non-
identifiability of certain parameters and the apitf multiple values to produce an equally
good fit to the observed data highlight the compidgraction between model parameters.
The sensitivity of the model to the higher permbighiKw , and storativity, Sw , are related
to the discharge levels (ha , hp and hw ). Theligasange of hw lies close to the maximum
groundwater level and therefore accounts for a lemaroportion of the total hydrograph
range. Few model parameter sets therefore resulemrmass balance being controlled by
discharge, Qw . For each simulated hydrographgtoeness of fit is improved in the final
Monte Carlo run by reducing the parameter spacéhiose parameters that are shown to be
identifiable. This is highlighted in Figure 6, whishows the results from both the initial and

final runs for Baydon Hole.

The simulated hydrographs of Baydon Hole (groupatyl Woodend (group 4), which
represent the most diverse hydrograph groups, laosvrs in Figure 8 over the entire

calibration and validation period. The RMSE (ca#tatl on the hydrograph extremes) and
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Nash-Sutcliffe criterion for the calibration andligation time period of the six modelled
hydrographs are shown in Table Il. Within the aaliton period, the Nash-Sutcliffe
criterion is above 0.8 for the simulated hydrogsaphgroups 1-4 indicating a good fit to the
observed data. The hydrograph extremes are alsoladed well within the calibration

period, with an average RMSE (extremes) of 3 m. Nlagh—Sultcliffe criterion is lower (0.61
and 0.71) for the anomalous hydrographs; howeter; show a good fit to the hydrograph
extremes. There is a slight decrease in model pedoce over the validation period;
however, the Nash—Sutcliffe criterions remain abbu& (with the exception of Woodend
and the anomalous hydrographs) and the RMSE afxttremes remains below 3 m (with the

exception of Gibbet Cottages).

The flood peaks of the 2000/2001 and 2002/2003 flogehts are simulated well by all
modelled hydrographs. The modelled hydrograph oydBa Hole (group 1) accurately
simulates the double peaks of the 2000/2001 floeatefdanuary and March), both of which
are underestimated by less than 1 m. The Janu@rly @€ak is underestimated by 4 m on the
simulated hydrograph of Inholmes (group 2); howetles March peak is simulated to within
2 m. The main flood peak on the observed hydrogofy@ibbet Cottages (group 3) occurs in
March and is simulated to within 1.5 m. The modklkdrograph of Woodend (group 4)
underestimates the magnitude of the observed flead py only 0.8 m, however, simulates
the peak in March not January. The observed peakheanomalous hydrographs are both
simulated to within 0.5 m. The 2003 flood peak, Wwhiwithin the validation period, occurs
in February. The modelled hydrographs of Gibbett&ms and Woodend overestimate the
flood peak by less than 1 and 2.5 m, respectivaly,simulate the peak in March. The
modelled hydrograph of Baydon Hole also overesam#étie flood peak by less than 1 m but
simulates the peak in January. The timing of themkpis simulated accurately by the

Inholmes and Longacre models to within 0.25 m efdbserved value.

The spread of the simulated time-series of the@DlEst models for Baydon Hole, over the
calibration and validation time period, is shownFigure 8A. The difference in validated
results for the models is relatively small, sugmesthat the uncertainty of the validated
model results attributable to input parameter uagety is low. It does not, however, follow
that predictive uncertainty would also be low, martrly if prediction involved simulation

outside the calibration and validation range. Tineutated values do not completely bracket

14



the observations because uncertainty related toarge error, model structural error and

observational error is not taken into account.

Quantile Mapping Results

Systematic bias is removed from a simulated hyduolyiby the process of quantile mapping;
however, it will retain its signal when transposétie fit of the transposed hydrograph is
therefore influenced by the shape of the originaugated time-series and the similarity of
each observed hydrograph to the original modellgttdgraph. Table Il shows the RMSE
(calculated on the hydrograph extremes) and Nagb#{$ai criterion for several transposed
hydrographs in each group, highlighting an incress# decrease in error depending on the
observed dataset. Where sections of the observéehdnaph have been reconstructed, the
error is calculated on the period of time for whaltserved data are available (i.e. not on the
reconstructed sections). The hydrograph for BlowBtgne Cottage, which required no
reconstruction, transposed from Baydon Hole ismgiae an example (Figure 9). The peak of
1990 is comparatively high on the original modelBad/don Hole hydrograph (Figure 8) and
has therefore mapped to a high value on the obddBl@ving Stone Cottage distribution.
The peak of 1990 at Blowing Stone Cottage was Isigmificant resulting in an
overestimation by the simulated hydrograph. Traimsiaof the modelled hydrograph signal
will not always result in a decrease in model penfance. Poor simulation of the observed
maxima of Baydon Hole between 1977 and 1979 isskaéed to Blowing Stone Cottage.
However, the observed hydrograph of Blowing Stoo&tage has a slightly different signal

to Baydon Hole and the error is therefore lowethantransposed hydrograph.

In order to assess the impact of the quantile nmgppiethod on model uncertainty, the best
50,000 models based on the RMSE of the hydrograplemes and the 1st and 100th best
models based on the Nash Sutcliffe criterion foyd@am Hole are transposed to the other
observed hydrographs within group 1. The resules evaluated by calculation of the

objective functions as above (Table IIl). The trarstion process results in the removal of
systematic bias from each validated model and esisome of the model uncertainty so
there is less difference between the 1st and 5€h0@0dels after they have been transposed.
This can be seen by the differences in the erroosvs in Table 1l and by comparison of

Figures 8 and 9.

15



WATER TABLE CONSTRUCTION

Transposition of each model to other observed hymghs within the same group provides a
suite of modelled hydrographs for 52 boreholes sstbe Pang and Lambourn catchments
over the time period 1975-2004. Spatial interpofatdf modelled groundwater levels and
river elevations allows a water table surface tocbestructed for different points in time.
The River Pang, Lambourn, Thames and Kennet admasrtant discharge points for
groundwater thereby exerting a control on the wtdbte surface. The River Thames and
Kennet are comparably large perennial rivers andane relatively constant in time within
the study area; however, the lengths of the RivemgPand River Lambourn are highly
dependent on groundwater level and therefore fltetsaasonally. The river extents are
taken as the perennial river sections plus therapha sections that are known to be flowing
during average but not extreme winters (Figure 1049ing GIS, points are inserted at
regular intervals along each river and the elevatiare extracted from a 50-m digital terrain

model (Morris and Flavin, 1990) and incorporated ithe water table surfaces.

Water table surfaces are produced for the firstafagvery month from November 2000 to
April 2001. Those for December 2000 and January€Na001 are shown in Figure 10. The
Universal Kriging method is employed using a ragéiloquadratic empirical semivariogram
model as this provides the best linear unbiasdthasbn for spatial interpolation. This has
been shown to be one of the most appropriate iol@ipn methods for contouring
groundwater level data, which is generally a ndisiary variable (Gundogdu and Guney,
2007). The water table surfaces are compared tgrthend surface, represented by the 50m
digital terrain model, allowing areas of groundwamergence to be determined (Figure 10).
The spatial extent of flooding is validated againbserved flood extent data for the
2000/2001 event (Figure 10A). The flood extent i@ tklambourn catchment is determined
from field mapping (Robinson et al.,, 2001). This yides a good indication of the
longitudinal sections of the valleys that were idated during winter 2000/2001 but contains
no information on the extent of flooding across\uhkeys. The exact timing of this mapping
is also unknown. The flood extent in the Pang cakstims derived from an aerial
photographic survey which was carried out in miduday 2001, giving a more accurate
representation of the temporal and spatial distiobuof flooding. In order to quantify the
similarity between the observed and simulated éxténflooding, the length of flooded
sections in both catchments is measured (TableAdf)the Lambourn catchment, the length

of the observed and simulated flooded sections esored along the main valley upstream

16



of Upper Lambourn village, the valley on the westside of the main valley at Upper
Lambourn, the valley on the eastern side of thenmalley at Lambourn village, the Great
Shefford valley and the Winterbourne valley. In theper Pang catchment, measurements
are made of the length of flooded sections in theteve and eastern valleys north of

Compton.

The November water table surface does not gengratedwater emergence upstream of the
ephemeral river sections known to be flowing duamgrage winters. In December 2000 the
observed groundwater levels in the Upper Lamboura above the average winter
groundwater maxima and the modelled water tabléaserindicates a small amount of
emergence in the Upper Lambourn catchment (Figud).1This is consistent with
observations by farmers located on the Chalk ssmpe in the northern part of the
Lambourn catchment, who reported flooding as easlyNavember 2000. In the Upper
Lambourn valley, extensive flooding can be seen ftoenmodelling from January through
to March 2001 (Figure 10B-D), which is consisteithvthe timing of a double peak on the
observed hydrographs of nearby boreholes (e.g. @aitble). Comparison with the mapped
flood extent (Figure 10A) shows there is generalbpody agreement at the top of the
Lambourn; however, there is an overestimation efdhktent of flooding in the western dry
valley and an underestimation in the main valleg aastern dry valley (Table IV). The
modelled hydrographs for boreholes in the Upper lhaumn valley accurately simulate the
magnitude of groundwater peaks during the 2000/2@®@bd event and therefore
discrepancies may be due to insufficient controkhen groundwater surface as a result of
lower data density in this area. Observed floodinthe main valley of the Upper Lambourn
catchment is also known to be related to localigpdng discharge. This may result from
lateral flow of groundwater in perched horizons, ahhis not simulated by the model and

therefore not incorporated into the water tabldasa.

Groundwater is initially observed at the surfacehe Great Shefford dry valley in January
2001 (Figure 10B). The timing of this initial emerge is consistent with the observed
hydrograph of Northfield Farm, which lies approxieigatl.5 km upstream of Great Shefford
village. This hydrograph reaches a maximum valugammuary 2001 and remains at this level
until April 2001. The modelled flood extent expangsthe valley in February (Figure 10C)
and reaches a maximum in March (Figure 10D), whetosely resembles the mapped flood

extent (Table 1V). Due to a lack of data the timiofyflooding further up the valley is
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unknown. The modelled flood extent also progresgiegpands up the Winterbourne valley,
closely simulating the mapped flood extent in thparpvalley in March and April (Figure
10D; Table IV). This timing is consistent with tbhbserved hydrographs of Chapel Farm and
Chapel Wood which display maxima in late Februdiye modelled water table surfaces
reproduce the beginning of groundwater emergendbenJpper Pang in January, with an
increase in February and March (Figure 10). Theabsurvey was flown on 12 January and
therefore the observed flood for extent would beeetga to lie between the simulated extent
01/01/01 and 01/02/01. This is the case for thedBddength in the western dry valley north
of Compton; however, there is an underestimatiothefflooded length of the eastern dry
valley (Table IV).

DISCUSSION

As has been observed in past events, flooding cdnsgdoundwater emergence at the land
surface has the potential to cause significant danaagl prolonged disruption. There is a
current need for a simple and widely applicabld tocassess the risk in vulnerable areas,
enable better flood forecasting and allow an assa#sof the potential impacts of climate
change. The methodology developed here providagpidly applicable tool for simulating a
water table surface without the need to developsdl distributed numerical model for this
purpose. This surface can be constructed for amyt potime and used to identify potential
areas of groundwater emergence. As was demonstitatedy the winters of 2000/2001 and
2002/2003 chalk catchments are particularly sugdepto groundwater flooding and there
are potential applications for this tool acrossigigant portions of the United Kingdom and

Europe where groundwater flooding is a risk.

At present the methodology has only been testetthentwo catchments described in this
article. Further validation is therefore requiredassess its wider applicability. Additional

work is required to determine the dependence ofdhelts on the density of the observation
borehole network as this is likely to affect thecaacy of the interpolated groundwater
surface. Although this is not addressed in theclastiobserved records could be removed
from the process in order to test the sensitivitytlee results to data density and the
applicability of the methodology to less intensywelonitored catchments. Other factors such
as topography and catchment hydrogeology are likelynpact the results and therefore
more work is also required to test the ability loé tmethodology to reproduce groundwater

flood extents in different hydrogeological settingere is little groundwater abstraction in
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the Pang and Lambourn catchments, but abstractiold de incorporated into the lumped
parameter model for application of the methodologyexploited aquifers. In this study,
model simulations are undertaken using a monthie tstep and it is therefore possible that
groundwater extremes at the sub-monthly time-sozdg be missed. This is a limitation

imposed by the majority of available observatiateti.

Application of the methodology for the predictioh groundwater flooding under future
climate simulations could be used to assess patefitture flood risk. There are two
limitations of the methodology presented here whiciuld need to be addressed in such a
study. First, the use of quantile mapping to trassppredicted groundwater hydrographs
requires comparison of simulated future groundwadtarels with simulated historic
groundwater levels, posing a problem where the éorhe outside the range of the latter.
Second, the use of Monte Carlo sampling raisestigmssabout model predictive uncertainty
which would require further exploration for predlet purposes. Several methods have been
suggested for applying quantile mapping where &gimulated values lie outside the range
of historic simulated values. Hamlet et al. (208@ygest that where future values are within
+3.5 SDs of historic values, a fitted log-normaltrlsition can be used to extend the
distribution of the historic dataset. Where futwaues lie outside +3.5 SDs of historic
values, a simple rescaling based on the fractionheflong-term mean can be used to
translate between future and historic datasets.eModcertainty related to the variation in
the input parameters has not been quantified in dhisle; however, it is shown to be
relatively small over the calibration and validatigperiod and reduces when quantile
mapping is applied. However, this cannot be inférfer model prediction, therefore the
multicriteria or GLUE methodologies could be usedquantify predictive uncertainty for
future application of the method in order that pdtential groundwater scenarios are

addressed when assessing the future flood risk.

CONCLUSIONS

Groundwater hydrographs in chalk catchments arerioaisly difficult to model because of
the particular hydraulic properties of the mateaiatl the spatial heterogeneity of the aquifer.
The classification of groundwater hydrographs u$i@f and CA provides a quantification
of the spatial and temporal variations in grounewdiehaviour, allowing representative
hydrographs to be modelled. The method of quanté@ping has been shown to effectively

transpose simulated hydrographs to other obserydtbgraphs providing a relatively fast
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method for producing a suite of point models. Thatisl interpolation of point models,
which are based on a simplified representation @ttialk, allows a time-variant water table
surface to be created. Comparison with the grounthce enables areas of groundwater
emergence to be determined for different pointsne. The methodology has been shown to
accurately represent the spatiotemporal occurrehgeoundwater flooding in the Pang and
Lambourn catchments during the 2000/2001 flood evdinttherefore has potential
application as a flood risk assessment tool, paatiguunder future climate scenarios, and
would also be applicable to studies of drought coob.
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Table I: Parameters and ranges used in the imitidl final Monte Carlo run for each model

(all groundwater level (Gwl) and elevation (h) vedtin m aOD; all K values in i

Model Initial Final Range
Parameter  Range Baydon Inholmes Gibbet Woodend Longacre Winterbourne
Hole Cottages
Gwl 130-155 102-120 102-132 74-95 124-135 86-94
Range
ha As Gwl 130-135 102-104 102-104 74-75 124-125 86-87
Range
hp As Gwl 135-140 106-108 110-112 82-84 127-128 86-89
Range
hp As Gwl 140-154 112-119 122-126 87-91 128-133 87-94
Range
hy As Gwl 150-155 113-119 126-132 88-95 128-135 92-94
Range
Ky 0.1-200 40-70 88-96 22-28 20-27 139-155 135-170
Kuw 0.1-200 1-200 1-200 1-200 1-200 1-200 390-500
S 0.001-0.09 0.007-0.02 0.01-0.03 0.009-0.02 0.002-0. 0.02-0.05 0.04-0.09
Sw 0.001-0.09 0.001-0.09 0.001-0.09 0.001-0.09 0.0092-0 0.001-0.09 0.001-0.09
Same as > > ° > ° >
final range 1-7 1-7 1-7 1-7 1-7 1-7
0.1-n 0.1-n 0.1-n 0.1-n 0.1-n 0.1-n
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Table II: Results of the best calibrated modeld€ermined by the RMSE calculated on the

hydrograph extremes for each simulated hydrogregsults when this model is run over the

validation period (V); best and worst example ofdelaransposition from each group when

the model of the validation period is transposediiserved hydrographs by the process of

guantile mapping. Blowing Stone Cottage is alsoashim Group 1 as this is given as an

example in Figure 9.

Hydrograph RMSE of hydrograph Nash Sutcliffe Criterion
Extremes
Group 1 Baydon Hole (C) 1.83 0.83
Baydon Hole (V) 2.07 0.82
Marsh Benham 0.60 0.74
Kingston Hill Barn 2.79 0.77
Blowing Stone Cottage 1.59 0.78
Group 2 Inholmes (C) 1.06 0.88
Inholmes (V) 1.25 0.82
Northfield Farm 0.89 0.74
The Barracks 2.27 0.74
Group 3 Gibbet Cottages (C) 2.98 0.86
Gibbet Cottages (V) 3.26 0.81
Brightwalton Common 1.36 0.72
Malthouse 2.50 0.78
Group 4 Woodend (C) 1.72 0.81
Woodend (V) 2.03 0.60
Springfield Road 1.05 0.34
Lower Chance Farm 2.83 0.67
Anomalies  Winterbourne (C) 0.35 0.61
Winterbourne (V) 0.78 0.53
Longacre (C) 0.66 0.71
Longacre (V) 2.12 0.32




Table IIl: Model results when a suite of calibrateddels for Baydon Hole are validated and

transposed to other observed hydrographs withinmio(best and worst results are shown).

Calibrated Model Baydon Hole Baydon Hole  Marsh Benham Kingston Hill Barn
Calibrated Validated Transposed Transposed
RMSE NS RMSE NS RMSE NS RMSE NS
1 (RMSEXxt) 1.83 0.83 2.07 0.82 0.60 0.74 2.79 0.77
100" (RMSExt) 1.93 0.79 2.20 0.79 0.54 0.79 2.82 0.77
1000" (RMSExt) 1.94 0.84 2.17 0.82 0.58 0.75 2.80 0.76
10 00d" (RMSExt) 2.18 0.77 2.32 0.78 0.59 0.75 2.82 0.76
50 00d" (RSMEXxt) 2.35 0.85 2.58 0.83 0.69 0.68 2.83 0.75
1% (Nash Sutcliffe) 2.02 0.86 2.26 0.85 0.67 0.70 2.71 0.77
100" (Nash Sutcliffe) 2.25 0.86 2.50 0.83 0.67 0.69 2.71 0.77

Error Range 052 009 051 007 015 0.11 0.12 0.02




Table IV: Length of the flood extent in the Uppeanig and Lambourn catchments from the
observed data and modelled water table surfaceBdoember 2000 and January — March
2001.

Lambourn Flooded Length (m)

Observed 01/01/01 01/02/01 01/03/01 01/04/01
Winterbourne
11041 7986 7986 11570 11442
Valley
Great Shefford
4744 3849 4585 5135 4444
Dry Valley
Lambourn Dry
2777 1057 0 1057 0
Valley
Upper Lambourn
] 2939 1968 1968 1968 1258
Main Valley
Upper Lambourn
668 2630 1891 2630 1009
Dry Valley
Pang Flooded Length (m)
Observed 01/01/01 01/02/01 01/03/01 01/04/01
North of Compton
5278 0 3512 3595 3595
(East)
North of Compton
5924 0 6246 6276 6355

(West)




Figure 1. Location of the Pang and Lambourn catctisni@ the Berkshire Downs, UK
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Figure 3. Normalized hydrographs in groups 1 (Ad 4r(B), as identified by PCA and CA
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Figure 5. Lumped parameter model structure basatiemaquifer model outlined by Keating
(1982)
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Figure 6. Scatter plots showing the identifiabiljtlefined in text) of each aquifer model
parameter from the initial Monte Carlo Run res(gfsown in black) and the improved results

from the final Monte Carlo run when a reduced patamepace is defined for certain

parameters (shown in grey)
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Figure 7. Monthly weightings of the transfer of macge for the 200 best models from the

final Monte Carlo run of Baydon Hole (group 1)
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Figure 8. Simulated hydrographs of: (A) Baydon H@eoup 1) showing the 50,000 best
calibrated models run over the validation periodd §B) Woodend, showing the best
calibrated model run over the validation periocb(gr 4)
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Figure 9. Simulated hydrographs of Blowing Stondt&ye (group 1), transposed from the
modelled hydrograph of Baydon Hole. All models show Figure 8A are transposed and

shown in this figure
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Figure 10. Simulated water table surfaces overara 50-m digital terrain model to show
areas of groundwater emergence on: (A) 1 Decembéf;2(B) 1 January 2001; (C) 1
February 2001; (D) 1 March 2001. Extent of river®Wn to be flowing during wet but not
extreme winters is also shown (A)

] Ground surface Il observed flood extent Il simuiated water table surface A River extent during average winters

Some features of this figure are based on digital spatial data licensed from the Centre for Ecology and Hydrology, ©CEH
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