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Abstract Greenland ice core records feature Dansgaard–Oeschger (D‐O) events, which are abrupt warming
episodes followed by gradual cooling during ice age climate. The three climate models used in this study
(CCSM4, MPI‐ESM, and HadCM3) show spontaneous self‐sustained D‐O‐like oscillations (albeit with
differences in amplitude, duration, and shape) in a remarkably similar, narrow window of carbon dioxide (CO2)
concentration, roughly 185–230 ppm. This range matches atmospheric CO2 during Marine Isotopic Stage 3
(MIS 3: between 27.8 and 59.4 thousand of years BP, hereafter ka), a period when D‐O events were most
frequent. Insights from the three climate models point to North Atlantic (NA) sea‐ice coverage as a key
ingredient behind D‐O type oscillations, which acts as a “tipping element.” Other climate state properties such
as Mean Atlantic Meridional Overturning Circulation strength, global mean temperature and salinity gradient in
the Atlantic Ocean do not determine whether D‐O type behavior can occur in all three models.

Plain Language Summary Dansgaard‐Oeschger (D‐O) events are sudden periods of warming
followed by slow cooling during ice ages, as observed in Greenland's ice core records. The study used three
different climate models to analyze these events, and all models showed similar behavior within a specific range
of atmospheric carbon dioxide (CO2) concentrations. This range of CO2 concentrations aligns well with the
levels found during the latter half of the last ice age when D‐O events were most frequent. The study found that
when CO2 levels are outside this specific range, the climate models settle into one of two stable states, either
warm with high CO2 levels or cold with low CO2 levels. These states are stable until CO2 levels reach a certain
“tipping point”‐ below around 185–195 ppm for the cold state and above around 217–230 ppm for the warm
state. This study suggests that North Atlantic sea ice coverage is a crucial property essential for D‐O like
behavior to develop in complex climate models.

1. Introduction
The Marine Isotopic Stage 3 (MIS 3 — between 27.8 and 59.4 thousand of years BP, hereafter ka) was char-
acterized by millennial‐scale climate fluctuations, also known as Dansgaard‐Oeschger (D‐O) oscillations. During
D‐O events, atmospheric and oceanic conditions alternated between warm interstadial (of up to 10–16°C increase
in air temperatures over Greenland) and cold stadial states (Dansgaard et al., 1993; Huber et al., 2006; Kindler
et al., 2014). In the Southern Hemisphere, the climate transitions had a more gradual, lower‐amplitude counterpart
characterized by interhemispheric anti‐phased variability related to the bipolar seesaw mechanism (Pedro
et al., 2018; Stocker & Johnsen, 2003; Thompson et al., 2019). This climate variability over Antarctica shows a
close resemblance to variations in atmospheric CO2 (Barker & Knorr, 2007, 2016).

Paleoclimate records indicate that D‐O events occurred when atmospheric CO2 levels and global ice volume were
intermediate between interglacial and glacial extremes (Barker et al., 2011; Bereiter et al., 2015; Dansgaard
et al., 1993; Kawamura et al., 2017; McManus et al., 1999). During the MIS3, a period when D‐O events were
most frequent, atmospheric CO2 levels declined from ∼233 ppm around 60 ka until reaching a minimum of
∼187.5 ppm around 25 ka (Bauska et al., 2021). Gradual variations in background climate, related to changes in
atmospheric CO2, may act as an indirect control on the occurrence, and stadial duration, of D‐O events (Banderas
et al., 2015; Li & Born, 2019; Vettoretti et al., 2022; Zhang et al., 2021). For example, the consecutive D‐O events
5–7 show a reducing interstadial duration together with a cooling background linked to a gradualCO2 reduction of
∼15 ppm (Ahn & Brook, 2014; Dansgaard et al., 1993).
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Malmierca‐Vallet et al. (2023) review recent progress in modeling, and improvements to our understanding of the
mechanisms behind D‐O events. Several coupled atmosphere‐ocean models have recently been able to reproduce
D‐O like oscillations, driven purely by internal feedbacks (Malmierca‐Vallet et al., 2023). The prevalent hy-
potheses strongly link D‐O events to variations in North Atlantic (NA) sea ice (Ando & Oka, 2021; Li &
Born, 2019; Menviel et al., 2020; Sime et al., 2019; Vettoretti & Peltier, 2018), alongside variations in the strength
of the Atlantic Meridional Overturning Circulation (AMOC; Li & Born, 2019; Lynch‐Stieglitz, 2017), which
itself is strongly connected to flows of heat and salinity in the NA (Ganopolski & Rahmstorf, 2001; Hu
et al., 2008; Kageyama et al., 2012; Peltier & Vettoretti, 2014). Alongside D‐O events as being primarily linked to
oscillations in sea ice and AMOC, studies have also explored a variety of crucial D‐O feedbacks including: how
the subpolar gyre (SPG) couples to the key AMOC behaviors (Klockmann et al., 2020; Li & Born, 2019); how
subsurface temperature change and salt advection feedbacks play key roles (Brown & Galbraith, 2016; Kuniyoshi
et al., 2022); and how global scale salt feedbacks and oscillations help set key ocean properties (Armstrong
et al., 2023; Peltier & Vettoretti, 2014).

Alongside recent progress on our understanding of key D‐Omechanisms, Malmierca‐Vallet et al. (2023) also help
show that D‐O like events can occur in model simulations under a range of boundary conditions. Seven General
Circulation Models (GCMs) show D‐O like oscillations under a variety of ice‐sheet, atmospheric CO2 and as-
tronomical forcing boundary conditions. Vettoretti et al. (2022), Zhang et al. (2021) and Klockmann et al. (2018)
explored how CO2 forcing affects D‐O like behavior; whilst Zhang et al. (2014) and Armstrong et al. (2023)
explored the impacts of changes in Northern Hemisphere ice‐sheet size. In particular, the Laurentide ice sheet
(LIS) has been shown to play a key role behind millennial scale climate variability, highlighting the sensitivity of
the climate system to land‐ice extent.

The aim of this study is built on the work of Zhang et al. (2017); Vettoretti et al. (2022) and Malmierca‐Vallet
et al. (2023) in exploring both how well models simulate D‐O events, and how CO2 affects D‐O like behavior
in models. First, we explore how well the simulated D‐O like behavior matches the known palaeo‐record of D‐O
quantities. Second, we examine how D‐O like behavior varies with CO2 in models. Third, we look at whether
there are common climate properties that characterize the oscillatory behavior in models.

2. Methods
2.1. Models and Simulations

We present results from three models, alongside measured NGRIP data (Figure 1). Given, prior to Malmierca‐
Vallet et al. (2023) there was no common D‐O focused protocol, here we analyze results from an ensemble of
opportunity. The existing simulations we could gather, which show D‐O like behavior are run with three models:
the Community Climate SystemModel Version 4 (CCSM4), which is part of the Community Earth SystemModel
release version 1 (CESM1‐CAM4); the Max Planck Institute Earth System Model (MPI‐ESM); and the Bristol
version of the Hadley Center Coupled Model 3 (HadCM3b). Each model uses boundary conditions which are
intermediate between a pre‐industrial (Eyring et al., 2016) and a Last Glacial Maximum (LGM) simulation
(Kageyama et al., 2021). Whilst they do not all use the same ice sheet or insolation forcing, their CO2 forcing
covers the same range of values.

We use eight 8,000–10,000 years‐long simulations run using the CCSM4 climate model (Peltier & Vettor-
etti, 2014). These use atmospheric CO2 values from 170 to 240 ppm (Vettoretti et al., 2022) (Table S1 in Sup-
porting Information S1). The ice sheet and insolation forcing are used from 21 ka. The ice sheet configuration is
ICE‐6G (Argus et al., 2014; Peltier et al., 2015). We use eight 4,000–12,350 years‐long MPI‐ESM simulations,
which use atmospheric CO2 from 149 to 353 ppm (Klockmann et al., 2018). These also use 21 ka insolation,
alongside pre‐industrial (PI) ice‐sheets (Table S1 in Supporting Information S1). We also use 12 unpublished
4,700–10,000 years‐long HadCM3 simulations. They are run with atmospheric CO2 from 100 to 300 ppm (Table
S1 in Supporting Information S1), with insolation and ice‐sheets from 30 ka. In particular, the ICE‐5G model
(Peltier, 2004) is used to infer the 30 ka ice sheet configuration. ICE‐5G simulates the evolution of ice extent,
thickness and isostatic rebound up to the LGM, so the pre‐LGM ice sheet is calculated from the equivalent sea
level (ice volume), during the deglaciation. The same approach has been previously used in Armstrong
et al. (2019) and Davies‐Barnard et al. (2017). The full set of simulation output used here are freely available from
the “Spontaneous Dansgaard‐Oeschger type oscillations in climate models” project website: https://www.bas.ac.
uk/project/sdoo/.
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The MPI‐ESM (Giorgetta et al., 2013; Stevens et al., 2013) and CCSM4 (Gettelman et al., 2012; Shields
et al., 2012) atmosphere sub‐models are run at 3.75 × 3.75° and HadCM3 at a similar resolution of 3.75 × 2.5°
(Pope et al., 2000). They have 31, 26 and 19 atmospheric layers in the vertical respectively. The CCSM4 ocean
model resolution is a nominal 3° irregular horizontal grid (referred to as ×3), with 60 vertical levels (Danabasoglu
et al., 2012; Shields et al., 2012). Similarly, the ocean component of MPI‐ESM has a nominal resolution of 3 × 3°,
with 40 vertical levels (Jungclaus et al., 2006). The grid poles are located over Antarctica and Greenland. This
configuration produces a 50–100 km resolution over the key subpolar NA region and a good realistic repre-
sentation of deep convection (Klockmann et al., 2016, 2020). The HadCM3 ocean model resolution is
1.25 × 1.25°, on 20 vertical levels (Gordon et al., 2000). Further details of each model: physical core components,
model denomination and description are in Gent et al. (2011) for CCSM4, Klockmann et al. (2018) for MPI‐ESM
and Valdes et al. (2017) for HadCM3.

Since the HadCM3 simulation run with 220 ppm does not show D‐O type oscillations after around 4,500 model
years (Figure S1h in Supporting Information S1), we analyze only the first 4,500 years of this particular
simulation.

2.2. The Characterization of D‐O Like Behavior in the Model Simulations

Klockmann et al. (2018) made use of AMOC variance (standard deviation), using time series of annual mean
AMOC output, to both test for D‐O like events and assess the proximity to a stability threshold (Armstrong

Figure 1. Measured and modeled D‐O oscillations. (first row)MIS3 temperature reconstruction fromNorth Greenland Ice Core Project (NGRIP) based on δ18O and δ15N
records (Kindler et al., 2014; NGRIP Project Members, 2004). Stack of anomalous (relative to the past millennium) Antarctic Temperature based on δD and δ18O
records from six ice cores: EPICA Dronning Maud Land, EPICA Dome C, Talos Dome, Vostok, WAIS Divide Core (WDC) and Dome Fuji as published in Pedro
et al. (2018). The NGRIP and Antarctic temperature time series are colored based on atmospheric CO2 measurements from theWDC (Bauska et al., 2021). (second row)
Max Planck Institute Earth SystemModel (third row) HadCM3 and (fourth row) CCSM4 time series of modeled surface air temperature at the grid points closest to the
NGRIP (red) andWDC (blue) ice core sites. Modeled data is in time series of decadal average and smoothed with a 200‐year running mean. For comparison, time series
are normalized, and we select for each simulation time windows of 4,000 model‐years where D‐O cycles are most clear.
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et al., 2017; Held & Kleinen, 2004; Kleinen et al., 2003; Tziperman, 2000). Similarly, we also apply this method,
alongside a variation where we use the standard deviation of the NA average sea ice area (SIA) to establish D‐O
like oscillatory behavior (hereafter called “D‐O index”) for each individual simulation (Figure 2 and Figure S2 in
Supporting Information S1).

In addition to characterizing if a simulation shows D‐O like behavior, we wish to quantify the time spent in a
stadial (vs. an interstadial) state. It is actually quite challenging to establish a common method to define inter-
stadial/stadial phases that works for our three models and for all types of D‐O like oscillations reproduced by each
model. Figure 1 shows that (a) the D‐O type oscillations in HadCM3 and MPI‐ESM do not follow the classic
sawtooth shape, (b) the amplitude of the D‐O type oscillations widely differs within models, and (c) some MPI‐
ESM oscillations have a very short duration — of approximately 700–800 years. With this in mind and following
previous studies (Alley et al., 2001; Ditlevsen et al., 2002, 2005; Lohmann & Ditlevsen, 2019; Mitsui &
Crucifix, 2017), we define an upper and lower threshold (upper and lower dashed lines in Figure S3 in Supporting
Information S1), when the AMOC index is five tenths standard deviation above and below the mean respectively
to define time spent in an interstadial/stadial state (Figure S3 in Supporting Information S1). The transition from a
stadial state to an interstadial state is defined by the first up‐crossing of the upper threshold after up‐crossing the
lower threshold. In the same way, the transition from interstadial to stadial is defined by the first down‐crossing of
the lower threshold after down‐crossing the upper threshold (For more details, see Figure S3 and schematic S3h in
Supporting Information S1).

3. Results
3.1. Comparison Between D‐O Records in Greenland Ice Cores and Simulated Behaviors

Based on ice core measurements, the amplitude of D‐O events in Greenland temperature at NGRIP is estimated to
be from +5 to +16.5°C (±3°C; Kindler et al., 2014). For MPI‐ESM and HadCM3, the equivalent simulated
amplitudes are 3.5 ± 0.4°C and 3.5 ± 0.8°C respectively, which fall at the lower end of the reconstructed range
(Figure 1 and Figure S1 in Supporting Information S1). The CCSM4 model has a better match with observations,
with 6.7 ± 0.5°C amplitudes (Figure 1 and Figure S1 in Supporting Information S1). In each case, the modeled
surface temperature over Greenland is in phase with the simulated AMOC transport in the three models (Figure 1
and Figure S4 in Supporting Information S1).

In the three models, the oscillation frequency is in agreement with the D‐O events in the ice core record, which
show a characteristic periodicity ranging from 1,000 to 5,000 years (Boers et al., 2018; Buizert et al., 2015)
(Figure 1 and Figure S1 in Supporting Information S1). Time series of surface air temperature from the grid point
closest to NGRIP Greenland ice core site from the HadCM3, MPI‐ESM and CCSM4 simulations show a similar
to reality D‐O event average periodicity of 1,584 ± 291, 1,406 ± 528 and 2,648 ± 1,446 years respectively
(Figure 1 and Figure S1 in Supporting Information S1). Of the three, MPI‐ESM shows some shorter D‐O type
oscillations (of approximately 700–800 model years).

D‐O records in Greenland ice cores show that both stadials and interstadials vary in duration, from around a
century to many millennia (Rasmussen et al., 2014). This is reproduced by the three models with a dominant
stadial (interstadial) duration of approximately 1,166 ± 529 (750 ± 274), 739 ± 168 (516 ± 266), 671 ± 462
(475 ± 154) years in CCSM4, HadCM3 and MPI‐ESM respectively (Figure 1 and Figure S1 in Supporting
Information S1).

The NGRIP ice core shows that most of the longer MIS3 D‐O events have a sawtooth shape: a rapid warming
followed by slower cooling (Lohmann & Ditlevsen, 2019; Seager & Battisti, 2007) (Figure 1 and Figure S1 in
Supporting Information S1). This shape is well reproduced by CCSM4. MPI‐ESM and HadCM3, however, show
a more symmetric rapid warming/rapid cooling waveform pattern. These simulated events are more consistent
with some shorter DO events in observations, that is, D‐O events 15, 10, 6, 5.2, and 4 which are characterized by a
more symmetric shape (Buizert et al., 2015; Klockmann et al., 2020) (Figure 1).

3.2. Sea Ice, Salinity, and AMOC Variations in the Simulations

Two distinct NA sea‐ice cover stable states are found in the three models; at low (high) CO2 values, we find an
increased (reduced) NA sea‐ice cover stable state (Figure 2 and Figure S2 in Supporting Information S1). The NA
sea‐ice area for the ensemble mean of non‐oscillatory experiments with low CO2 concentrations (CO2 values of
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100–180 ppm for HadCM3, 149–185 ppm for MPI‐ESM and 170 ppm for
CCSM4) is 5.07 E + 06 km2 in HadCM3, 5.53 E + 06 km2 in CCSM4 and
5.13 E + 06 km2 in MPI‐ESM (Figure 2). In the high CO2 stable state (CO2
values of 230–300 ppm for HadCM3, 230–353 ppm for MPI‐ESM and
230 ppm for CCSM4), the ensemble mean of NA sea‐ice cover shrinks by
78% in HadCM3, 52.2% in CCSM4 and 82.9% in MPI‐ESM compared to the
low CO2 (weak AMOC) stable state (Figure 2). While NA SIA fluctuates
between interstadial and stadial phases, Arctic SIA is nearly constant between
stadials and interstadials. For MPI‐ESM, HadCM3 and CCSM4, the total NA
sea‐ice area stadial‐interstadial (ensemble mean of all oscillatory simulations
within each model) changes by 38.7%, 45%, 51.3%, whereas Arctic sea‐ice
area only changes by 3.3%, 3.6%, 0.7% respectively. This is because none
of the simulations shows any significant region of summer sea ice free con-
ditions in the Arctic. The largest difference between models is found in the
Nordic Seas where SIA stadial‐interstadial changes by 12% in MPI‐ESM,
14% in HadCM3 and only 2.2% in CCSM4 (Figure S5 in Supporting
Information S1).

There is strong evidence that NA sea ice coverage played a mayor role in D‐O
events (Jouzel et al., 2007; Masson‐Delmotte et al., 2005; Sadatzki
et al., 2019). During interstadial phases, the three models show an extensive
retreat of sea ice in the eastern NA (Figure 3 and Figure S5 in Supporting
Information S1) and there is an increase of deep convection in the Iceland
basin, Irminger Sea and Nordic Seas compared to stadial phases (Figure 3).
This is indicated by increases in mixed‐layer depths (of more than 500 m in
HadCM3 and MPI‐ESM) and strong heat loss in the three models. Changes in
mixed‐layer depths are less pronounced in CCSM4, specially in the Nordic
seas, most likely linked to sporadic deep convection, indicated by the shal-
lower mixed‐layer depths (Figure 3). In CCSM4, the reinvigoration of the
AMOC across the stadial to interstadial transition primarily occurs in the
Irminger Sea basin (Figure 3).

During interstadial phases, the three models show an extensive retreat of sea
ice in the eastern NA (Figure 3 and Figure S5 in Supporting Information S1)
and there is an increase of deep convection in the Iceland basin, Irminger Sea
and Nordic Seas compared to stadial phases (Figure 3). This is indicated by
increases in mixed‐layer depths (of more than 500 m in HadCM3 and MPI‐
ESM) and strong heat loss in the three models. Changes in mixed‐layer depths
are less pronounced in CCSM4, specially in the Nordic seas, most likely
linked to sporadic deep convection, indicated by the shallower mixed‐layer
depths (Figure 3). In CCSM4, the reinvigoration of the AMOC across the
stadial to interstadial transition primarily occurs in the Irminger Sea basin
(Figure 3).

Figure 2.

Figure 2. Climate state properties, and the occurrence of D‐O type behavior. (first
row) Temporal variability of North Atlantic (NA) sea ice area (SIA) (km2) as a
function of CO2 in HadCM3 (blue), Max Planck institute earth system model (MPI‐
ESM) (red) and CCSM4 (black). Also shown, temporal variability of NA SIA as a
function of mean state (second row) NA SIA, (thrid row) AMOC, (fourth row) NA
salinity, (fifth row) global mean temperature and (sixth row) global mean ocean
temperature in HadCM3 (blue), MPI‐ESM (red) and CCSM4 (black). We calculate
variability as the standard deviation of the NA SIA time series. The time series are
smoothed with a 100‐year running mean and detrended before the calculation. Spin‐
up periods (∼ first 1,000–2,000 years) are excluded. The model output is in time
series of decadal average. The MPI‐ESM sea ice concentration data is only available
in 50‐year average.
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Ocean salinity in the three models display a prominent NA dipole pattern centered on the GIN Seas/SPG, and the
tropics (Figure S6 in Supporting Information S1) (Armstrong et al., 2023; Klockmann et al., 2018, 2020; Vet-
toretti & Peltier, 2016, 2018). The contrasting pattern between these two regions during interstadial/stadial phases
agrees with the salt oscillator hypothesis (Broecker et al., 1990). This suggests that this mechanism is present in
the three models, and that the salinity gradient between the Northern NA (GIN Seas and SPG) and the tropics is an
essential component of the D‐O type oscillations (Armstrong et al., 2023; Klockmann et al., 2018, 2020; Vet-
toretti & Peltier, 2016, 2018). The results here emphasize the importance of the dynamics between the SPG and
the tropics in generating the D‐O type oscillations.

In the three models, the AMOC strength and thus the oscillations, are likely influenced by the salinity gradient
between the subtropical and subpolar NA (Armstrong et al., 2023; Klockmann et al., 2018; Vettoretti & Pelt-
ier, 2016). The transition from a stadial into interstadial is associated with a subtropical‐subpolar salinity dif-
ference above 1.13 ± 0.01 psu, 1.29 ± 0.02 psu and 0.52 ± 0.01 psu in MPI‐ESM, HadCM3 and CCSM4
respectively (S7j). By contrast, the AMOC weakening is associated with a subtropical‐subpolar salinity differ-
ence below 0.66± 0.03 psu in MPI‐ESM and 0.46± 0.05 psu in HadCM3 and 0.05± 0.006 psu in CCSM4 (S7j).
Although HadCM3 and MPI‐ESM share similar salinity gradients, CCSM4 shows much smaller critical values.

A wide range of circulation proxies show that large‐scale variations in the AMOC are in association with D‐O
events (Adkins et al., 1998; Gottschalk et al., 2015; Henry et al., 2016; Kissel et al., 2008; Lynch‐
Stieglitz, 2017; Piotrowski et al., 2005; Shackleton et al., 2000). Two distinct AMOC states are found in the
three models; at high CO2 levels, the AMOC is in a state with a strong and deep upper overturning cell (Figures
S8b, S8e and S8h in Supporting Information S1). The overturning strength for the ensemble mean of non‐
oscillatory experiments with high CO2 concentrations is of 16.5 Sv in HadCM3, 15 Sv in MPI‐ESM and
18.4 Sv in CCSM4. In response to decreasing CO2 levels, the AMOC shoals and weakens (Figures S8a, S8d and
S8g in Supporting Information S1). Differences in the overturning strength between strong (high CO2) and weak
(low CO2) AMOC states are of the order of up to 9.1 Sv in HadCM3, 8.9 Sv in MPI‐ESM and 7.7 Sv in CCSM4
(Figures S8c, S8f and S8i in Supporting Information S1).

Ice and marine cores show that D‐O events are characterized by anti‐phased hemispheric behavior (Pedro
et al., 2018; Stocker & Johnsen, 2003; Thompson et al., 2019). All three models show anti‐phased hemispheric
temperatures (over Antarctica and Greenland): all simulations show that interstadial (stadial) phases are char-
acterized by a stronger (weaker) AMOC, warmer (cooler) Greenland surface temperatures, decrease (increase)
NA sea ice coverage and increase (decrease) NA salinity (Figures 1 and 3, Figures S4 and S9 in Supporting
Information S1).

3.3. CO2 Controls on Modeled D‐O Type Behavior

During MIS3, when atmospheric CO2 varies between 233 and 187.5 ppm, there was a sequence of D‐O events
(Bauska et al., 2021). The atmospheric CO2 range within which the three models show D‐O like behavior agrees
remarkably well — both with each other and with this actual MIS3 CO2 (Figure 1 and Figure S9 in Supporting
Information S1). Outside the D‐O type oscillatory window, both at high and low CO2 levels, the three models do
not show D‐O type oscillations (Figure S2 in Supporting Information S1). As CO2 is reduced, D‐O like behavior
begins at 217–230 ppm in MPI‐ESM, 220–230 ppm in HadCM3 and 230–240 ppm in CCSM4, respectively
(Figure S2 in Supporting Information S1). Above this CO2 level, the strong AMOC state is too stable to permit D‐
O like behavior. Below 195–185 ppm in MPI‐ESM, 185–170 in CCSM4 and 190–180 ppm in HadCM3, D‐O like
behavior again stops, due to a weak but stable AMOC (Figure S2 in Supporting Information S1). In general, D‐O
like behavior occurs when AMOC states are marginally unstable, and oscillations in AMOC can occur (Colin de
Verdière, 2007).

We look at how D‐O like behavior, characterized using our D‐O index, varies with the following climate
properties: NA sea‐ice, NA salinity, mean AMOC strength, Global mean Ocean temperature (GMOT) Global
mean temperature (GMT), salinity gradient and subsurface temperature change (Figure 2 and Figure S13 in
Supporting Information S1). Of these climate properties, the models show that our D‐O index shows the most
overlap in NA sea ice for the three models (Figure 2b): the three models oscillate in a similar window of NA SIA.
D‐O like behavior is associated with SIA between approximately 1.38 − 5.53 E + 06 km2. More precisely, D‐O
like behavior occur when SIA is above 1.38 − 1.67 E + 06 km2 in HadCM3, 2.64 − 2.99 E + 06 km2 in CCSM4
and 1.83 − 2.58 E + 06 km2 in MPI‐ESM; and SIA is below 2.67 − 3.41 E + 06 km2 in HadCM3,
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5.04 − 5.53 E + 06 km2 in CCSM4 and 3.78 − 4.63 E + 06 km2 in MPI‐ESM. In addition, we find that the three
models share a similar critical SIA variability threshold (Figure 2b): differences in NA SIA between strong (high
CO2) and weak (low CO2) AMOC stable states are of the order of 1.5 E + 06 km2, 2.5 E + 06 km2 and
2.0 E + 06 km2 in HadCm3, CCSM4 and MPI‐ESM respectively.

Figure 3. Mean mixed‐layer depth (shading), net heat flux (black dashed line) and sea ice edge in March (solid red line) and September (dashed red line) during stadial
(first column) and interstadial (second column) phases in Max Planck Institute Earth SystemModel (first row), CCSM4 (second row) and HadCM3 (third row). The sea
ice edges are defined as the 15% contour sea ice cover. Modeled CCSM4 data is only available in time series of decadal average, and therefore the red solid line
represents the annual sea ice edge.
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It is most intriguing that none of the other climate properties: NA salinity, mean AMOC strength, GMOT, GMT,
salinity gradient and subsurface temperature change show commonality in their impact on our D‐O index between
the models (Figure 2 and Figure S13 in Supporting Information S1). At its most basic, this shows that none of
these other properties directly controls whether D‐O type behavior can occur. Rather, a particular NA SIA is the
only property that may be necessary for D‐O like behavior to manifest in GCMs.

It is difficult to determine what controls DO‐type behavior in GCMs. Nevertheless, a number of modeling studies
have showed that stadial phases are characterized by less northward transport of salt and therefore a build‐up of
salty warm water in the low‐latitude NA (Pedro et al., 2018; Peltier & Vettoretti, 2014). Here, we examine,
whether CO2 could exert control on low‐latitude NA salinity build‐up in the upper ocean. CCSM4 shows a
decrease (increase) of salinity in the low‐latitude NA during stadial (interstadial) phases in the experiments with
lower CO2 compared to the ensemble mean (Figures S10 and S11 in Supporting Information S1). The converse
seems to be true at higher CO2 levels, albeit the 225 ppm CCSM4 simulation which shows less contrasting
changes between stadials and interstadials (Figures S10 and S11 in Supporting Information S1). In the case of
HadCM3 and MPI‐ESM, we do not find an obvious distinct response to CO2 between stadial and interstadial
phases. Both models show an increased build‐up of salinity and warm waters in the mid‐latitude NA either during
stadials or interstadial phases for the experiments with higher CO2 compared to the ensemble mean (Figures S10
and S11 in Supporting Information S1). Based on these results, it is difficult to draw a firm conclusion on the role
of CO2 on low‐latitude NA salinity build‐up in the upper ocean. Further sensitivity CO2 simulations run with
other GCMs and complementary analysis would be most useful to check if these are robust features.

4. Conclusions
We analyzed simulations which show D‐O type behavior under a 21 ka orbital set‐up configuration used in MPI‐
ESM and CCMS4, and for a 30 ka orbital set‐up for HadCM3. The LGM, PI and intermediate (MIS3‐like) ice
sheet configurations used across the three models here are all conducive to D‐O like behavior. Any of these orbital
configurations and ice sheet morphologies can generate a glacial climate background state under which the
AMOC spontaneously oscillates. NH ice sheet changes have multiple impacts on the oceans and sea ice, including
on NA wind stress, oceanic gateways and can modulate the NA freshwater and density budget, and therefore also
the AMOC stability (Hu et al., 2012, Figure 5 in Malmierca‐Vallet, Sime and D‐O community, 2023). The impact
of Earth's orbital parameters in D‐O type oscillations is also known to be important. Stadial and interstadial
lengths are also affected by the impacts of (a) climatic precession on boreal summer insolation and (b) obliquity
reduction in high‐latitude mean annual insolation (Kuniyoshi et al., 2022; Zhang et al., 2021).

The three climate models used in this study (CCSM4, HadCM3 and MPI‐ESM) show D‐O like behavior at CO2
levels, which match when MIS3 D‐O events actually occurred. Outside the D‐O type oscillatory window, both at
low (weak AMOC) and high (strong AMOC) CO2 levels, the three models do not show D‐O type oscillations
(Figure S2 in Supporting Information S1).

The three models reproduce D‐O type behavior in a similar range of NA SIA between approx
1.38 − 5.53 E + 06 km2. No other climate properties (such as NA salinity, mean AMOC strength, GMOT, GMT,
salinity gradient in the Atlantic Ocean and subsurface temperature changes) seem to directly control whether D‐O
type behavior can happen. That is, NA SIA seems to be the only property that may be necessary for D‐O like
behavior to develop in GCMs. To establish this, and in what ways other climate properties interact in determining
whether simulations oscillate, it would be most helpful to have a set of simulations run using common MIS3
boundary conditions (Malmierca‐Vallet et al., 2023).

It remains to be understood why such D‐O type oscillations are not present in all simulations with intermediate
(glacial‐interglacial) boundary conditions (Guo et al., 2019; Zhang & Prange, 2020). This suggests a “sweet spot,”
where the system is more susceptible to unforced oscillatory behavior. We show here that the presence of D‐O
type oscillations in MPI‐ESM, CCSM4 and HadCM3 are sensitive to the levels of background atmospheric
CO2 and NA SIA, allowing a salt oscillator mode to develop, where oscillations can be maintained by feedbacks
within the system.

In summary, the three models show a narrow window of atmospheric CO2 concentrations (∼185–230 ppm)
bounding a D‐O sweet spot, which matches the CO2 range under which D‐O events occurred during MIS3. The
time between climate transitions is determined by temporal variations in the state of the atmosphere, ocean and
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sea ice, with CO2 acting as a control on the rate of approach to the climate tipping point. Results from the three
climate models point to NA sea‐ice coverage as an essential climate property for D‐O type oscillatory behavior to
develop in GCMs. Sea ice plays a major role in triggering the interstadials (stadials) by conditioning the SPG (i.e.,
intensifying (weakening) respectively). It is important to note that the range of atmospheric CO2 bounding the D–
O window identified in this study may change or even dissipate under different boundary conditions. D‐O os-
cillations are also sensitive to changes in Earth's orbital configuration (Zhang et al., 2021) and NH ice sheet shapes
(Armstrong et al., 2023; Zhang et al., 2014), which has been shown to alter glacial NA sea ice cover and at-
mospheric and ocean circulation patterns. Deep energetic mixing in the ocean and increased tidal forcing may also
modulate D‐O oscillations (Schmittner et al., 2015). Thus, further investigation of the uncertainty associated with
these other mechanisms described here, particularly starting from a common D‐O protocol (Malmierca‐Vallet
et al., 2023) would be very useful to (a) better investigate how atmospheric CO2 actually helps control this D–O
sweet spot and (b) test whether higher resolution models show similar feedbacks–and similar D‐O type
behaviors–and how more realistic flows through Arctic straits could influence key D‐O relative feedbacks.

Data Availability Statement
Simulations were carried out using three models: (a) the Community Climate SystemModel Version 4 (CCSM4),
(b) the MPI‐ESM, and (c) the Bristol version of the Hadley Centre Coupled Model 3 (HadCM3b). The CCSM4
model output is available through Vettoretti et al., 2022 and the MPI‐ESM model output is available through
Klockmann et al., 2018; Klockmann et al., 2020. The HadCM3 model data is available through Malmierca‐Vallet
et al., 2024 under the Open Government License (http://www.nationalarchives.gov.uk/doc/open‐government‐
licence/version/3/). Observation data sets for this research are included in Pedro et al., 2018; Bauska et al., 2021.
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