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[1] Different parts of Antarctica receive different amounts of snowfall each year. In this
paper we map the variations of the mean annual snow accumulation across the ice
sheet. We also quantify the uncertainty in our estimates more objectively than has been
possible for earlier maps. The new map is produced using observations from satellites
and ground-based measurements. After a logarithmic transformation, these are combined
using the geostatistical method of continuous-part universal kriging to give an estimate
of the snow accumulation within each cell of a rectangular grid covering Antarctica.
We also derive spatial averages over the major drainage systems of the ice sheet, along
with their confidence intervals. We obtain a value of 143 ± 4 kg m�2 a�1 for the
average rate of snow accumulation upon the grounded ice sheet of Antarctica.
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1. Introduction

[2] In this paper we seek to map the rate at which snow
accumulates on the Antarctic ice sheet and also to quantify
the accuracy of our map as objectively as possible. Better
maps of snow accumulation are needed to understand and
predict ongoing changes in the size of the Antarctic ice
sheet [Wingham et al., 1998; Rignot and Thomas, 2002].
These changes are important in driving global sea level
[Church et al., 2001]. A better understanding of errors is
needed to optimize predictions of the future behavior of the
ice sheet using data assimilation methods analogous to those
used for weather prediction [Arthern and Hindmarsh,
2003].
[3] In a given year an ice sheet may grow or shrink.

Growth occurs when the accumulation of snow outweighs
the loss of ice from the margins. The three most important
measurements for understanding and predicting changes in
the size of the ice sheet are (1) the accumulation of snow
upon the ice-sheet, (2) the ice-export from the margins by
icebergs and melt, and (3) mass changes derived from
repeated surveys of thickness or gravity. Mass changes
and ice-export have been estimated for many regions of
Antarctica, accurate to about 10% of the ice-flux [Wingham
et al., 1998; Rignot and Thomas, 2002; Joughin and
Tulaczyk, 2002]. The snow accumulation, and its likely
error, are not known so precisely. This limits our knowledge
of the mass changes occurring in Antarctica, and our ability
to predict them [Rignot and Thomas, 2002; Vaughan et al.,
1999]. For that reason, we concentrate here upon estimating
the accumulation rate, together with its uncertainty.

[4] Recent maps of accumulation rate have been derived
from compilations of data collected in situ from snowpits,
snow-stakes, or ice cores, sometimes augmented by satellite
observations [Vaughan et al., 1999; Giovinetto and Zwally,
2000; Huybrechts et al., 2000]. Accumulation rates are
essentially equivalent to the meteorological ‘‘surface mass
balance,’’ i.e., the net mass flux from atmosphere to ice, and
they have also been derived from numerical atmospheric
models [Genthon and Krinner, 2001; van Lipzig et al.,
2002]. The accuracy of all of these maps has usually been
assessed simply by comparing one map with another.
[5] A problem occurs when the data or methods used to

produce the maps are shared to some degree, since the maps
may then share common errors that are not revealed by
differencing. Recent surveys by Vaughan et al. [1999],
Giovinetto and Zwally [2000], and Huybrechts et al.
[2000] have much in situ data in common, so comparing
these maps reveals little about their errors. Numerical
models may also share biases [Genthon and Krinner,
2001]. Comparison of model output with compilations of
the in situ data reveals discrepancies greater than 50% in
places [Genthon and Krinner, 2001].
[6] In short, errors in accumulation maps are poorly

constrained and may be as large as 50% in places. The
distance over which errors covary is equally uncertain.
Consequently, when the maps are averaged spatially over
some region of the ice sheet, the likely error cannot be
quantified with any great precision. Uncertainty over the
precision of current maps limits their use for forecasting
how Antarctica will contribute to global sea level during the
coming century. Here, we seek to combine in situ data with
satellite observations in a geostatistical framework that
provides a more objective assessment of uncertainties.
[7] At present there is no direct way of monitoring the

arrival of snow at any site on the ice sheet from space, but
satellites can provide spatial information helpful to the
interpolation of in situ data. Thermal microwaves are
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emitted from the uppermost tens of meters of the snow-
cover (in which we include ‘‘firn,’’ older yet unconsolidated
snow). As such they contain information about its properties
[Zwally and Giovinetto, 1995]. Vaughan et al. [1999] report
on the interpolation of an extensive compilation of in situ
observations. They used the sensitivity of microwave emis-
sion to accumulation rate (following Zwally and Giovinetto
[1995]) to guide this interpolation in regions where no in
situ observations were available. Genthon and Krinner
[2001] have questioned the accuracy of the interpolation
because it disagrees with the output of several numerical
models of Antarctic precipitation and evaporation. It is
uncertain whether the models share systematic errors or if
the interpolation of the in situ observations is inaccurate.
Huybrechts et al. [2000] produced a map using similar
methods to Vaughan et al. [1999], including some additional
in situ observations.
[8] We will compare several different approach to the

interpolation of Antarctic in situ observations. These
include (1) straightforward geostatistical interpolation of
the accumulation rate observations, (2) guiding this inter-
polation using the correlation of accumulation rate with
saturation vapor pressure [Robin, 1977], (3) guiding the
interpolation using satellite microwave observations that
are sensitive to layering within the snow-cover, and (4) a
combined model that includes temperature and microwave
observations. Our microwave method is a development of
one used by Winebrenner et al. [2001] to map accumula-
tion rates for the dry snow region of Greenland. This
method makes use of satellite observations of thermal
microwave emission, at 4.5-cm wavelength, much longer
than the 35 GHz microwave observations used by Vaughan
et al. [1999]. Because of the longer wavelength, scattering
by grains is less important, and reflections that occur
within the layered snow have the dominant effect upon
the thermal emission [West et al., 1996]. In this paper, we
investigate how the polarization induced by these reflec-
tions varies in Antarctica and relate those variations to the
accumulation rate.
[9] Because of the variations of weather and climate that

occur while it is deposited, the snow-cover of an ice sheet
consists of many layers of high and low density snow
interspersed [Colbeck, 1991]. The layering polarizes ther-
mal microwave emission from the snow by acting as a
reflective filter that preferentially transmits vertically polar-
ized emission to the satellite and preferentially reflects
horizontally polarized back to the depths [West et al.,
1996]. Detecting the polarization using a satellite-borne
radiometer allowed Winebrenner et al. [2001] to map the
variation in this filtering effect across the dry snow region of
the Greenland ice sheet. They used electromagnetic model-
ling and in situ observations collected from snowpits to
relate this variation to the accumulation rate.
[10] Here, we extend the approach to investigate the

combined effects of accumulation rate and temperature
upon the polarization of thermal emission from Antarctica.
We use observations of polarization recorded by the Ad-
vanced Microwave Scanning Radiometer (AMSR-E) on the
Aqua satellite [Cavalieri and Comiso, 2004], and snow
temperatures derived from satellite observations of thermal
infrared emission under clear sky conditions [Comiso,
2000]. Figure 1 shows the location of in situ observations

of accumulation rate. We find a close relationship between
the accumulation rate measured at these sites and the
temperature and polarization derived from satellite obser-
vations. Our map of accumulation rate is derived by
combining the satellite observations with the in situ obser-
vations using a geostatistical approach that accounts prop-
erly for spatial correlation among the observations.
[11] Our approach to interpolation allows a more objec-

tive estimate of errors than has been possible for previous
studies. We pay particular attention to how these errors will
affect spatial integrations used to compute the ice budget
[Rignot and Thomas, 2002]. Figure 1 shows the areas
draining into eight sectors of Antarctic coastline, assuming
that ice flow is in the direction of steepest descent, which
was computed using a digital elevation model of Antarctica
[Bamber and Bindschadler, 1997]. We will estimate the
spatially averaged accumulation rate for each of these
drainage sectors and evaluate confidence intervals for these
estimates.

2. Method

[12] We could simply interpolate the in situ observations
using geostatistical interpolation method such as ‘‘ordinary
kriging’’ [Kitanidis, 1997]. However, the observations are
fairly sparse, and their interpolation can be assisted by
choosing a suitable ‘‘background’’ field that approximates
the spatial variations in the data [Vaughan et al., 1999].
Ordinary kriging uses a spatially uniform background field.
Another possibility is to make use of the known correlation
between accumulation rate and saturation vapor pressure
[Robin, 1977], which varies strongly with temperature
according to the Clausius-Clapeyron equation. Then we
might choose as a background field

a � exp c1 þ c2=Tð Þ; ð1Þ

where a is accumulation rate, and T is the mean annual
surface temperature which is known reasonably well for

Figure 1. The location of in situ observations, and the
major drainage sectors of Antarctica considered in this
study.
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Antarctica [Comiso, 2000]. We might expect differences
between the mean annual surface temperature and the
atmospheric temperatures that control snowfall. Selecting
the parameters c1 and c2 using the in situ observations of
accumulation rate, rather than thermodynamic theory, can
compensate for this to some degree.
[13] In this paper we show that a much better choice of

background field can be obtained by including microwave
observations from the AMSR-E satellite radiometer that are
sensitive to the layering within the snow-cover [West et al.,
1996].
[14] AMSR-E observes thermally emitted microwave

radiation at approximately 55� from vertical. Two channels
operate at 6.9 GHz, which corresponds to a wavelength of
4.3 cm in free space. The two channels measure the
brightness temperatures TB(V) at vertical polarization and
TB(H) at horizontal. The polarization ratio

P ¼ TB Vð Þ � TB Hð Þ
TB Vð Þ þ TB Hð Þ ð2Þ

quantifies the polarization effect, and therefore provides an
indirect measure of layering in the snow [West et al., 1996].
[15] Winebrenner et al. [2001] analyzed data from the

Scanning Multichannel Microwave Radiometer, a forerun-
ner to AMSR-E. Comparing these data with in situ obser-
vations from the dry snow region of Greenland, they found
that polarization P was higher for sites with low accumu-
lation rate a.
[16] Winebrenner et al. [2001] investigated the reasons

for the relationship between polarization P and accumula-
tion rate a by analyzing density profiles from snowpits. The
snowpit profiles show that the density stratification at sites
with high accumulation rate tends to have less variance on
scales similar to the wavelength [Winebrenner et al.,
2001]. Density stratification on this scale should have a
strong control on polarization, according to numerical
simulations of the reflection and transmission of thermally
emitted microwave radiation within the snow deposit [West
et al., 1996; Winebrenner et al., 2001]. In the simulations
the snow-cover was modeled as a stack of layers, with
density and thickness selected at random for each layer, to
produce realistic density profiles. The simulations predict
that greater variation in layer densities (on the wavelength
scale) will increase polarization for the low accumulation
rate sites above that of high accumulation sites, and this is
what is observed. The simulations also show that thin,
high-density crusts, a few millimeters thick, can influence
the polarization considerably [Surdyk and Fily, 1995;
Winebrenner et al., 2001].
[17] Aside from randomly varying deposition densities,

another potential source of density layering is seasonal.
Density differences between summer and winter snow
layers are commonly observed in polar regions. In central
Greenland, seasonal density variations are neither large
enough nor sharp enough to contribute effectively to the
polarization at 4.5 cm wavelength [Winebrenner et al.,
2001]. On the Antarctic plateau, accumulation rates are
much lower, so the annual layer thickness approaches the
scale of the wavelength. Periodic density stratification on
this scale would generate reflections and polarization.
However, for such small annual layer thickness (�10 cm),

reworking of the snow by the wind after deposition prob-
ably eliminates much of the systematic density contrast
between summer and winter layers, leaving a much more
disordered layering.
[18] To summarize, a combination of random centimeter-

scale layering and thin millimeter-scale crusts probably
controls the polarization, perhaps with some additional
influence from seasonal layering. A predictive model of
how accumulation rate affects the development of snow
layering and metamorphism on scales of millimeters and
centimeters is presently beyond us. Instead, we shall inves-
tigate a simple empirical model in which polarization ratio
decreases with increasing accumulation rate as a power law
a�q, with exponent q yet to be determined. In addition, we
expect a component P0 of the polarization to arise from
reflection at the air-snow interface as thermal emission
leaves the snow. One possible model for the polarization
then takes the form

P ¼ P0 þ k0a
�q ð3Þ

where the first term describes the polarization of surface
reflection, and the second describes the influence of snow
layering upon the polarization, parameterized as a function
of mean annual accumulation rate a(x). Defining n = 1/q,
k � k0

n, this suggests the following choice of background
field for the accumulation rate

a � k
P � P0ð Þn : ð4Þ

Many of the sintering and vapor transport processes that
generate layering and crusts within the snow [Colbeck,
1991] proceed at rates that vary strongly with temperature
according to Arrhenius-type relationships exp(�J/T). To
allow for this effect, we shall also investigate a modified
empirical model for the polarization which takes the form

P ¼ P0 þ k0a
�qe�J=T ð5Þ

with constant parameters k0, q, and J. Again, the first term
describes the polarization of surface reflection, but now
the influence of snow layering is parameterized as a
function of mean annual accumulation rate a(x) and
temperature T(x). A strong temperature dependence may
also arise if sporadic summer melting produces reflective
crusts within the snow-cover. We expect that equation (5)
would capture this variability better than equation (3).
Note that the optimum choice of k0, and possibly q, will
be different for equation (5) than for equation (3).
[19] Rearranging equation (5) and defining n = 1/q, k �

k0
n and q � Jn gives the following background field for the
accumulation rate

a � ke�q=T

P � P0ð Þn : ð6Þ

In this paper we shall investigate four background fields of
increasing complexity: ordinary kriging (constant back-
ground); the saturation vapor pressure background defined
by equation (1); the polarization only background defined
by equation (4); and the combined temperature and
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polarization model defined by equation (6). All of these
background fields can be viewed as special cases of
equation (6), with either q = 0, n = 0, or both. Here we
analyze the performance of the simpler models in parallel,
to guard against any overelaboration that is not warranted
by the in situ observations.
[20] We wish to be clear that we are undertaking an

empirical study: the functional form of (5) is not predicted
by any detailed theory, and other relationships between
accumulation rate, temperature and polarization ratio, could
of course be imagined. As it turns out, a suitable choice of
parameters k, n, and q allows (6) to describe the relationship
between temperature, accumulation rate and polarization
ratio quite well. In fact, we show in section 4 that this
relationship can explain nearly all the variance in the in situ
observations, except for a component which occurs on short
distance scales (less than 100 km). On the basis of this
observation we will ultimately use equation (6) as our
background field to support the interpolation of the in situ
observations.
[21] Mapping accumulation rate using equation (6)

requires us to evaluate all quantities on the right-hand side.
Polarization ratio P(x) is available from AMSR-E observa-
tions [Cavalieri and Comiso, 2004], except at latitudes near
the South Pole that are excluded from the satellite orbit. T can
be estimated using satellite observations of thermal infrared
emission under clear sky conditions [Comiso, 2000].
[22] We estimated P0 by computing the polarization of

reflection at the air snow-interface for typical surface snow
densities. We obtained a mean value of P0 = 0.035 by
computing horizontally and vertically polarized Fresnel
reflection coefficients for over 1000 near-surface observa-
tions of density from Antarctic snowpits [Goodwin, 1988;
Long, 1961; Pirrit and Doumani, 1961; Stuart and Heine,
1961]. We used expressions fromMatzler [1996] to relate the
density to electromagnetic permittivity. The sample standard
deviation in P0 computed from these density observations
was 0.005, negligible compared to spatial variations in total
polarization P. We therefore fix P0 = 0.035.
[23] The parameters k, q and n still need to be determined.

We leave them as free parameters to be estimated during the

interpolation of the available in situ observations of accu-
mulation rate ai (i = 1, 2. . .N). This approach allows us to
use equation (6) as a background field to constrain the
interpolation, while recognizing that we have no compelling
reason a priori to adopt particular values for k, q and n.

3. Universal Kriging

[24] The interpolation and parameter estimation problem
becomes more straightforward if we solve for the logarith-
mically transformed accumulation rate y(x), defined as

y � ln a: ð7Þ

The transformation has two advantages: (1) it greatly
simplifies interpolation because the frequency distribution
of ln ai more closely resembles a Gaussian than the
asymmetric distribution of untransformed accumulation rate
ai (Figures 2a and 2b), so we can use standard least-squares
methods; and (2) it allows us to optimize the interpolation
and parameter estimation using the geostatistical method of
universal kriging [Kitanidis, 1997].
[25] Essentially, we can write

y ¼ bþ e; with b �
XJ
j¼1

cjXj: ð8Þ

The field e(x) is the residual from a background field b(x)
represented as a linear combination of known spatial
patterns Xj(x) each of which is multiplied by an amplitude
coefficient cj. Universal kriging allows the estimation of
y(x), given knowledge of the patterns Xj and a vector of
observations z. The method simultaneously solves for the
coefficients cj that give the closest agreement between the
background field and the observations.
[26] In our case, the elements of the observation vector z

are the transformed in situ accumulation rate measurements
zi = ln ai, so we have

zi ¼ y xið Þ þ di; ð9Þ

Figure 2a. The frequency distribution of in situ observa-
tions of accumulation rate ai (kg m�2 a�1).

Figure 2b. The frequency distribution of the logarithm ln ai
of in situ observations of accumulation rate ai (kg m�2 a�1).
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with di representing the effects of measurement error,
temporal variability, and short-scale spatial variability.

4. Choosing a Background Model

[27] We investigated four choices of background field.
The first,

b ¼ c1; ð10Þ

is constant everywhere and corresponds to ordinary kriging
of the logarithmically transformed observations. The second
choice of background,

b ¼ c1 þ c2X2;

X2 �
1

T
;

ð11Þ

allows for variations of accumulation rate with temperature
but makes no use of the polarization observed by the
AMSR-E radiometer. Allowing for the logarithmic trans-
formation we have a � exp(c1 + c2/T), so this choice of
background corresponds to using the saturation vapor
pressure model defined by equation (1).
[28] The third choice of background uses polarization

only

b ¼ c1 þ c3X3;

X3 � ln P � P0ð Þ:
ð12Þ

This corresponds to using (4) as a background model.
[29] Fourth, and most generally, we use the logarithm of

equation (6) as a background field, which gives

b ¼ c1 þ c2X2 þ c3X3: ð13Þ

In each case, the Xj are determined entirely by satellite
observations and other known quantities (P(x), T(x), P0).
The coefficients are left as free parameters to be determined
from the in situ observations, so the values of c1, c2 and c3
vary depending upon which background model is used. For
the most general model (13), we have

c1 � ln k; c2 � �q; c3 � �n; ð14Þ

so applying universal kriging, with (13) as the background
field, automatically selects the best values for the
unconstrained parameters k, q, and n (i.e., those values that
minimize discrepancies with the in situ observations).
[30] We characterize the spatial statistics of departures

from each of the background fields by computing their
semivariogram [Kitanidis, 1997]. For now, we assume that
these statistics are homogenous and isotropic. The semi-
variogram of residuals is then defined as

gzz hij
� �

� 1

2
zi � b xið Þ½ 
 � zj � b xj

� �� �� �2
D E

; ð15Þ

where angled brackets represent expected quantities, and the
locations xi and xj are separated by a distance hij = jxi � xjj.

[31] For each background model, Figure 3 shows an
empirical approximation to gzz(h). These were evaluated
at a set of evenly spaced distance intervals using the method
described in Appendix A. All four semivariograms are well
approximated by linear models of the form

gzz hð Þ ¼ aþ bh; h > 0: ð16Þ

The intercept a is similar in all cases and represents the
combined contribution to the variance of ln ai made by
measurement errors, any temporal variations that decorr-
elate between measurements, and short-scale spatial varia-
bility. Clearly, none of the background models can capture
this component of the variation.
[32] The intercept a = 0.1 corresponds to r.m.s. short-

scale variability of about ±30% in ai, when the logarithmic
transformation is taken into account. This is comparable to
the short-scale spatial variability (20%–60%) estimated
independently using ground-penetrating radar [Richardson
et al., 1997].
[33] Turning to the broader-scale patterns, the linear term

bh in the semivariogram shows that residuals e(x) exhibit
ever larger fluctuations at increasing spatial scales. The
semivariograms do not reach a plateau or sill at any scale,
so there seems to be no preferred length scale for relative
variations in the accumulation rate with respect to any of the
background models.
[34] The semivariogram for the constant-background

model (10) has the largest gradient b. By contrast, when
we use the temperature-compensated polarization model
(13), derived from equation (6), the gradient b approaches
zero. This shows that the background field defined by (13)
captures nearly all of the variation on scales larger than
100 km. When either temperature or polarization are
ignored, as in equations (1) and (3), the background field
captures only about half of the broad-scale variability. We
conclude that a combination of temperature and polarization

Figure 3. The semivariogram of the logarithmically
transformed in situ observations of accumulation rate ln ai
(+), and of the residuals of ln ai from the background
models defined by equations (11), shown by triangles; (12),
shown by crosses; and (13), shown by circles.
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is necessary to capture the majority of the variability in
accumulation rate on scales greater than 100 km.

5. Producing a Map

[35] It is important to understand that we are not seeking
to map variations in accumulation rate at very fine spatial
scales. The brightness temperatures recorded by the AMSR
radiometer are representative of a footprint on the ground
that is roughly 60 km in diameter. Given the sparsity of the
in situ measurements, the highest spatial resolution we can
hope for is comparable with the dimension of the satellite
footprint. Since our main interest is in deriving spatial
averages of accumulation rate across drainage basins, the
averaging performed by the satellite is advantageous. The
semivariograms show that point measurements are likely to
suffer from 30% r.m.s. short-scale variations when com-
pared to the broad-scale (e.g., 104 km2) average accumula-
tion rate in the region where the measurements are taken.
Clearly, it is desirable to optimize the interpolation so that
the short-scale variability does not unduly influence our
map.
[36] Similar considerations apply to temporal averaging.

The satellite observations of microwave polarization are
sensitive to layering in the snow that has been deposited
over many hundreds, even thousands, of years, so they
represent a long-term average. The temperature observa-
tions were averaged over the interval 1982–1997 but can be
expected to approximate the long-term mean temperatures
fairly closely, since these are controlled to a great degree by
the elevation of the surface. The most important consider-
ation is that we have chosen the parameters that best fit the
in situ observations.
[37] Table 1 shows the frequency distribution of the 540

in situ observations for which start and end dates are
reported by Vaughan and Russell [1997]. In computing
Table 1, measurements spanning more than 1 decade were
distributed in proportion to the fraction of the total mea-
surement interval that lay within each decade. Broadly
speaking, the in situ observations sample accumulation that
fell as snow between 1950 and 1990.
[38] To produce a map of the annual-mean snow accu-

mulation, we must reduce the impact of measurement errors,
and temporal variability as best we can. It is impossible to
resolve the short-scale spatial variability using the measure-
ments available to us. Rather than force our map to
reproduce every observation we therefore aim only to
represent the broad-scale accumulation patterns. We do this
by the method of continuous-part universal kriging as
described by Kitanidis [1997]. In this approach, a filter is
designed that optimally smooths out the variability that
contributes to the intercept a of the semivariogram, leaving

the best approximation to the longer-wavelength spatial
variations. We defer the details of this to Appendix B.
[39] The outcome of the estimation procedure is a set of

accumulation rate estimates â for each cell of a rectangular
grid in polar stereographic coordinates (defined by the
WGS84 ellipsoid, and latitude of true scale at 71S).
[40] We also consider averages over the major drainage

sectors of Antarctica (Figure 1). We represent the areal
integration of accumulation over some region through a
simple numerical quadrature defined by

Â ¼ Hâ; ð17Þ

with elements of the row vector H being equal to the area
represented by the grid cell if that cell is to be included in
the integration, and zero otherwise. More sophisticated
integration schemes could also be written in this form.
[41] Continuous-part universal kriging is an example of

best linear unbiased estimation (BLUE), for which well-
known error estimates are available under the assumption
that measurement errors, and departures from the back-
ground field, have Gaussian statistics. The details of the
error analysis are presented in Appendix C.
[42] One might argue that the preliminary background

field would itself be a useful map of accumulation rate,
without resorting to the kriging approach. We have retained
the kriging step, however, for three reasons. (1) The slope of
the semivariogram (though much reduced for our chosen
background field) is not eliminated entirely, so there remain
some residual broad-scale patterns that can be removed by
interpolation. (2) By using the background as a guide, rather
than a strong constraint, our map will locally defer to nearby
observations (which may be confirmed by direct inspection
of how individual measurements are being weighted). This
capacity for local adjustment might be important in regions
where the microwave observations are affected by atypical
processes such as melting and refreezing. (3) By accounting
properly for spatial corellation, we expect to obtain better
estimates of model parameters than from a straightforward
unweighted least squares fit.

6. Results

[43] Figure 4 shows the map of accumulation rate. The
main features are similar to previous compilations [Vaughan
et al., 1999; Giovinetto and Zwally, 2000; Huybrechts et al.,
2000]. Generally speaking, high accumulation in coastal
regions gives way to very low accumulation rates in the
interior of the continent. In coastal regions of East Antarc-
tica, slopes that face east typically receive higher accumu-
lation than slopes that face west.
[44] On closer inspection there are differences between

the new map and earlier ones. Figures 5 and 6 show
differences between the new map and the earlier compila-
tion of Vaughan et al. [1999]. There are regions where
differences exceed 100 kg m�2 a�1. Since the same in situ
observations were used for both maps, these differences
must arise from the different approaches to interpolation.
Our analysis suggests that the compilation of Vaughan et
al. [1999] overestimates accumulation rates in the sector
90–120�E, and underestimates accumulation in Marie
Byrd Land 210–250�W, and east of the Amery Ice Shelf

Table 1. Temporal Coverage of in Situ Data By Decade

Decade Percentage

Pre-1950 1%
1950–1960 13%
1960–1970 17%
1970–1980 19%
1980–1990 49%
1990–2000 1%
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70–90�E. Genthon and Krinner [2001] obtain a similar
pattern of differences between a composite of numerical
atmospheric models and the Vaughan et al. [1999] map,
which suggests that the new map may eliminate some of
the discrepancy between model results and compilations
of in situ data. Figure 5 shows differences between the
new map and the earlier compilation of Giovinetto and
Zwally [2000]. Again the general pattern of accumulation
is very similar for the two maps, but there are regions
where differences exceed 100 kg m�2 a�1. Our map has
lower accumulation over Thwaites drainage basin than
either Vaughan et al. [1999] or Giovinetto and Zwally
[2000] which suggests that Rignot and Thomas [2002]
may have underestimated the net loss of ice to the ocean
from this region. Detailed comparisons of the new map
with measurements of the ice-flux drained by the major
outlet glaciers will be needed to assess the state of balance

of various regions, and how this differs from estimates
derived using the earlier maps of accumulation rate.
[45] The error analysis described in Appendix C allows us

to estimate the root mean square error in the new map. This
is plotted in Figure 7, as a percentage of the mapped value at
each location. Generally, the r.m.s. errors are lower than
10%. This means that we would expect a full survey of the
average accumulation within a region about 104 km2 in area
to agree with our map to this precision. We know from our
earlier analysis that any individual snowpit or ice core will
disagree by about 30% r.m.s. because of the short-scale
spatial variations.
[46] The value of including the satellite observations is

demonstrated by performing an identical analysis using the
constant background field (10) in place of equation (13).
Without the satellite information, there would be regions

Figure 5. Differences obtained by subtracting Figure 4
from Vaughan et al. [1999] (kg m�2 a�1).

Figure 6. Differences obtained by subtracting Figure 4
from Giovinetto and Zwally [2000] (kg m�2 a�1).

Figure 4. The map of Antarctic snow accumulation rate
derived in this study (kg m�2 a�1).

Figure 7. Estimated root mean square error for the
accumulation map shown in Figure 4, expressed as a
percentage.
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of large error (up to 40% r.m.s.) far from the in situ
observations.
[47] Spatial averages of the accumulation rate for the

drainage sectors shown in Figure 1 are provided in Table
2. The errors for spatial averages are derived in Appendix C.
These error estimates are also listed in Table 2. Assuming
normally distributed errors, and doubling r.m.s. errors to
give approximate 95% confidence intervals, we estimate the
precision of these spatial integrations at 5–10%.
[48] Table 2 also shows the value obtained by averaging the

newmapover all regions of grounded ice, 143 ±4 kgm�2 a�1.
This is slightly lower than the estimate of 149 kg m�2 a�1

obtained by Church et al. [2001] as an average of studies
published since 1995, but lies within the range of variability
of those studies. We also repeated our analysis, just using the
546 in situ measurements for which Vaughan and Russell
[1997] report start and end dates for the measurement inter-
vals (see Table 1). This changed the average accumulation by
less than 2%, so we consider the average snowfall derived
from themap to be broadly representative of the epoch 1950–
2000. It is true though that field surveys have concentrated
upon different basins at different times. A fuller examination
of temporal fluctuations in accumulation rate, and the spatio-
temporal sampling of those fluctuations by the various field
campaigns that have operated in Antarctica would be useful,
especially if temporal changes in accumulation rate are to be
investigated by comparing our map with future versions.

7. Discussion

[49] The functional form of equation (5) was not pre-
dicted by any detailed theory of snow deposition or meta-
morphism. Nevertheless, the parameters recovered by
universal kriging may provide some insight into the depen-
dence of polarization (and by implication the processes that
control snow stratification) upon temperature and accumu-
lation rate. We estimate the value of q as 1.9 ± 0.3, so
polarization ratio caused by layering varies approximately
as the inverse square of accumulation rate. We estimate the
parameter J as 3500 ± 800 K. This corresponds to a
temperature dependence of the form exp(�E/RT) with
R � 8.314 J K�1 mol �1 being the gas constant, and
activation energy E � 29 ± 7 kJ mol�1, of comparable
magnitude, but somewhat lower, than the temperature
dependence of sintering estimated from empirical observa-
tions of snow compaction in the upper layers of Antarctic
firn [Alley, 1987; Kojima, 1964].
[50] It is impossible to rule out fortuitous correlations

between temperature, accumulation rate, and other factors

that promote stratification, such as wind, solar radiation, or
sporadic melting. Thus we do not suggest that wind, melt,
or radiation are not important in determining the stratifica-
tion of Antarctic snow, only that, if they are important, their
effect upon the polarization can successfully be described in
terms of mean annual temperature and accumulation rate for
a wide variety of snow types and climatic conditions.
Models of the depositional and metamorphic processes
which generate density stratification and crusts have been
developed and tested for Alpine conditions [e.g., Lehning et
al., 2002]. Similar models could be used to investigate the
importance of individual processes upon the stratification
under Antarctic conditions.
[51] Although we do not have a complete physical

explanation for equation (6), it is quite successful at explain-
ing the variation in accumulation rate across the Antarctic
ice sheet. The compilation of in situ measurements is fairly
extensive, so the background field defined by equation (6)
need only provide limited assistance to interpolation. Our
error analysis demonstrates that it is adequate for that
purpose, providing useful information about accumulation
rate in regions of the ice sheet that are poorly sampled by
field surveys.
[52] We must add a caveat that few of the in situ

observations used to derive the surface reflection P0, or to
constrain the background model, come from regions that are
subject to significant melting and runoff, or to substantial
meltwater percolation and refreezing within the snow.
Melting has a strong effect upon the microwave scattering
properties of the snow-cover, so values of net snow accu-
mulation and the errors computed here are at best provi-
sional for ablation and percolation zones and may well turn
out to be inappropriate. Regions where such strong melting
occurs make up a small areal fraction of Antarctica, mostly
confined to peripheral ice shelves.
[53] The error estimates derived in Appendix C are based

upon several assumptions. We have assumed that after
logarithmic transformation, departures from the background
field are statistically similar at all places and in all direc-
tions, so that the semivariogram is purely a function of
separation. We have also assumed that the departures from
the background field have a Gaussian distribution. These
assumptions are common in geostatistical interpolation.
Nevertheless, they have been forced upon us more by the
limited number of in situ observations than by any stronger
compulsion. Further in situ observations might reveal that
departures from the background cannot be regarded as a
homogenous, isotropic, Gaussian field. In that case our error
estimates would need to be revised, and more elaborate
inversion methods would be needed to produce a map. The
assumptions we have made here are perhaps most suspect
near sharp linear boundaries between high and low accu-
mulation. Meteorological effects can cause sudden jumps in
accumulation rate across ice divides so that departures from
the smooth background field might locally be bimodal,
rather than Gaussian, and the departures from the smooth
background field might also become anisotropic and inho-
mogenous. In any case, the limited resolution of the
satellite, and the sparsity of the field observations, means
that jumps in accumulation rate across divides are likely
to be much smoother in our map than in reality. The
effect of this smoothing upon calculations of ice budget

Table 2. Area, Accumulation Rate, and Percentage Root Mean

Square Error for the Drainage Sectors Shown in Figure 1

Sector Area, m2
Accumulation

Rate, kg m�2 a�1
RMS
Error

0–45E 8.72 � 1011 112 5.6%
45–95E 21.1 � 1011 107 3.5%
95–135E 13.8 � 1011 194 2.8%
135–180E 26.8 � 1011 106 3.4%
180–225E 9.43 � 1011 147 2.8%
225–275E 5.82 � 1011 364 4.2%
275–315E 9.97 � 1011 308 3.7%
315–360E 25.4 � 1011 77 2.8%
0–360E 121 � 1011 143 1.3%
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for individual drainage basins should be considered, since
it may apparently transfer snowfall from higher accumu-
lation basins to lower accumulation basins. Given that we
expect this smoothing to operate over a scale of 100 km
or so, we would recommend that basins are combined to
achieve dimensions of order 1000 km, and areas of order
106 km2, for computations of the ice budget.

8. Conclusions

[54] We have carried out an empirical investigation into
the relationship between mean annual temperature, accu-
mulation rate, and the polarization of thermally emitted
microwaves. The microwave emission at 4.3 cm wavelength
was viewed from a direction 55� from the local vertical by
the AMSR-E radiometer. We find that the polarization
varies with accumulation rate according to an inverse square
power law, and with temperature according to an Arrhenius
type relationship with apparent activation energy 29 ± 7 kJ
mol�1. When we invert this relationship for the accumula-
tion rate, it is able to explain most of the variation in in situ
observations of accumulation rate on scales greater than
about 100 km. It therefore provides a suitable background
field to support the interpolation of those observations.
[55] After a logarithmic transformation we performed

the interpolation using continuous-part universal kriging,
a linear estimation method that allows several of the
parameters that define the background field to be esti-
mated during interpolation. Continuous-part universal
kriging removes the short scale spatial variability that
contributes to the variance among measurements. The
method is an example of best linear unbiased estimation
(BLUE), a class of inverse methods for which estimates
of the error may be derived, under the assumption that
measurement errors and residuals from the background
field have Gaussian distributions.
[56] We estimate the effective resolution of our map to

be in the region of 100 km. On spatial scales smaller than
104 km2 we expect accumulation rates to vary significantly
from the gridded values that we obtain from our universal
kriging analysis.
[57] Averaging our map over the major drainage sectors

of Antarctica, we are able to estimate the average accumu-
lation rate to a precision of 10% or better. Averaging over
the grounded ice of Antarctica, we estimate that from 1950
to 2000 the mean annual accumulation of snow in Antarc-
tica was 143 ± 4 kg m�2 a�1.

Appendix A: Estimation of the Semivariogram

[58] The first step in computing the semivariogram is to
use the observation vector z to solve for a rough approxi-
mation b̂ to the background field at the observations sites.
For each in situ observation site (i = 1, 2, . . ., N) we define
the ith row of an N � 3 matrix Xz as [1, 1/Ti, ln(Pi � P0)], in
which Pi and Ti are the polarization and temperature,
determined from satellite observations. The rough approx-
imation b̂ is then defined by b̂ � Xzĉ, where ĉ is the
unweighted least squares solution of z = Xzĉ. The empirical
approximation to the semivariogram for a given distance
interval is obtained by computing the sample mean of
1
2
[(zi � b̂i) � (zj � b̂j)]

2 for all pairs of observations zi

and zj that are separated by distances within that interval.
See Kitanidis [1997] for further details.

Appendix B: Solving for Accumulation Rate

[59] We define a rectangular grid of locations, then seek
an estimate â of the average accumulation rate within each
grid cell. The first step is to solve for ŷ, an estimate of the
logarithmically transformed accumulation rate for each grid
point, using the logarithmically transformed in situ mea-
surements of accumulation rate zi � ln ai. Universal kriging
is an application of best linear unbiased estimation (BLUE).
We write the estimates as a linear combination of the
observations,

ŷ ¼ +z; ðB1Þ

with ŷ being a column vector composed of estimates ŷ for
all grid locations and + being a matrix of weights to be
determined. The weights + are chosen to satisfy the BLUE
equation:

�gzz Xz

XT
z 0

2
4

3
5 +T

M

2
4

3
5 ¼

�;zy

XT
y

2
4

3
5: ðB2Þ

In equation (B2), T denotes the matrix transpose. The matrix
gzz depends upon the intercept and slope of the semivar-
iogram. It has elements a(1 � dij) + bhij, with hij being the
distance between sites of the ith and jth in situ measure-
ments and dij being the Kronecker delta. The matrix gzy has
elements a + bhik, where hik is the distance between the ith
measurement and the kth grid location. The matrix Xz is
defined in Appendix A. The matrix Xy is defined similarly,
but for grid locations, so its kth row is [1, 1/Tk, ln(Pk � P0)],
with Pk and Tk evaluated from satellite observations at the
kth grid point. The system of equations (B2) is designed so
that solving for the matrix of Lagrange multipliers M along
with the weights + ensures the solution defined by equation
(B1) is unbiased, and gives a maximum likelihood solution
for ŷ when errors and departures from the background field
have a Gaussian distribution. For further details of best
linear unbiased estimation and continuous-part universal
kriging, see Kitanidis [1997].
[60] Once ŷ has been determined using equation (B1) and

equation (B2), the accumulation rate â is found by reversing
the logarithmic transformation so that â = c exp ½ŷ]. The
multiplicative correction factor c is needed because the
three-step procedure (transformation, interpolation, reverse-
transformation) would otherwise lead to biased results. We
determine c by requiring that âh i should equal âih i at
measurement locations, angled brackets denoting expected
quantities.
[61] Suppose a is the true accumulation averaged over

the grid cell. Writing zi = ln a + d, and ŷ = ln a + n
implies

aih i
âh i ¼ exp zih i

c exp ŷh i �
a 1þ dþ 1

2
d2

� �� �

c a 1þ nþ 1
2
n2

� �� � : ðB3Þ
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From which

c ¼
1þ 1

2
d2
� �

1þ 1
2
n2h i

; ðB4Þ

corrects most of the bias introduced by nonlinear terms,
when hdi = 0, hni = 0, and d and n are small enough and
approximately normally distributed. We use a, the intercept
of the semivariogram, as our estimate for hd2i. Our estimate
of hn2i is based on the error analysis of universal kriging
(Appendix C). Since a � 0.1, and is considerably larger
than our estimates of hn2i, we obtain c � 1.05 everywhere,
so applying this correction increases the accumulation rate
by approximately 5%.

Appendix C: Errors

[62] If y is the vector of log-transformed accumulation
rate for all grid cells, the error in our estimate is n � ŷ � y.
Following Kitanidis [1997], the error covariance Cnn �
hnnTi, with angled brackets denoting expected quantities, is
Cnn = �XyM � gyy + gzy

T+T, where gyy has elements a +
bhkl, and the distance hkl separates the kth and lth grid
points. When the errors are small enough to neglect terms of
order O(n2), Taylor series expansion of the logarithm (7)
implies that a � â � âDN, where âD is the square diagonal
matrix with leading diagonal â. The absolute error in
accumulation rate � � â � a then has covariance C�� �
h��Ti approximately given by C�� � âDCNNâ

D. When
equation (17) is used to form areal averages, and A
represents the true accumulation integrated over the
selected region, the variance of the error D � Â � A is
given by hD2i = HâDCNNâ

DHT.
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