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Tntroeduction

1. Background

Research currently undertaken by the Woodland Section of the Merlewood Research

gtation of the Nature Conservancy into British semi-natural woodlands has

peen developed from an association snalysis of 2463 sites (Bunce, 1970) carried

out on presence or avsence of plant species. The classification of these

sites has been conveniently referred to 103 groups, and more intensive recording

of site variables on a representative wood from each of the 100 categories
is being carried cut.

While it is reasonably possible to sample vegetative and soil characters
during the course of one or two visits, sampling of climatic variables presents
a greater pro.lem. Basically, five different difficulties occur:

4. Woodland is s deep koundary layer hetween the atmosphere and the soil
and so presents difficulties in the vertical placing of the instruments
especially compared with the siting of the standard instruments of the
Meteorological Office at a height of 1.3 m over mown turf. Standardisation

with dats collection outside this study is desirsble in case corprrisons
are required.

b British woodland is mostiy in small parcels -hich generate local micro-
climates. '

c. Even with continuous woodiand greater friction snd hence turculience
occurs than with mown turf.

d. Even supposing these protlems could have heen overcome and instruments
hud .een set up pgathering data would have uween expensive in personnel
time and equipment.

e. Data collection in this way would not have projected backwards in time
and it is past weather which has partly determined the present vegetation
rather than present weather especially for trees, It is hoped that
the proolem will be resolved oy an snalysis of United Kingdom dzta from
standard weteorological stations. spaced as evenly as possible, over
»5 long a time as possible and using trend surface plotting to vredict
values for intermediate locations. Principal component analysis will
be used to reduce the data and the final estimates will be for ralues
of principal components and/or variables. Tt will be possinle =0 test
predictions from the trend surface model against values at meteorological
stations other than the ones used in this analysis. The predic-ions
can later be used as regressor varia-les in multiple regressions with
a plant production parameter as the dependent variawie,

There are several approaches to the proilem of examining plant/animal response
to climate. First response can le compared with cne vsriable (Wareing 1956)
or with a few selected meteorological varial:les by the calculation o sinmple
correlation coefficients (Hiley and Cunliffe. 1923 Millor, 196%a). 1f carried
to its logical conclusion this procedure results in a large 2rray CF Iregressor
varisbles with perhaps some of the dav or week .efore -nd the addition

of squared or cu ed ve .ues {Fritts 1960).
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Such arrays are then frequentl subjected to multip:e regres=ion analys%s

and suffer from the attendant disadvantages “rising from inuvercorrelations )
etween the regressor variatbles =nd lack of homogenesty in the distribution .
in the -alues {Jeffers pers. cozm. ).  An alternati.e appro.ch has een.

to ealeculete an index of clumste of which estimater of evapotranspiration _
have been the mosl common &d o compare response with this index. The -
approaches of carr;ing out separate principal component anuslyses of tree

growth variables and of site variables 4in severai groups if necessary

followed uy calculating correistion coefficients vetween the components

of the separate analyses (Fourt etal, 1571) or of carrying out a principal
component analysis of the metecorologicsl varisLles Tollowed by an orthogonalized
regression against plant response {(White 1970) are seen as slternatives

which do not suffer from some of the disadvantages of the other methods.

At the same time, it has the advantage that large numbers of variables

can be seréened and reduced O.jectively. Also, the proportion of variaoility
accounted for can ve acourately determined.

Interest in meteorological varianles as regressor variavles in regressions

of plant response on climate does not necessitate further understanding

of the variaples or of particular responses, but has aided their interpretation
ag well as helping to place this study into context with others.

It has been peinted ocut (Seal, 1864) that z variance-covariance matrix

should not be used in an analysis of variables measured in different units,

as, if the units are changed or variaules are standardised, different results

are ¢.tained. If actual values of several variavles are used, or departures -
from means, or standardised departures, Kutziach (1967 ) states that a cross-
pProduct matrix a covariance matriz or a correlation metrix is obtained

respecti ely. and that the Principal components will most resemble the “
observed field the deperture fields or the standardised departure fields
respectively. The use of standardised varia.les determines the extent

to which each varia le st enach ststion ig of Importance in determining
the fori of representation,

In this an-l@gis  the irtrly of enrrelation coefficients is obteined from
the varlancevcovariance matri-- by dividing the corrected sums of products
27 the standard deviations corresbonding £o the . poropri te two vari - Jes
the results ceine equiveient to vaing standordiged vari: jes.

Thus several %tyvpey of prineip-1 component analysis have keen used in meteorological
studies, PFrincipal component afatysis of fields of one variable have Leen

carried out by Crsddock and Fiood (1099), Lorens (195¢) Lungd {1963 ). Perry

(1970)  Sellers (1963) and Stida (1o967).

*

Shorr (19%6) and Veiteh {(1970) have separated ficlds of each varia.le telore
carrying out a brincipal component analysis on ecch.

Christensen and Bryson (1966), Steinep {1965). Kutziach (1967 ), Fourt et

al (1971} Newnhais (1968) and white (1970) have analysed fields of several
variables using matrices of correlation coefficients, Christensen and
Bryson examined voriastion with time (Quring Januasry) at two stations, while
White examined variction st one station, and these analyses show greater
similarity in data, method and oiject to the present one. Stelner and
Kutzbach examined geographieal variation, wheress Fourt et al and Newnham
éxamined variztion in time and in space. Comparisons will be made between
the results from this study and from others at the discussion stage.




2.

Reasong for the fnalysis of Moor House Data

It became eyident that a number of advantages would result from an initial
analysis of data from one station only. This paper describes such an analysis,
sased on data from the climatological station gt Moor House an experimental
site on a National Nature Reserve administered .y the Nature Conservancy.

This analysis was intended to serve five purposes:

A

First. and mainl. snalyses were n-de of dail. values of the varis les

and of five~d~ily monthly snd querterl. meons with the o ject of
selecting the lengih of the ntervals .etieen sets for the conplete

U.K. analyvsis in the hope of achieving lorge econcginies in computing

time and storsge on magnetic Lapes for thot anaijsis Whilst it is
desiravle to reduce the number of variscles for an glven woodland

site to the minimup it is necesssr:; to have some idea how much informstion
is lost in the process and to reach » bslance :setween 1os:s of information
and gain in economy. The deta can be reduced by using longer intervals
end oy taking the values of fewer principal components. It ig therefore
necessary to consider the nature of information lost in reducing the

data. Can the information contained in data with short intervals

and which is lost from data with long intervals. be regarded as Lackground
noise, and has it no greater significance?

The stability of the components can ie considered, both seasonally

and from year to year, If the principal gomponents are stable, from

month to month and from year to year i.e. if the weightings of the

variacles are fairly consistent, the guestion arises as to whether;

if the principal cumponents are empirical functions, they have any
meaning in climatological terms? For instance, do they have any meaning
in terms of the different weather types identified by Lamb (1965}

or do they have any meaning in terms of the phenomena which he (1971,
1972) considers determine change in our climate, namely changes in
hesting and cooling of the atmosphere, zlbedo (due mainly to cloud,

snow and ice) surface temperature of the oceans, insoclaticn to dust

and pollution in the atmosphere. and output of the sun?

The meteorologist is largely concerned with atmospheric dynamics of

which the varizhles we have chosen as significant toc plants are merely
part of the expres:ion at ground level of chenges in the atmosphere.
The empirical orthogonal Tunctions derived in this gtudy sre not thus
thought to be direct expres:.ions of the phenoinen. Lamb considers as
determining elimetic chenre. Should - principel component analysis

of these pherorens e attempted . canonica. gorrelstion anal; sis
between the set of empirical orthogonsl functiosns o tained and those
ovtaned here would thro- some light on this proulem.

For the present study e compsyison with Lamb (1971 1972) is a side-
issue, However. 1t would cppear 1o Le rergonr le thet  within the
terms of this study the preater the stebility of the components

the more meaningful they must ve.

The snalysis provides familiarisation with the datr.
Rasic computer progrems for manipulation and calceulation can oe developed,
There will be Ilmmediste 'spin—off' to other studies at Moor House

notably moorland studies within the International Biologicai Programme;
and to tree growth experiments at high elevations.




5. Moor House znd its Climate .. . . . . . L o

Moor House Field Station is situited in a National Nature Reserve, et 553

m (1840 feet) 0.D. at latitude 54°41'N and 2923'W in the northern Pernnines.

The highest ridge of the Pennines is about two miles to the west, with

Great Dun Fell as its highest peoint at 655 m 0,D, Moor House is in a gently
sloping and undulating area on the headwaters of the River Tees. The vegetation
is of Calluna and Eriophorum on peat with smsll areas of rough grass on

mineral solls. The area Is common land and is grazed by sheep in the summer.

The climate of Moor House and the northern Pennines has been described
by Manley (1936, 1943, 1952). He found it windy, chilly and damp, corresponding
with sea level in southern TIceland. While it 1S much as he expected,
he noted that on rare occasions great extremes of westher were possible,
0f interest in the field of biology, he stated that "relatively small changes
in the wetness or dryness of particular months made a vig difference to
the profitability or otherwise of farming in such a marginal area”". FHe
reperted down-slope Katabatic flow inte the Eden Valley at sunset, and
 expected a similar flow to occur into the Upper Tees valley (now the Cow
Green Reservoir site). This seems unlikely to ogeur frequently  ecause
of the generally high average windspeed. In 1945 Msnley reported on the
Helm wind of Crossfell, = dovn-slope wind of high veloeity which occurs
ont the west side of the sumit ridge when the windspeed at Moor House reaches
Beaufort Force 3 and 2 direction of E to NNE. CGreen (1964 ) plotted a map
of amnual potentirl water deficit Jhich included dats from the lysimeter:
at Moor House. «nd in 1953 commented on the occurrence of & remarkobly
low relstive humidity. Milisr (1964b) descri.ed the climete in rel tion
to the upper forest limit which he considered to ve &t #uout SE4 m 0,T,
Pears (1908) considered the present tree line in the Cairngorms to be Letween
610 and 686 m whereas Pearsall and Permington (1947} found the tree line
in the Lake District between 18% and 45/ m  and these low levels were thought
to be due to wind exposure. Pesrs ouserved the present tree line in the
South Tyhe Valley at 533 m which is close to Millar's estimate. He drew
attention to Simmons' (1962) observations of a tree line on Dartmoor .elow
306 i and cédnsidered this very low level reflected preater oceanicity (and
wind exposure) and/or influence by man from Neolithic Limes ohwards. This
- positive correlation between the tree line and latitude is of some interest
and it 1s hoped that the main analysis may throw some light on it,

-




1T The Datso

Moor House data used here were held on Climatologicsl Land'Surface Punched
Cards (Form 1996). Moor House beiny a Series-3200 Climatologic:l Station
recording basically the seme standard dats (Anon (1968)) as Health Resort
and Agro-meteorological Stations. The datz were an-lysed for the ten-year
period 1960-1969 inciusive.

Sinece the choice of datu for the Moor House analysis depended directly

on the choice made in the U,X, study, the reasons considered there will

be briefly described: data were required for simplicity to be uniform and

on one type of punched card. Tdeally the data should cover the life~span

of the trees for which response will be examined. The longer the periocd

to be included in the analysis, the fewer the meteoroiogical stations with

available records, and a balance had to be found between length of time

and number and eventual distribution of stations, The balance arrived

at utilizes data from 73 stations from 1960-69 inclusive, There are conspicuous
. gaps in. the uplands and it is likely that only the adoption of automatic

weather stations will improve coverage in these areas., These gaps, and

the cooling tendency during the decade, making the data doubtfully representative

for, say, the last 100-150 years affecting present-day mature trees, are

recognised as posgible sources of error in regression relationships of plant

response, Other changes may have occurred which affected this decade.

For example, the Clean Alr Act of 1956 resulted in a steady reduction of

smoke and SO2 in the atmosphere over Britain {Anon, 1971), an effect which

is reflected in improved solar radiation. Plants may, therefore, have

responded to the reduced polluticn, as well as to increased solar radiation.

Tn spite of these difficulties, it is felt that the approach used here

is the best currently available until a longer run of data from more stations

is available on the same cards, making a wider choice of data possible.

1. The Variables

The 3% variables given on the daily punched cards are listed in Table 1.
. 3653 cards were used in the Moor House analysis, Of the 33 variables for
which columng were present on the cards, 8 were absent at Moor House and
at many other stations. Run of wind from anemometer records on the cards,
or from anemograph records separately, 1s availavle at only a few stations
(including Moor House) but Uhis was disregarded at Moor House for consistency
with the main analysis. Of the variables remaining for the main analysis, the
factor which most 1limited the selection of stations was the presence of
a sunshine recorder, '

Of the remaining 25 variables on the cards, the first six were 'labellers1
which were discarded as not being meteorological variables. Present Weather
and State of Ground were discarded as thelr values are coded, and the coded
velues follow several parailel lines. For example, in Present Weather,
increasing heaviness of rain has codings in the 60's, snow in the 70's.

Is snow "worse" than rain or are they of parallel severity? In contrast,
vigibility is coded, but was retained since it has a single, though logarithmic,
scale. .

As estimate of potential evapotranspiration oy the Penman equation was

added giving a total of 18 variables and 65,754 items of data. It may

seem inconsistent to add a derived variable to the others, but this was

done because many authors have ugsed evapotranspiration as an index of climate
to compare with plant growth. For example, Rosenzweig (1963) has successfully
demonstrated a logarithmic relationship between the above-ground net annual
primary production and actual evapotranspiration for a great range of sites
{rom Aretic tundra te tropical forest.
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Wind direction is coded in terms of degrees from 10° to 3600 and is unususl
in that vglues can in effect pass from the minimum tg the maximum by &

small change when the wind is backing from 10 to 360°, or vice versa when

it is veering. Values for wind direction were coded by standard Meteorological
Office procedurg from estimates made on the basis of the 16-point compgss,
NME becoming 20° and NE, 500, so that the intermediate values 30 to 4¢

are missing, and so on round the compass rose, so Ehat the resulting scale

is discontinuous, A further complication is that "0" represents a calm,
which is not a2 direction. This value has been retained in the analysis,

but the possibility of representing wind direction in other ways is discussed
- under transformations of variables.

Frequency distributions for daily values of variables during 1961 are given
in Figure 4. The dip in the frequency distribution for windspeed is an
artifact due to the construction of the classes in the distribution: Reaufort
Forces 3 and 4 with mean windspeed of 9 and 13 knots fall into frequency
class 3, whereas Force 5 falls into class 5, leaving no oceurrence in class
4. The dip can probably be ignored in interpretation.

Rainfall is confused with fresh snow depth, since freshly fallen snow in
the rain gauge is melted and measured as rainfall.

In the case of visibility, "<" and "y" on the cards were interpreted as
-2 and -1 respectively by the card-reading programs,.

Frequency distributions in Figure % indicate that relative humidity has
- a negatively skewed distribution, whereas rainfall, duration of sunshine,
total and fresh snow depth are positively skewed.

Other expressions derived from the variables used here have commonly been
calculated, often in association with threshold values. The aim has teen
to find an index which shows a high correlation with plant or animal response,
Examples are length of frost free period {days), length of growing season
-{when the mean temperature is above 42 F}, degree days above 420F, nunoer
of days of gale, and the Penman estimate of potential evapotranspiration.

As mentioned above, the last of these indices has been ineluded in the
analysis.

The other expressions could have veen conputed and added to the existizg
array, Increasing the number of variacles in this way would have caus
practical difficullies in computer storage requirements and in interpr
of the principal component analvsis. More seriocusly, there azre other
to the use of such derived varisbles, First (and practically) each exrre
associated with a threshold value must be correlated with the variable

it is derived from in a regression equation, with a constant depending

on the value of the threshold., Hocker (1956) for instance noted a hiz:
correlation between length of the frost free period and winter tempersTire.
When the relationship between meteorological variables or their empir:zal
orthogonsl functions with plant or animal response is eramined by mul-ipie
regression, a single combined regression constant results which achieves
the same end in a more economical manner.
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Second, and theoretically, plant and animal Tresponse are related to t-az
environment through an essentially multivariate situstion, It is nat,
therefore, surprising if the calculated derived variable is not highl:-
correlated with response. When tree growth near the Aretic Circle is _irited
by summer temperature, and near the Sahara by mdisture5 it can anly L=

a multivariate approach that holds any hope of successfully explaining

toth situations, and those in wetween, by a single model,




2, Error Detection and Correction

Figure 1 shows the basic method adopted for the correction of errors in
large date matrices, 'large” being defined for this purpose as a size above
which it is uneconomic to examine each ltem by eye. The method uses three
computer programs applied to one year's daily data at a time. The program
SNt identified items more than # times the standard deviation from the
mesn, and functions well except for variables:with skewed distributions

such as rainfall and snow depth, ~ten or so items above the mean being identified
each year, These are considered in relation to experience at the particuliar
station, and are mostly accepted. SEDA is used for identifying the set
nurber where an erroneous maximum or minimum values ocecurs, -for instance

a negative value for ralnfail. ’

The Meteorological Office, and Mr. A, Millar of the Nature Conservancy,

in the case of Moor House data, were consulted where values appeared unacceptable,
and replacements were made using the program REDA which reads the data

to the particular set number, The program MMS has been used ( see Figure

2) to check that the correct variables have been selected from the basic
magnetic tapes. It is recognised that some errors probably still exist

in the data, and that error correction as taickled removes only those furtihest
from the mean. The aim can only be to keep errors down to an acceptable
level in a matrix of the size involved here {(with nearly 66,000 items of
data), A number of card-punching errors were found but the mogt common

error at the observer lesvel was the appearance of odd values of relative
humidity, suggesting the wet bulb had been mis-read by 5 or 10 degrees.

Blanks on cards Were read as zeros by the program CTOP, and occurred for
vapour pressure, relative humidity and dew point during Decemver 1962,
The zeros did not appear as esceeding 4 w 8D from the mean in SVN4, but
as erronecus minima.

3. Preparation

Figure 2 shows a schematic network diagram for the preparation of the final

13 variables which incorporates Figure 1. The preparation stages consisted

of translation of the data into a form the computer could use, errcr correction,
selection of variables, and the addition of the Penman estimate of evapotranspiralil
for which the method of computation is that given py Smith (1967 )., Tre
variables from which the Fernman eatimate is derived are windspeed, variour
pressure, mean dally maxinum and minimun temperatures and durallon of zright
sunshine, together with half the calculated daylength and potential sc:ar
radiation per unit area al the Lop of the atmosphere. The method usec

ta caleoulate half the daylength is given by Frank and Lee (1966), and -hat

for solar vediation by Sellers (1965)., HMethods are described Turther In

the specifications f{or computer Hrograms, PENM, S0IM and 3LAM respectiely.
Frequency distrivutions of the variables were also examined since varizicles
with two modes are best avoided in principal gomponent analaysis.




IIT1 Method of Analysis

The scheme of analjsing the data using the method of prinecipal components
is shown im Figure 3. All the work was carried out on a Digital Equipment .
Corporation PDP-3/T computer, The programs sre all availsbtle at Meriewood

- for the PDP-8 and are in 4K Fortran-D language except for SICT and CORR
and EIG for up to 20 variables, which are in 3K Fortran, and CTPOP which -~
is in the machine code PAL-D, C .

‘The correlation matrix program CORR obtains the correlation matrix from

the variance-covariance matrix by dividing through by the standard deviations
cofresponding to the appropriate two variables equivalent to the calculation
of standardised varialles. The program CORR functioned satisfactorily

for reasonable lengihs of paper tape. When tapes became very long, for
instance a daily tape for 10 years would take 8 hours to. read through the
high speed reader, the program was modified to take one year's data at

a time and to produce an intermediate output. These were combined Tor

10 years by the programs CORML, CORM2 and CORF. These did not produce .
overall means, but this was not essential, since these were available for
5-daily data from the CORR Program,

Another modification:of CORR was made in the program CORA, the program

used on quarterly data. Since the program CORR would not run if a variacle

had only zero values, CORA modified zero values of total and fresh snow

by replacing with the insignificant values +0,000% and ~0,0001 on alternate

dates. This modification was required particularly in the third quarter

when no snow fell, but was carried out on all quarterly analyses for the -
sake of consistency,
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Results and Discusion

1. Correlation matirices

an 18 x 18 half matrix of correlation coefficients, without the princigal
diagonal, contains 153 coefficients. In the analysis described by this

paper, 63 such matrices have been calculated and presentation of all these
matrices is scarcely feasible, Only a few of the more important matrices;
selected to show the effect of analysing means of 5-day, monthly and quarterly
data by contrast with daily data, and the stability of the resulils from

one year to another, have therefore been presented,

The analyses made are listed in Table 3. The half-matrix of correlation
coefficients derived from daily values of the ten-year pericd (analysis

8) is presented in Table 5, and illustrates the high degree of intercorrelation
present between the temperature varlables,

The correlation coefficients of Table 5 were compared with those derived
from the other analyses in 53 scalter diagrams. F. amples are given ir
Figure 5, with significance at the 0.05 level of probaoility indicated.

B Stability of correlation matrices derived from data representing
different time irtervals.

A method was required to e amine the degree of stabiliiy of the correlation
coefficient between any given pair of variacles within a series of

matrices of correlation coefficlents. The series examined were ule

ten annual matrices derived from daily data. the ten matrices derived

from daily data for each quarter of each year. and the matrices cerived
from 10 years daily data, and S-dally. morithly and guarterly mearns.

The method used consisted of examining the range of values for tre
correlation coefficient for each pair of variables by means of scatler
diagrams, some examples of whilch are shown in Pigure 5, and allocating

esch coefficient Lo a stapility class, as follows:

Class Description of Each Correlation Coefficient over a
Series of Matrlces

ftable : ALl positively significant, all nen-significant, ov
all negatively significant.

Partly stable Yerying trom positively sigrnificant to non-sigr.i icant
or non-significant to negatively significant.

Unstable Varying from positively sipnificant to negative.r
: gignificant.

Significance was only examined at the single 0.05 level of proozsility.
The choice of a single crilerion, and of this particular criterion,

may L.e open to question, The numver of correlation ccefficients in
the Stable Class in any one series was then used as a stadbllity index
for that series. Clearly. to have e amined the degree of change ver
several levels of probakility would have presented problemg in ~loice
of welgntings, and in sunseqguent reduction Lo one value,
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The method was used for the comparison of the stability of the series

of matrices listed above, with a possible maximum value of the stability
index of 155 for the 18 x 18 matrices without the principal diagétial,
i.e, without duplicates. The method was also used to compare the
stauility of each variable. when examining 17 correlation coefficients
for each of the 15 varia.les, i.e. including duplicates, glving a
possiole maximum value for the stability index of 306. The indices

for mwatrices ahd variables are not therefore comparacle,

The stability of" the matrices of correlation coefficients is used
as an index of the reliability of the analyses. Sta.ility can also
e examined fror the eigenvectors, Comparisons of the two methods
are discussed later,

Values of stability indices are shown in Table 6, The similarity
between half-matrices of correlation coefficients for 10~year runs

of daily data, and of 5-day, monthly and quarterly means (analyses

A, B, C and D) is shown by a relatively high index of 114, The high
stability suggests that any one of these sets of data could be chosen
for analysis without altering the meaning of the resulting analysis
very much, as judged Ly this criterion. :

The fact that seasonal differences are greater than annual differences
is expressed by the fairly high value (98) of the stapility index

for the 10 matrices of correlation coefflclents for the series of
annual analyses of daily data (analyses I to N). This expresses im
other words the wide range of values and the closeness of annual reans,

The range of most variables is reduced in each quarter. This appears
to be tne reason for the wexpectedly low values for the stability
indices for the 10 matrices of correlation coefficients for the series

of analyses of daily dats for any one quarter of each year (analyses
C; P, @ and R).

Some correlation coefficients change from one season to another. This

is expressed in the low value of the stability index of 66 for the

series of 4 matrices of correlation coefficients resulting from 1C

vyearly analyses (8, T, U and V) for daily data of each quartepr, For
example, cloudiness st 0200 houtrs and dry bulh terperature are poglitively
correlated in the first and iasl cuarters, and nesatively correlateq

in the second and tlird gquarters. In olher words, anticyclongs wieh
clear skies are associated with cold weather in winter, and with warm
weather in swmmer, Similar chahges oceour, between seasgons, for ot er
variables which are alghly correlated with cloudiness and dry bult

" temperature., Most Jyearly correlations between cloudiness ang dry

vulb temperature are insignificant (in analyses E to N), Leing cal:ilated
for periods which are too long to Le sensitive to seasonal variati:-n,
in the 10-yearly analyses of daily, 5-daily, monthly and quarterl:
data (analyses £, B, ¢ and D) correlations between cloudiness and
dry ulb temperature are all ingignificant, and thus fell into t-a
stablie class.

Stability of variarles

Values ol the stavility indices for the variables are given in Tal'e
e Wind direction and speed are least stable, followed by rain-
fall. This is in spite of the fact that the coefficients of
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variation for wind direction and speed are similar to those for most
variables {see Table 2), though the difficulties associated with the
quantification of wind direction have already been mentioned.  Wind
direction and’ speed are both liable to sampling error, in that both

are very variable over short periods of time, and both are assessed

more or less instantaneocusly. The low stability of rainfall is expected
since it is positively skewed, and its coefficient of variation is

high (9%.8%). ' ’

Interpretation of Principal Components Derived from Data Representing
Different Time Intervals -

Eigenvalues and the percentage variation accounted for in 10-yearly
analysgs.

The eigenvalues, percentage variation accounted for, and cumulative
percentages are shown in Table 8 for the first 5 principal components

of 10-yearly analyses (A B, C and D) of daily data and of 5-daily.
monthly and quarterly means. The percentage accounted for and cumulative
percentages are graphed in Figure 7.

The curves are consistent. and it is evident that, the longer the
period represented Ly each data set on which the analyses are based,
the greater the percentage of variation accounted for by the first
principal component, 1ater components showing slight reductions. In
other words, the seasonal temperature effect expressed by the first
component bhecomes movre dominant, The caloulation of means has reduced
the variation present in the data in proportion to the length of the
period for which they have been calculated., The second graph in Figure
7 shows that the longer the period represented by the means, the greater
the percentage variation acccunted for by a given number of prinecipal
components, and the fewer the components required to explain a given
percentage of variation, That part of the variation which has been
removed by the calculation of means will be discussed later.

Eigenvectors in l0-year analyses

Eigenvectors for l0-year analyses (s 2, € and D) of daily data and

of Bedaily, momtrly and gquarterly means are given in Table B, Values
greater than +0,7 or less than ~0.7 are underlined and indicate variables
with the most important weightings (Jeffers 1967).

The first principal component for daily data represents temperature
with heavy weightings of all temperature variables, and of vapour
pressure and dew point, btut not of relative humidity percent, The
temperature variables themselves express the zeasonal effects, and
it has mlready heen noted thatl these show high intercorrelations in
the matrily of correlation coefficients. Calculated P.E, does not
appear important,

As the lergth of perliods represented Ly the dala sels ilncreases, additional
variables show important weightings in the first principsl component,

These are visibility. hours of sunshine, snow depth and caldulated

P.E,  in other words the first component iecones a more general e»>pression
of energy. These changes are shown in Fipure 9.
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The second component expresses atmospheric moisture, the important
variables being cloud and relative humidity contrasted with visibility
and sunshine, in the case of daily data and 5-dalily means. Good visibllity
at Moor House is assoclated with dry weather, which may not be the _
case in the lowlands. When the data sets consist of means calculated
from longer periods, the second component changes in character, and
represents cloudiness and reinfall only, and the other variables which
had been important now appear with increased weightings in the first
component, As each component is calculated on the residual matrix
after caleulatien-of the previous cne,-2 ehenge—in-—the character of
the first component necessarily causes changes in the- subsequent ones.

The third principal component for daily data is an index of wind direction
and speed, i.e. high windspeed 1is associated with westerly winds.

This was expected since these variables showed a low, but significant,
positive correlation coefficient in the matrix of correlation coefficients
(Table 5)., When the data sets consist of S5-daily and monthly means,
rainfall is included as an important variable. But when they consist

of quarterly means, the third component changes 1n character considerably,
becoming an index of snowfall, rainfall having already been inecluded

in the second component,

There is one exceptional case where the same varlable shows important
weightings in two successive components calculated from the same data
matrix,  This 1s the case of pairfall in the second and third components
calculated from monthly means,

The fourth component expresses snowfall, except when calculated from
guarterly means; in which case 1t e presses windspeed.

The eigenvalue of the fifth component is under 1, and is therefore

assumed to sccount for an insicnificant part of the variation. In

the case of daily data, rainfall surprisingly does nol appear with

an important weighting in any component before this one. The fifth
comporient for variables consisting of means expresses windspeed contrasted
with wind direction i.e. high windspeed associsted with north-easterly '
winds, cloudiness having a nigh weighting in the case of the guarterly
hesls.

The relative stability between matrices of correlation coeflliclents
caloulated from dally data and 5~daily, monthly and quarterly means
has already been noted. The components show some change, but are

" broadly explainable in the same terms. The first represents energy,

the second dampress, the third windiness (put snowfall for quarterly
data), and the fourth snowfall (vut windspeed for quarterly data).

Value of the components.

The gquarterly values of the empirical orthogonal functions are listed

in Table 11 and are shown graphically in Figure 9, and monthly values
are shown in Figure 1C. The values of the first component show a

strong seasonal trend, The cold winters 1962/3 and 1968/¢ correspond
with the lowest points., Other comparisons with observed weather pattern
will be discussed in a later paper deseribing a cluster analysis of

the results.
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Choice of length of period revresented by each data set.

Two criteria govern the choice of length of period represented by
each data set for the UK, analysis:

1, Cconsistency of the components, which depends on conclusions from
this initial study. Since the components are uroadly explainavle

in the same terms, whatever length of time each data set represgents
the choice seems quite open.

2.  The number of values of orthogonal functions required for each

site, where the dependence of vegetatlon response ig to be examined.

These values will Le used as regressor variables, with values of principal
components of soil varisbles, local topography, and possivly pollution.
Therefore the fewer the bLetter, and quarterly data seem preferavle,

judged by this criterion.

Division of the year Into quarters.

The mean monthly values of the principal components are shown in Plgure
10. 1In calculating quarterly means in this study, each vear has simply
peen divided into four, It is evident from the monthly values of

the first principal component in Figure 11, which is the main expression
of the seasonal affect, that calculating quarterly means based on

a first one calculated from December, January and February, would
maximise the variability more fully than a calculation based on a

first one from Jamuary, February and March. This would give a division
of the year into quarters based on multivariate data., Bryson and

Lahey (1958) worked mainly on North American data, and divided the

year into divisions where the greatest differences in weather appeared
to occur. Their seasons were winter (1 November to 21 March), spring

(21 March to 25 June), summer {25 June to 21 August), and autumn (21
August to 1 November). The late Mr. N, O. Helliwell of the Meteorological
Office has pointed out that each season could be gaild to commence

at Qdifferent times, in terms of different individual variables, For
example spring starts when earth temperature at 1 foot has been above
50°F for 5 days; the water year starts with autwrnn rains when the

soil water deficit is removed, We are concerned with plant response

to climate, and division of the year into quarters for this purpose
should ideally we based on »iologleal criterias thet division should

te used which accounts for the ma. imum variation in response A of
species x. Since this approach is likely to e demanding in ¢omputer
time. and since each response of each species is likely to e gifferent,
and since measures of such dependent variales have not yet .een carried
out, the practical approach would appear to e to divide the year

into four eagual quarters, with a fiprst guarter comprising December,
January and Fenruary.

Principal components resulting from annual analyses of daily data

Consideraile consistency, suggesting stalllity, occurs in the standard
eigenvectors of variables which are important, and even for those
which are not, in the first component, in annual analyses of dally
data (analyses E to N), which are shown in Figure 3. A similar picture
emerges for thne second component. In the third one, however, large
oscillations oceur in variables 2 and 3, with respect Lo variables

16 and 17, suggesting instabitity. Increasing instability ogecurred
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in the fourth component, due to the same twoe pairs of variables agal:.,

but now involving the other variables, with more ingtakbility apsin

in the fifth component, Several attemplts were made to remove the instability
by trying various transformations of the variables, discussed later,

Since the first two components, which are the stable ones, account

for over 60F of the variation, the picture is generally one of ressorahle

stability,

Frinclpal components resulting from 4 analvses of cumulated daily
data of each cuarter for the 10-years {analyses &, T, U, V).

Apparent instability between matrices of correlstion coefficients
calculated from daily data for each guarter, cumulated Tor the 10

years, has already “een noted, aud has een commented on in the instance
of the correlation coelfticients between cloud amount and dry bulb
temperature, and the variat:les associated with these.

The question arises whether this relative instability appears in the
eigenvectors listed in Table 9. The first components of the four
quarterly analyses are again largely temperature, the values being
shown in Figure £. When the eigenvector for a varia.le changes from
an 1unimportantr values (less than 0.7 from the mean) to an ’importaii’
one, ils actual change in value may ie quite small, suggesting that
taking a single value as the criterion of importance is a neceasary
simplification nput nevertheless an overgimplificalion.

In the case of eizenvecioprs of the first component derived from annus’
analyses of daily data (see Figure &), 8% of variables showing impor-ant
welghtings in at least one analysis (i.e. those giving meaning to

the components), show importance throughout the series, i.e, in thie
respect Lhey are stoble, In the case of eigenvectors of the first
component derived from 10-year analyses of daily data, and of ®-dailr

monthly and quarterly means, O of those showing importance in at

least one analysis are stable,

Therefore the relative instability noticed between the matrices of
correlation coefficients calculated from daily data of each quarter
cumulated over 10 years can oe ldentified again in the eigenvectors
of the first component, uzing 2 single criterion Lo determine whether
the values are 'importantT or tunimportant‘, Figure 8 also indicates
that this is accompaniea <y changes over a greater range of values

in the eigenvectors generally. These differences are reflected in
the values of the eigenvectors of the higher numbered components,

The first componeni calculsted from daily data for each quarter cumul:ted
for 10 years again expresses temperature, with minor variations, Tar-h-
terperature has high weightings in the secord and fourth quarters

when it varied most. Grass minimum temperature does not vary much

in the zecond cuarter ang is unimportant. Dey bullb and macimung temperaiure
var® little in the *thirq gquarter arnd are unimportant,

The second component is explained by dampness, cloud and relative
humidity, being contrasted with visioility, sunshine and P.E, The
last variable is no longer irportant in the first componert. no doun-

due 1o its reduced range in esch cuarter, Dry  ull, waximpn and rrass-

temperalures have importarnt welrhitingzs in those quarters wnich corresrond
with the nuarters where they zre unirportant in the Tirs: conponent,
Larth temperature in the ihird quarter however is not Imporsuant in

any ol the first 5 cowponents.
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The third and fourth components are acgain mainly explained by unstable
contrasts between the palrs of variables, wind direction and speed,
and fresh and total snow depth, the second pair being absent in the
third quarter.

Te fifth component is near the significance level, and is explained
oy different variables for each quarter for which it was caleulated.

Background noise is the suggested explanation,

3. Transformatlions of Variables

Apparent instability of the third prinecipal component in meny of the analyses
led to an examination of the structure of the variables concerned {i.e.
daily values for 1961), especially wind direction, which has already been
discussed as being exceptional in the section on variables, although its
coefficient of variation in the case of 5-daily means for 1960-69, was
quite acceptable (0.206). Removing the 13 calms in the 1¢61 daily values
reduced the coefficient of variation from O.%45 to 0.39% (see Table %),
reduction in the coefficient of variation heing regarded as an indication
of behaviour rather than as an end in itself, Two methods seemed possible
for overcoming the ovjection that a small swing could be sssociated with

a change from maximum to minimum and vice~versa. The firsu consisted of
using the cosine transformation.

The second consisted of replacing wind direclion (degrees) Ly two new variznles
0-180 degrees north and 0-180 degrees east. The correlation coefficient
between consecutive seis remained fairly constant., DBolh transformations,
especially the cosine, show increases in the coefficient of variation over
0.39%4, and so the original variable was retained for this analysis.

In the case of the analysis of data for the whole of the UK, and the exarinatlion
of the dependence of plant response, the use of the two varianles 0-180

degrees north and ¢-100 degrees east for wind direction may have some advartazes.
These new variscles may he the best expressions to associale with dependence

of plant response on varying topography, different aspects eing expressed

by the same two variables, From tne point of view of pure meteorology,

vetter expressions mignt we 0-100 HE, and O“lﬁ@oﬂﬁy the first possinly

naximisineg variation from tropical or polar sir stresns, and the lalter

vossivly doing the same for continental to raritime alr stresms. The effes

of producing two varianles expresaing wind direction on maleices of correl=Ticsh
coefficlents and principal cormponents was not exanined.

The effect of the transformation log, (variable + 10,0} was examined on

daily values for 1g6Ll of ile skewed verianles relatlive humidity, rainlall,
hours of sunshine znd total and fresh snow deptiz. This reduced the coeflTi:ler™
of variation of eacr, but tne same distrivbutions occurred within the redusz.
range, Thae offect on eigenvalues and elpenvectors was ingipnificant, Sitre
the caleulation of matrices ol correlatlion noefficients is in effect hasec

on standardised variables, this was to ue expected.
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It seems logical that variables should be chosen for their meaningfulness

for the purpose in hand (investigating the causes of varilation in plant
response) and that any resuliing instability of the third and fourth components
should be tolerated as not being as seriocus as instadility in the first

and second components.

4, Selection of Variables

There are several criteria for the choice of variables. Availability and

ease of measurement have usually assumed importance, and are the reasons

Tor the fact that a third of the variables present are expressions of temperature.
These reasons do not optimize the chieice whicli should be determined by

the purpcse of the analysis, though some compromige is often necessary.

Whether the variazbles are important Lo plant or animal respone and whether

they contribute significantly to the overall variation in meteorological
varialles are the reasons which should govern the choice in this case.

It seems likely that visibility and fresh snow depth (since total snow -
depth is present) are unimportant to plants and animals and should be rejected.
and that calculated daylength should ve included, as being of fundamental
irnportance in expressing the seasonal movemenls of the sun.

A separate principal conmpeonent analysis was carried out on the sixz tempera=-ure
variables, and it was evident that they could be adequately represented

by wet bulb (or dry bulb} temperature, this having the greatest weighting

in the only significant component (see Table 12a).

£ separate principal component snalysis was also carried out.-on the three
variables representing alrborne moisture at screen height, of which vapour
pressure and dew point show high correlation coelficients with temperature,

the results of which are given in Table 12h. These had equally high weigh:iIngs
in the first component, and relative humidity had a hish weighting in the
second component., I'rom these consideralions it seered that the first two
should Le rejected. If, nowever, cloud ancunts was added to these three
variables, it did not appear as the most important varishle until the thirs
compenent, which was the first insignificant one.

Jolliffe (1772) discusses wmethods for discarding veriables in a principal
coirponsut anadysis Dy removing those whilch contribute only an Ingignifican-
part of the whole variation present., There was little to choose between
the 3 zethods he describes except length of computing time. His "1 methoo
couid conveniently oe applied o this study, wiich retains that variable
having the createsi weighting in each sipnificant component {down to an
eigenvalue of 0,71), the calculstions for which had virtually all been
carried out already. The resulis were listed in Tandle 10 in the case of
the four lO-yearlv analyses (A, B, O and D} carried out, and for the dsily
data for 1961, with ihe subjectively-based selection of variasles which
has rteen discussed acove,

In all 5 cases there ig a su stantial measurve of acreerent. Qrily one temn
variable is retained in each analvsis, cloud .eing the only remalning exp
of airberne moisture, Windspeed and direction are retained, sul only winds eed
for quarterly dats, together with snow depth. and rainlall in some cases.
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Tt is encouraging that the variables retained were more Or less those which

Lamb (1972) considered are associated with seasonal changes in climate. These

were roughly changes in surface heat with changes due %o winds snow cover

cloud amount, and transparency of the atmosphere. Visibility is the exception

in being rejected from the 10-yearly analyses in Table 8. This may be because
visibility may behave exceptionally at Moor House, which has already been suggested.
and visibility at ground level 1is hardly a measure at Moor House of what Lamb
appears t¢ have mean by atmospheric transparency, i.e. malnly volcanic dust

and poliution veils, though mist and sea salt also contribute.

It is unexpected that daylength has been rejected because as an expression
of the sun & annual movement, it was felt to be fundamental. The eonclusions
of the separate principal component analysis {Y) of temperature variables,
i.e. that these are adequately represented by one variable is confirmed by
using Jolliffe's "B4" method of selection. The conclusions of analyses (Z1
and Z2) of moisture variables were not confirmed when these were included with
. a1l the other variables, those representing molsture at sereen height have
been absorbed in the first or second components cloud amount appearing with
greaster importance as the main variable of the second component {except in
the case of the analysis of aquarterly means). Rainfall does not appear an
important source of varistion in the analysis of 5-daily and montthly means

5. Comparigon of Interpretations of Principsl Components with'Other Workers

Comparisons between interpretations of principel components derived in this

snd other studieg is not simple. It is compliceted .y the choice of meteoralogical
varisiles, their periodicily, end by the addition of derived varisbles as well

as by the possible addition of topographical varisbles and geographical c¢o~
ordinates. Table 13 summarises interpretations fvom rele.r~nt studies end
underlines the differences due to the above caures, though temperature (or

more widely energy) appesrs constently in the first component. -



Conclusions

1. Within this study

Stable correlation matrices resulted from analyses {A, B, C and D) of 10~
year runs of daily data and of 5-daily, monthly and guarterly means. Iess
stable matrices resulted from 1l0-year runs of daily data from each quarter
(analyses 5, T, U, V). The first five components accounted for 31 to 93

per cent of variation. In general, the first component expressed temperature,
the second dampness, the third windiness and the fourth snowfall. Some
instability resulted in the components from wind direction and speed.

The removal of redundant variables by Jolliffes "B%" method lefi one’ temperature
varisble (dry bulb or marimum). cloud cover, windspeed and direction, rainf@ll
and snow depth as the main sources of variation, These corresponded closelw

to Lamb's {1972) assessment of the sources of seasonal change in climate,

except that visibility eas an equivalent of atmospheric transparency, wes

not retained, :

2. For the Study of Stations distributed over ithe United Kinggom

Economy in the U,K, analysis can be achieved by using data consisting of
monthly or guarterly means, since the present study has shown that little
chenge will result in the meanings of the principal components by doing

gso, This choice will enable fewer values of the principal compenents to

be estimated for each site, and will result in economy in the subsequent
analysis relating plant response to the environment. Quarterly means should
preferacly be calculated on the alternative Lasis discussed. An analysis

of annual means is a possibility which should be examined, but would have
been inapplicable for data of one station, because of the close similarity
between annual means. Suceh an analysis would give even greater economy.

The use of separate analyses of guarterly data is not beneficial since
this is associated with a reducticn in stapility, as well as the obvious

diffieulty that the seasons do not begin and end on single arbitrary dates
over the whole United Kingdom,

Transformation of variables doss not zreally alier the results wien the
correlation matrix is in effeclt calculsted from standardised varlsbles.

Reduction in the number of variables has heen carried oul {or this one
station, and it would be possible to represent most of the variation preser..
by variables shown in Table 10, which do not exceed 7 in number.

When the factor of geographical variation is added in the U.K. analysis,

it is possible that different veriables mary appear as the maln sources

of variatlion, and that reducing the number of varial:les may not retain

the same selection which resulted here., Cost of computing time may meke

a selecltion necessary, however, .efore carrrying out a principal component
analysis., Thouglh the addition of daylength does not appear important here,
it is thought that it may we important to inelude it in the U,K. analvsis.
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VII Summary

Prinecipal Component analyses were carried out on recoprds from the Moor -
House Climatological Jtation over a period of ten years, based on daily

data, to which the Pemman estimate oi evapolranspiration was added. Analyses -
were compared of lO-years!run of data with 5-daily. monthly and quarterly i
means, and with 10-years'run of daily data divided intc guarters and with

annual analyses of daily data. The effects of transforming variables and

of reducing nurbers of variables were also examined, # total of €3 correlation
wmatrices were calculated, Essentinslly the first four principal components

expressed temperature, dampness. windiness and snowfall respectively, and

the first five accounted for 31 to 93¢ of varisbility, The anslysis provides
information for a principal component analysis of data from climatologiceal

stations scattered over Llhe United Kingdom, for which it forws a pilot
study,
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Table 1

No. on
- ecard

o S - R
EEREREGREE o ouw swn e

=]
s

i,

o
(e

21
22
3
2k
25
26
27
23
29
30
o2t
a2
33

Data contained on Climatological Land Surface Punched Cards Form 189G

Name

Station no.

hour' cf obsgervation
year'

month

Shaw week

day

cloud amount

wind direction
windspeed
visibility

present weather -
dry bulb

wet bulb

vapour pressure
relative humidity
dew point ok
maxitum temperature
minimum temperature

accunilated temp. above

32

accumulated temp. above

3]

42T *
grass minimum
bare soil minimum

*

earth temp. at 4 ins depth
ins depth
foot depth
Teet dept!
feel depih

-~
2

earth temp. at
carth temp. at
earth temp, at
earth temp. at
rainfall™
state of grounﬁ
total sunshine
total snow depih
fresh snow erth
run of wind
Estimated P.E,

+ GO

*

Units

~8ths

" degrees
‘knots

s gode
“eode

T
%&y T

o o 00 G0
=g

j *o)

7
Inches
code
hours
inches
inches
miles
inches

Permissivle

Range
on cards
0 to 9
O to 360
g-to 189
- 2 to + 9
00 to 99
0-to  199.9
0to  99.9
O to 99.9
O te 100
9% to + 99
S 0to 99
O to 99
O to ac
o to o
9% to +  G9
=90 to + 99
~99 to + 99
59 to + 99
-99 to + 99
-9¢ o+ ot
-9G to + 99
0 to 3. 99
00 to Q0
0 to 1G.0¢
O wo g9
0 to go
G to 1,999

{not on cards)

A = absent
Moor House

A

e = e

No. -af
variables

used in
Moor House

analysis

e L0 B i S

e
H O\

i2

15

14
15
16
17

183

* these variables are daily totals or extremes for the 24 hours ending 09.00 hours
Others refer to instantaneocus readings.

.M, T,



Table 2 Summary of Variables and from 19G0-09 5-daily means (n = 730)

WO O W O

- Variable

Cloud amount
Wind direction
Windspeed
Visibility
Dry bulb temp.
Wet bulb

V.Pl

R.H. &

Dew Point
Maximum temp,
Minimum temp.
Grass min.

Earth temp, at 1 ft.'

Rainfall

Total sunghine
Total snow depth
Fresh snow depth

-P.E.

Minimum

0.300

- 32,000

1.600
1.200
18.82

17.90

2,930
50. 600
14,600

25,500

7.300
5.400
31,420
0. 000
0. 000
0,000
0. 000
-0.030

Mean

6,609
207 .. 497
12,266
5.662
b1 4g2
%0,208
8,342
39,961
33,423
46,359
35.283
31,981
43,025
0.210
2,952
0.799
0.254
0. 037

Ma. imum

9.00
344, 000
28, 000
8.700
63.250
59,040
15,530
100. 000
56. 400
70.200
54,600
51.200
57.500
1.¢38
13,740
16,400
© 6,300
- 0.180

3.D.

1.425
6l.332
4,302
1.2¢3
9.301
8,473
2,518
7932
8.151
9.833
8.373
8.593
7.236
0.199
2.403
2.05%
0.752
0. 081

Coefficient .
of varistion

0.216
0.290
0.395
0.225
0.224
0.21),
0.302
0. 083
o.212
0.212 -
0.237
0.269
0.163



Table 3 List of Analyses carried out

Correlation Matrices were calculated for all combinations of data and lenpgth of period
indicated.

The iast column gives an alphabeticazl index which provides a orief methed of referring
to each analysis in the text.

Correlation
Matrix Eigen-
Data Period Covered only veelors
Daily 10 years together A
h-daily 10 years together B
monthly 10 years topether C
quarterly 10 years togetner D
Daily 1960 B
1061 F
1062 g
1663 H
1064 I
1965 J
1966 K
1967 L
1963 M
1969 N
Daily 1st guarter, exch year sepavately 0 (1-10)
’ ond quarter, each year separately P (1-10)
3rd yuarter, each year separately ¢ (1-10)
hth quarter, each year sepavately R (1-10)
Daily 1st guarter, merged 10 years 3
2nd querter, merged 10 years T
Zrd quarter, merged 15 years i
Aih guarsers, nerdged 10 years A
Daily, but varialles 1061 W
3, 14, 15, 16, 17, '
189 fransformed to
log, (ver. + 10.0)
Daily, 13 variables 1961 X
daylength: 2 variables
for wind direction:
less visibility and fresh
snow depth
Daily tewmperature variables 1961 ki
only
Paily, 3 moisture variables 1061 Z1

Daily, # molsture varia-les 1661 722



LTI R wf y 1 i kEB et =Te Il oyt sereags (o | ] g U - e .. . . o
Tavle 4 Effecls of trensforting some Veriasbles, especizlly on iheir Coelficienls ol Varialion {1501 daily values)

a = 363
o Transformation
. o150
Veriable Calms Loz
No. HNam Original reroves cosi g
ame Criginal reroveds Casine (var, + 1C.C
(n = 332) ¢.613

2 Wind direction 0. 445 0.360 0, 7E5 4,450

3 R.H, & 0.1252 . - - - 0, 027

T Rainfall 1,716 - : - - 0. 015

is Sunshine 1,141 - - ~ o.omm

16 Total snow depth 3,374 - - - 0. ovs

17 Fresh snow depth 5.106 - - - m.zmw
Correlation coeff. 2 Wind direction 0. 385 oL LY 0. 540

Vetween : . 0 322
congecuti-e sels .

No. of occasions witn chanze celweesn cohsecut] e sets of i
ezceeding half the range: rarisble 2 . rD
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Table & Stability of Matrices of Correlation COeffidieﬁ%s (compared with 0.05

10

10

10

10

io

10

level of probability; counting each correlat

total number = 153)

Correlation Matrices

years' daily 5-daily, monthly.
quarterly (4 analyses) (degrees of
freedom = 3653-2, 730-2, 120-2,
40-2 respectively) (enelyses £ B
C D)

annusl enalyses (daily data)
{2€5-2 d.f. )} {analysis E %o N)

anglyses: 1lst quarters (deil: date)
(90-2 ¢ 1.)

snalyses: 2nd auarters {daily,dapa)
(002 o . f.)

anglyses: 3rd quarters (daily data)
{o0-2 a.f.) :

analyses: 4th quarters (dally data}
(on-2 d.1f.)

anglyses of 10 years' run of lst IERd,
3rd, and 4th quarters separately

(000-2 a.f.): (enalyses O, P, & R)

66

Stability Class
" Partly
statle

37

33

Qlf

ion coefficient once only;

Instable

10
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0

Eigenvelues onl Standardis < Eizen: eniors for ihr Firet Five Privicips1 Comnpo .

_HN.UHO l .
of Daily Daie, and 5~Peilw, Monthly and Quarteriy Means.
1st Principal Component
No. Variable Data
H5=daily Monthly
1 Cloud -0,165 ~0,246
2 Wingd direction 0. X777 0,335
3 Windspeed -0.161 -0,273
4 Visibility 0. 427 0,71
5 Pry bulb 1.000 0, 995
6 Wet bulb 0, 8 Q. 905
7 V.P. 0, 2 2,955
3] R.H. =0.555 =0.777
g D.P. 0. M5 o.mmw
10 Max. temp. 1.000 1,000
11 Min. temp. 0, 909 0.921
1z @rass nin, - 0,88 0,926
13 Seil temp, 1 ft. o.mmw 0.9
14 Rain -0, 112 -0. 130
is Sunshine 0,501 0.767 .
16 Total snow -0.585 -0.66G
17 Fresh snow -0, 524 -0. 631
18 P.E. " 0.8¢2 0,863
Eigenvalues - T.Y3 9.15 10.3%
% variability A4, 06 50, 84 60.16
Cumulative . 44,06 50, B4 60,16

(Eigenvectors over +0.7 or less than -0.7 are underlined)

Quarterly

=0, 364

g 0f Trin-Vepriy AinaVYses

2nd Prinecipal Component

5-daily

1.000

0. G532
C.377
~0. 749
0. 087
C.15%
5.326
0,807
G.366
~0. 003
0.356
0.525
0.102
0.6308
~Q, 420G
~C. u.m.w.
~0.019
~0. 406

3,12

[
£3,17

Data .
Monthliy

1.0C0
0.431€
0,418
-0.526
0.126

0.205
0.277

0.676
0.320
0. 065
0,277
0.393
0.163%
0.776
-0.€20
=0.305
-0.315
-0, 412

2.3
'13.00"
73.16
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_ Table & cont’d

3prd Principal Component _ 4th Principal Component : 5th Prineipsl Component
Data Data . Data ;
Dally H-daily Monthly  GQuarterly Dally 5=-dalily Monthly  Quarterly Daily 5-daily Monthly  Quarter

0. 024 ~0,131 -0, 441 0.315 0.031 0,074 0.244 0. 167 0,153 0.116 0.253 ©.312
., 080 1,000 1.00¢ 0,649 ~0. %409 -0, 289 0. 055 -0, 530 0.250 ~0.759 -0. kol 0. B1n
| 1.0C0 0.515 0,927 0.122 -0.299 -0.106 -0.028. ~1,000 0.262 1,000 1. 000 1.00C
| 0.205 0. 454 0.556 -0.185 -~ =0.227, -0, 214 -0, 164 -0.395 ~0.133 -0. 168 ~0. 15k -0, 304
-0.013 -0, 039 -0, 069 0.083 - 0.121 " 0.106 0.116 0. 080 ~0, 043 -0, 03€ 0. 0453 0,11¢
-0, 030 ~0. 055 -0, 085 0. 059 0.102 0. 090 0.12). 0. 104 -0. 027 -0. 43 0. 44 0.12u
~0. 080 -0,105 -0.158 0. Ol7 0.138 0.1%5 0.196 0,197 ~0,01" -0.110 0 028 0. 14
-0, 109 -0,135 -0.208  ~0.322 -0.103 -0, 137 -0. Q46 Q.71 0.105 -0.17 -0 04 0. O
-0. 057 -0, 033 -0.135 0.01" 0.076 0.072 0.126 0.3 -0 002 ~0.0.7 0.0%3 G. Tz
-0. 055 ~0. 040 -0.045 - 0.081 0.127 0 0¢1 0. 09 0.053 ~3 031 -0. 025 002 005
0. 134 0. 046 0.006 - 0.113 - 0 074 0.100 o 136 0,031 0.07% 0.03? 0. 03¢ 012
0.1¢3 0. 042 -0, 14, 0,058 00> 0 127 0.202 013 0 40 0 032 013 O 22(
-0, 006 -0. 05 R VIRERS o.o2 0.1 0186 3.22€ 0 230 -(0.022 - i -0 04T 0 42
0.539 0.709 0,762 ~0. 144 0.013 O 142 0. 240 -0.18% -1.000 ~0 186 -0 han ~0 08
0. 096 0.127 0.262  0.353 0.138 0 ¥o - 0. 05¢ ~0. 230 00 ¢ 0 217 0.782 -0.103
0.320 0.165 0.130 0,329. 0.809 0.91% 0.930. 0 25 “0..020 -0, 22 0 o4 -0.002
0. 445 0.185 0.17% 1,000 1.000 T, 600 7. 000 Q.29 0.13€6 ~0. 0E 0.1¢2 -0.13°
0.25 0,186 0.173 0. 531 0.10 o 25k - R -0, 106 0.112 Q.33 0.223 0.22C
1.28. 1.49 1.2t 1.0k 1.21 1.26 1.09 0, Gh 0.36 - 0. 0 0..3 0. 4L
713 8.30. €.9¢ . 5.80 6.69 7.00 6.0% 5.24 4.78. 3.8¢ k.08 >.82
70.20 . 76,47 . 80.15 . 84,10 . . 6.89. 83,47 B€.10 8¢.34 81.6; 37 .33 90. 27 05, 1¢
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Table G cont'd

Component

3

~0. 005
-0, 005
~0. 003
-0.002
0. 005
0. 005
0. 006
~0, 003
0. 006
0. 008
0. CO4
0.0
~0. 018
=0, OOk
C. 004
1.000
1.000
0.002

2.00
11.131

64,87

Convergence was not achieved 1r. %0 mins, for the S5th

0.511

1.53
B.53
66,72

1

0.25%
23000
=0, W.MDMI
-0.274
-0.{13
-0, (40
-0.(92
-0,121
-G, (72
-0.(30

0.142

71

0.297
-0, €62
-0, (66
~0.3156
~0.100

1.12
6.20

70,26

h4h Principszl Component

U.

~0. 0S0
~0, 736
-1, 000

m————F

b O- 1 \.“

0.1€7

0. Y70
0.14€
0.012
0. 154
0.151
-0. €40
~(. 726
~0. 025
-0,132
-0, 164
~0. 002
-0, 002

0.692

1.60

8.87

._Nu.ﬂr'

principsl component of the

6.27

72.99

u

0, 28%
Q.3¢€4
1. 000
-0. 020
-0.3M4
-0. 271
-0.192
0,236
-0,185
-0.539
~Q, 052
0.085
0,730
-0,573
-0, 250
-0. 606
-0.306
0,013

1.03
5. 7%
76.10

2nd quarter.

“th Principel

2

Componernt

3
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Table 11

1960

1961

1968

1965

1964

1965

1966

1067

1969

Quarterly values of Empirical Orthogonal Functions Derived from First

Five Principal Components of Ten-yearly analyses of Quarterly Data
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Table 12a Eigénvalues an& Standarised Eigenvectors of SiX Varisples evpressing
temperature (Daily Values for 1961) for the First Four Principal
Components (Analysis Y)

.fVariable ) ' : ;Component
| 1 2 3 y

Dry bulb — 0.997 0.325 0.418 0.379 .
Wet bdulb 1.000 0,165 0. 444 0.540
Max. ' ' 0.954 0.659 0,140 -1. 000
Min. Q.G70 -0.501 0. 024 Q.127
Grass min. 0,901 -1,000 -0, 096 ~0. 406
Earth at 1 ft, - 0. 930 0. 384 1. 000 0.300
Eigenvalue 5,21 0.&5 ; 0.21 0. 08
% Variability 86.95 £.19 3.43 1.31
Cumulative % . 86,95 ok, 34 9757 93.88
Correlation coefficient between dry bulb and wet Bulb  0.986 ) Simn. et
Correlation coefficient betweer wet Bulb snd gracs min. 0,806 ) 0. 001 level
Correlation coefficient between dry bulb snd grass min. 0 3 of pro -
: . abildity

Table 12b Eigtenualues and standardised eigénvectors fotjthe first three components
of variables representing airvorne moisture ot screen height calculated
from daily data for 1961 (analysis Z1)

Variaole ‘ Component'
1 2 )
VépOUr pressuré (m:) 1.000 -0, OOk 1.000
Relative humidity (%) 0. 000 -1.000 . 0.00%
Dew point (°F) - 1.000 ~0., 004 ~1.000
Eigenvalue . 1.97 1.00 0.03
% Variability - €5.63 33.33 0.99

Cumulative ¢ 65.63 99.01 100, 00
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Figﬁre 1

Do loop
for gach
mini mam
maximim
and
tarror!

FPlow diagram showing method of ecorrecting large matrices of data on
punched paper tape (Computer program names in capitals)

Data

SVN4, Calculate min, mean, max, and 5.D.
Print out set po. variable no. and velue: of items

. exceading L x”‘.} D. from ‘the, mean (= "errora").

Examine

LI

Accept Re ject Accept

Search dzta for unreasonzble

value identify set no,

REDA - Read to given set no.

' Examine all variables of that
8 s2t and adjoining sets

Discuss with observer/
Mot, officer

Calc./accapt new velue

Mark and cut tape
Reed set onto disk, BReplace value,
Punch new set. Splice in.

SVNy Repeat

% ‘Examine. - Repeat above if valudsdrefdcted.

i

Corrected Data
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