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THE BIGGER PICTURE Recent reports of global biodiversity decline make it more important than ever to
monitor biodiversity so that we can detect changes and infer their drivers. Online digital media, such as so-
cial media images, may be a new source of biodiversity observations, but they are far too numerous for a
human to practically review. In this paper we apply an AI image classifier, designed to identify plants
from images, to social media imagery to assess this method as a way to generate new biodiversity obser-
vations. We find that this approach is able to generate new data on species occurrence but that there are
biases in both the social media data and the AI image classifier that need to be considered in analyses. This
approach could be applied outside the biodiversity domain, to any phenomena of interest that may be
captured in social media imagery. The checklist we provide at the end of this paper should therefore be
of interest to anyone considering this approach to generating new data.

Proof-of-Concept: Data science output has been formulated,
implemented, and tested for one domain/problem
SUMMARY
The increasing availability of digital images, coupledwith sophisticated artificial intelligence (AI) techniques for
image classification, presents an exciting opportunity for biodiversity researchers to create new datasets of
species observations. We investigated whether an AI plant species classifier could extract previously
unexploited biodiversity data from social media photos (Flickr). We found over 60,000 geolocated images
tagged with the keyword ‘‘flower’’ across an urban and rural location in the UK and classified these using AI,
reviewing these identifications and assessing the representativeness of images. Images were predominantly
biodiversity focused, showing single species. Non-native garden plants dominated, particularly in the urban
setting. The AI classifier performed best when photos were focused on single native species in wild situations
but alsoperformedwell at higher taxonomic levels (genusand family), evenwhen images substantially deviated
from this. We present a checklist of questions that should be considered when undertaking a similar analysis.
INTRODUCTION

The ever-growing number of digital sensors in the environment

has led to an increase in the amount of digital data being gener-

ated. This includes data from satellites, weather stations, data

from ‘‘internet of things’’ devices, and data collected by mem-

bers of the public via smartphone applications, to name but a

few. These new sources of data have contributed to the era of

‘‘Big Data’’ characterized by large volumes of data, of numerous

types and quality, being generated at an increasing speed.1 This
This is an open access article und
presents challenges and opportunities across a number of do-

mains, including water management,2 camera trapping,3 and

acoustic4 analysis. To process these data into useful information

there are many tools available, including classical statistical

analyses5 and classification by citizen scientists.6 However, at

some point traditional approaches may become inefficient or

even impossible given the volume, diversity, and heterogeneity

of these data. Storage, exploration, curation, and revision of

data may have to be re-thought to allow for their quick and effi-

cient transformation, annotation, or analysis. This is particularly
Patterns 1, 100116, October 9, 2020 ª 2020 The Authors. 1
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difficult for multimedia data which are typically much more com-

plex than other data types. For example, biodiversity and envi-

ronmental records in the form of audio, video, or image files

are typically larger and more complex than text or numeric

data. Large-scale analysis of multimedia data has only been

possible in recent years since the development of large compu-

tational facilities, both academic and commercial. Regardless,

the analysis of multimedia data is often further complicated

because of their non-standardized methods of acquisition, with

highly diverse devices, sensors, formats, scales, environmental

contexts, and taxonomic scope. Building efficient, scalable,

and robust approaches to solve these problems is a difficult sci-

entific challenge at the forefront of data science and machine

learning specifically.

Artificial intelligence (AI) techniques have profoundly trans-

formed our ability to extract information from visual data. AI tech-

niques have been applied for a long time in security and industrial

domains, for example, in iris recognition7 or the detection of

faulty objects in manufacturing.8 They were nevertheless only

recently made more widely accessible after their use in smart-

phone apps for face recognition9 and song identification.10 Com-

bined with increasing access to cloud-based computation, AI

techniques can now automatically analyze hundreds of thou-

sands of visual data every day.

AI can also be used to extract information from big data in or-

der to address various challenges faced by society. For example,

in conservation biology there is a pressing need to understand

the state of our natural environment, and the drivers of observed

declines in biodiversity.11 In addition, signatories to the Conven-

tion on Biological Diversity have an obligation to monitor their

biodiversity under Article 7.12 In a number of nations, the moni-

toring of biodiversity is supported by long-running citizen sci-

ence activities;13 indeed, contributions from amateur naturalists

to biodiversity data collection date back at least to the 19th cen-

tury14,15 (before this the distinction between amateur and profes-

sional scientists is blurred). However, recent years have arguably

represented a significant shift in the amount of data collected by

volunteer observers,16 and in many cases observations are now

accompanied by a digital image of the observation. These im-

ages are often verified by other observers (e.g., iNaturalist,

www.inaturalist.org) or by a designated group of experts (e.g.,

iRecord, www.brc.ac.uk/irecord). Citizen-collected image data

have clearly contributed considerable amounts of data17 to the

global biodiversity monitoring effort, but we also note that im-

ages are not necessarily required for robust amateur contribu-

tions in this area. For example, the British and Northern Irish

taxon-focused organizations contributing data to the UK State

of Nature (2019) report13 rely to a large extent on amateur contri-

butions, but do not typically require or collect images in support

of occurrence records. (See Roy and colleagues18 for more infor-

mation on the culture of citizen science in relation to species

occurrence data in Britain and Ireland.)

However, in other areas, automated classification of species

images using AI has further aided citizen science efforts.19 Auto-

mated identification has made considerable progress thanks to

the development of deep learning and convolutional neural net-

works (CNNs) in particular.20 For example, Go€eau and col-

leagues21 reported on a large-scale experiment on the automatic

identification of 10,000 plant species’ photos (in the context of
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the ‘‘PlantCLEF’’ international challenge), resulting in impressive

performances with accuracy values reaching 88%. Spanning

over 5,000 categories of plants, animals, and fungi, Van Horn

and colleagues22 also reported impressive results with accuracy

values higher than 81%. In Bonnet and colleagues23 it was

shown that CNNs were able to provide more accurate identifica-

tions than five out of nine specialists of the French flora whowere

asked to re-identify a set of plant specimens from images. Such

automated identification technologies have been applied in citi-

zen science projects to aid observers reach an identification

(e.g., Pl@ntNet, www.plantnet.org; iNaturalist; Flora Incognita),

but they also offer an opportunity to process large volumes of

biodiversity imagery that would likely be impractical or time-inef-

ficient for human experts to analyze.

Applications of AI to biological recording have to date typically

focused on active sampling, that is, images collected specifically

for the purpose of recording wildlife24 (e.g., wildlife recording

apps or camera traps). However, this has neglected large

amounts of image data that are not collected for the purposes

of biological recording, but which nonetheless may contain

useful information about biodiversity. This includes social media

imagery25 (e.g., Flickr and Instagram), CCTV, and imagery

collected along linear infrastructure (e.g., Google StreetView).

These unexploited image data could be rapidly analyzed using

‘‘AI naturalists’’ designed to locate potential images of biodiver-

sity and classify what they see. This is an example of internet

ecology or ‘‘iEcology’’ as recently proposed by Jari�c and col-

leagues,26 whereby digital data collected for a different purpose

is analyzed to gain insights into the natural world. However,

these images are likely to vary in their suitability for making

species identifications, the amount of metadata associated

with images (e.g., is location information available?), and their

temporal and spatial coverage. These issues must be explored

before a reliable assessment of the utility of these untapped re-

sources can be made.

AI naturalists, just like their human counterparts, may have

their own biases which must be fully understood if the informa-

tion that they generate is to be trusted and suitably utilized. For

example, most AI systems can only detect or recognize already

seen (or learned) objects or concepts. Benchmark datasets of

images can be organized to precisely assess the limits of AI sys-

tems’ ability, highlighting where human expertise is still required.

Deep learning models (some of the most advanced AI algo-

rithms) are developed with training datasets that allow them to

capture discriminant visual patterns. Their performances are

then strongly correlated to the quality and completeness of the

datasets on which they are trained. Unbalanced, biased, or

otherwise poor-quality training datasets will lead to underper-

forming algorithms in real conditions.27 During the learning

phases, particular attention must be given to any relevant limita-

tions of the training data, and the gap between these and the test

data on which the developed algorithms will be evaluated.28

We present an AI naturalist developed to create biodiversity

datasets from social media image data. We use Flickr to collect

images from two locations in England, one rural (Peak district)

and one urban,(London) and classified images to species using

the Pl@ntNet image classier. We explore the biases and chal-

lenges inherent to the image dataset and the AI classification al-

gorithm using an expert assessment approach. Building on our

http://www.inaturalist.org
http://www.brc.ac.uk/irecord
http://www.plantnet.org


Figure 1. Randomly Selected Example Im-

ages

The top row (1–3) were all correctly identified to

species by the AI classifier; 4 and 5 were classed as

unidentifiable by our expert botanist, with 4 addi-

tionally classified as a representation; 6 was classed

as identifiable, but as not being focused on a single

species. Credits clockwise from top left: Karen Roe,

‘‘Its No Game,’’ William Warby, ‘‘SamJKing.co.uk,’’

Dmitry Djouce, Matt Brown (all shared under CC

BY 2.0).
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experience we present a checklist so that other researchers in

this emerging research area can consider and avoid common

pitfalls.
RESULTS

Images Are Spatially Clustered
Flickr searches returned a far greater number of images for cen-

tral London (n = 55,176; 1,200 images/km2) than for the Peak

District (n = 5,486; 46 images/km2). Images were taken between

and April 26, 2003, and August 23, 2019 (Figure 1). By definition

these are only the subset of images taken in these locations that

had location data available. To obtain an indication of the propor-

tion of images that did not have location data, we searched for all

images that contained the word ‘‘flower’’ taken in the first week

of July 2019, regardless of location information. July was chosen

because it is the month in which Flickr records the greatest num-

ber of uploads.29 This search returned 23,140 images, of which

25% had location information, indicating that the majority of

Flickr images of flowers likely do not have location information.

Heatmaps of the density of images in central London and the

Peak District (Figure 2) show that the majority of images were

taken around tourist sites known to be attractive because of their

formal gardens. For example, in the Peak District there is a hot-

spot of images around Chatsworth House (Figure 2C). Images

within 2 km of Chatsworth House make up 18% of all the images

found in the Peak District. Images in this buffer are also more

likely to be of horticultural species, when compared with images

from outside the buffer (87.5% versus 51.3%, chi-square

p < 0.01).
The Urban Area Has a Lower Proportion of Well-
Classified Images
We see a clear difference between the distribution of classifica-

tion scores in the rural and urban datasets (Figure 3). In London

the scores have a unimodal left-skewed distribution (Dip test of

multi-modality, D = 0.001, p = 0.997), while in the Peak District

the distribution is bimodal with peaks near 0 and 1 (D = 0.015,

p < 0.01). This suggests that in the urban environment there is

a larger proportion of images that are either not of flowers, are

not of sufficient quality, or are of species that the classifier is

currently not as good at classifying.
The Rural Area Has a Higher
Proportion of Images of Naturally
Occurring, Native Plants
Most images from Flickr retrieved using the ‘‘flower’’ filter and

examined by the expert (n = 1,100) had a plant as the focus of

the image (81%); of these, around 79%were focused on a single

species (64% of all images). Across the whole sample, approxi-

mately 83% of photos contained identifiable plant biodiversity at

some taxonomic level (Figure 4). This is slightly higher than the

proportion of photos explicitly focusing on plants, because in

some pictures identifiable species were present even though

the photographer was not considered to be targeting biodiver-

sity. When considering images with a classification score above

0.9, the AI classifier identified 519 species in London and 184 in

the Peak District.

Most of the reviewed images were of horticultural plants (73%;

Figure 4), and a significant proportion were introduced by hu-

mans to their photographed location, whether in- or outdoors

(70%; Figure 5A). This varied significantly between landscape

settings, with shots of horticultural species, indoor plants, and

introduced occurrences generally being lower in the rural setting

of the Peak District than in the urban setting of London (Figures 4

and 5). This division was also clear in terms of the national native

or non-native status of species, with non-native species (repre-

sented mainly by recently introduced neophytes) being more

commonly photographed in London (Figure 5B), an expected

finding given that shots of garden plants, which are more likely

to be non-native, were also more common in London (Figure 4).

Image Composition and Subject Significantly Impact AI
Classification Accuracy
The accuracy of the AI classifier, as determined by our botanical

expert, increased with the AI classifier identification score, and

with decreasing taxonomic resolution (Figure 6). Attributes of

the photographs were also found to have an impact on whether

images were likely to be correctly identified by the AI classifier

and at what taxonomic level that identification was judged to

be correct (Figure 7). The AI classifier performed significantly

better when: images were focused on a single plant; the plant

was deemed identifiable to species by the expert; the occur-

rence was spontaneous rather than planted; the species was

not horticultural; and the plant was native. There was slightly

less evidence that location (London or the Peak District) influ-

enced the accuracy of the classifier across our samples. Attri-

butes describing whether plants in general were the focus of

the image, and whether the image was taken indoors were
Patterns 1, 100116, October 9, 2020 3



Figure 2. Spatial Distribution of Images

The spatial distribution of Flickr images returned

when searching with the term ‘‘flower’’ in (A) London

(urban) and (B) the Peak District (rural). Gray/black

dots show the location of individual images. Colored

areas show regions of particularly high densities of

images. Hotspots correspond to: (A) Kew Gardens

(a botanic garden), (B) the Chelsea Flower Show (an

annual horticultural show), and (C) Chatsworth

House (a large country house and gardens open to

the public).
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excluded from the analysis, as they correlated strongly with

whether a single plant was the image focus, and whether the im-

age was of a horticultural species, respectively. Finally, the spe-

cies status category was simplified by aggregating neophytes

and archaeophytes into a single ‘‘non-native’’ category since

the number of archaeophyte records was very small (n = 7).
DISCUSSION

By combining social media APIs with AI classifiers, we were able

to build an AI naturalist capable of creating biodiversity datasets

from previously unexploited data sources. However, we demon-

strate that there are a number of biases in the data produced,

some of which may be able to be mitigated against, that must

be carefully considered before the data could be used in certain

types of analyses.

Image data are being collected in vast quantities all over the

world, and we have looked at only one repository. We focused

on Flickr because of its accessibility and rich metadata, which

allowed us to filter images using text and spatial searches. Other

notable sources of image data include Facebook, Twitter, Reddit,

and Instagram;however, theseall posegreater challenges in terms

of collating and filtering, with geolocation of images perhaps being

the greatest challenge.Beyond socialmedia there are a number of

other sources of data that researchers might consider, including
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images collected routinely from vehicles, such as train cameras,

‘‘dash-cams’’ in cars, and road surveys, e.g., Google StreetView.

Image licenses are of a critical interest for such research.

Indeed, as it is often preferable to share images among several

computational tools and infrastructure, we encourage platforms

that collect images to use Creative Commons licenses where

possible. This facilitates as much sharing as possible, and per-

mits the display of images on public infrastructure for collabora-

tive quality assessment and identification accuracy evaluation.

However, if the aim is solely to generate a biological record

(i.e., a piece of information relating to a taxonomic occurrence

in space and time) from an online image without redistributing

the image in any form, this may not infringe copyright and in

some countries, such as the UK, this form of data mining is

explicitly exempt from limitation by copyright.30

Clearly, applying AI classifiers developed for use in one situ-

ation to novel domains requires caution. Our data, retrieved us-

ing a simple filter designed to maximize the acquisition of im-

ages of plant biodiversity from Flickr, were relatively rich in

photos of plant life in general, including photos that were

clearly focused on single species, as might be submitted to a

biodiversity identification app or tool. However, the proportion

of more ‘‘scenic’’ or broad-focus plant shots was still high,

and there was a small but significant number of indoor shots

and shots of non-living representations of plants. For this

reason the AI classifier accuracy we recorded is significantly
Figure 3. Distribution of Classification

Scores

The distribution of classification scores assigned by

the Pl@ntNet image classifier to all images from

London (urban, n = 55,176) and the Peak District

(rural, n = 5,486). Peak District results show a peak

in the high (more confident) classification scores

which is absent in the results for London.



Figure 4. A Comparison of Image Attributes

from London (n = 1,000) and the Peak District

(n = 100)

Error bars give the 95% confidence of the propor-

tion, p values for tests of statistical difference

between proportions is given over each pair of bars.

No ‘‘meta’’-photos were found, therefore this cate-

gory is not plotted.
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lower than in other assessments of the same system.31 This is

supported by our analyses showing that the Pl@ntNet classifier

was significantly less accurate with images of horticultural spe-

cies (Figure 7). The impact of this so-called ‘‘open world’’ clas-

sification problem has been measured for plant species identi-

fication in Go€eau and colleagues32 and Joly and colleagues.33

Moreover, the elements likely to be of most interest to biodiver-

sity researchers, such as the representation of native or non-

native established (i.e., spontaneously occurring) taxa in the

dataset, were strongly context-dependent, with a far higher

proportion of photos of spontaneous plants in the rural setting

of the Peak District than in London (Figure 5). The London sam-

ple was dominated by human-introduced occurrences of non-

natives that were likely to be garden plants, or even indoor

shots, such as cut flowers or other decorations. Pilot studies,

such as that presented here, are therefore likely to be essential

before assuming that collections of images can be used to

directly address any given question of interest, even if initial as-

sessments of spatial coverage or tag frequency indicate a rich

data source awaiting exploitation.
Figure 5. Status of Individual Occurrences

and Species

The status of (A) individual plant occurrences and

(B) species, in photographs reviewed by an exper

(London: n = 1,000; Peak District: n = 100). London

has both a higher proportion of introduced plan

occurrences (i.e., the plant photographed has been

planted or otherwise placed in its photographed

location by humans), and a larger proportion of non

native species (the combination of neophytes

arrived in Britain post-1500, and archaeophytes

arrived pre-1500).
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Previous studies based on AI classification

of social multimedia data streams, have

often used a small number of very general

visual classes, for example, to assess

ecosystem services.34 In our case, as the
main objective was to evaluate plant biodiversity, the AI classifie

has to deal with amuch larger number of visual classes (i.e., spe-

cies). This increases the difficulty, but recent progress in auto-

mated plant species identification35 reinforces our belief tha

this type of study will become easier in the years to come

Because of similar results obtained on other phyla,3,36,37 we

are confident this approach could soon be adapted for use

well beyond plants, for example, to corals, fish, or birds.

Biases in our data arise in part from differences between the

aims of the original data collectors (i.e., the photographers

and our aims as biodiversity researchers and ecologists. Fo

example, the spatial distribution of our images was biased to-

ward areas where extensive managed gardens or other displays

exhibited large collections of flowering plants (Figure 2). These

biases could be addressed by choosing alternative sources

changing the search terms used, or pre-filtering images. Fo

example, choosing to collect images from social media targeted

at outdoor enthusiasts (e.g., hikers), such as specialist Facebook

groups or ‘‘subreddits,’’ would be less likely to return images

from formal gardens. Images may also be biased taxonomically
t

t

-

,

,



Figure 6. The Proportion of Images Deemed

to Be Correctly Identified by an Expert Bota-

nist across All Images

The proportion of images correctly identified in-

creases with the classification score and at higher

taxonomic levels. A bin width of 0.05 was used and

an unsmoothed line plotted through the results.
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or in terms of certain traits, for example, toward species that are

typically considered more photogenic due to large colorful

flowers or leaves. Search terms could bemodified to either focus

on a specific sub-group, e.g., searching using scientific names,

or to exclude non-target images, e.g., excluding images that

include the words ‘‘show’’ or ‘‘garden’’ in their metadata. Finally,

high-level image classifiers could be trained to remove images

that are clearly not plants, for example, removing images of an-

imals, paintings. High-level classifiers developed to separate im-

ages that contain plants from those that do not, without looking

to identify species, could be used to find imagesworthy of further

examination in large datasets that do not havemetadata (such as

titles and descriptions), removing the need for keyword

searches, such as that used in this study.

Even if the traditional questions of ecology or conservation

biology concerning factors determining species’ distributions

and abundances cannot be directly addressed by harvested

social media imagery, this does not necessarily mean that

these data have no value for broader questions of environ-

mental or socio-cultural interest: biases are only biases in

relation to some specified research aim. Thinking more

broadly, collections of plant photos contain information about

the preferences of individuals for different species, prefer-

ences for formal versus more naturalistic gardens, and on

seasonal patterns of human activity. This approach could

therefore be a tool in the domain of ‘‘conservation culturo-

mics,’’38 which uses quantitative analyses to explore changes

in human behavior in conservation science. These preferences

have been used previously to map multiple recreational bene-

ficiaries,39 detect human activity patterns,40 or to quantify the

attractiveness of outdoor areas.41,42 Trends in submitted im-

ages across years could also be of interest; for example,

these could indicate changing levels of interest in wilder forms

of gardening or park maintenance that are likely to be of inter-

est to conservationists or those quantifying ecosystems ser-

vices; photographs of plant-pollinator interactions could illus-
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trate trends in public interest in potential

insect declines; increases in images of

non-native species could indicate

increased awareness of invasive non-

native species. These topics are all sug-

gested as possible uses of Flickr data

based on our sampled assessment.

Once data are generated by AI natural-

ists we must consider how they are

shared to ensure recognition of their au-

thors, observation traceability, and long-

term accessibility. We suggest following

the TDWG standards,43 such as Darwin-

Core among others, to ensure the data
are interoperable with other biodiversity datasets and can be

shared via the GBIF portal (www.gbif.org). Metadata accompa-

nying these datasets should include the AI model architecture,

technical specificities of the AI model training phase, digital ob-

ject identifier of the dataset used to train it, AI model version,

classification score of each image, date, location, photograph

name, and image license. Classification score, which provides

a mathematical value of the confidence in the prediction of a

model for a specific image, is particularly important as it can

be used in subsequent analyses to filter the data by the level

of confidence in the classification accuracy. A researcher will

need to define the appropriate balance to choose the threshold

classification score at which to filter these data according to

the research question being addressed, as was done in a study

of invasive species by Botella and colleagues.44 An AI classified

dataset from Pl@antNet has already been published on GBIF,45

illustrating the interest of the scientific community in this new

type of data. Generalization of our approach to larger

geographical scale and other social networks could open the

door to a much larger number of automatically identified biodi-

versity observations on this and other platforms.

For any given research question, ecologists and data scien-

tists should carefully consider the steps that might be required

to ensure the relevance and accuracy of AI-generated data for

any given research question. To aid this we have summarized

our experience into an eight-point list of questions which we

recommend researchers ask themselves when using AI classifier

naturalists:

1. Does the spatial distribution of images fit your needs? Im-

ages from social media are often aggregated in areas of

high population density or tourist hotspots. If the distribu-

tion is biased in some way, could this be accounted for in

subsequent analyses?

2. Can you filter images before classification? For example,

filtering can be done by carefully selecting your source

https://www.gbif.org


Figure 7. Expert Assessment of AI Classifier

Accuracy

Panels show the impact of different attributes on the

accuracy of the AI classifier. p values for tests of

these relationships using univariable ordinal logistic

regressions are given above each panel. Specif-

ically, the p value here is the model-based

probability that the ordinal-dependent variable

distributions arise from the same set of latent cut-

points between the two levels of each independent

variable attribute. Unidentified, image judged to be

incorrectly classified by the AI classifier at the family

level (and therefore also at all nested taxonomic

levels); Family, image judged to be correctly clas-

sified at the family level, but not at nested levels;

Genus, image judged to be correctly classified at

the genus level, but not at nested levels; Species,

image judged to be correctly classified to the spe-

cies level.
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of images, using GPS location, focusing on keywords in

image metadata, or using high-level AI classifiers to re-

move non-target images.

3. What is the appropriate taxonomic resolution for your

study? This will be driven by your research question, as

well as an assessment of the AI naturalist’s accuracy. Clas-

sifiers will tend to be more accurate at higher taxonomic

levels, but this may vary between taxonomic groups.

4. What reporting biases exist in your dataset? For example,

to what degree are charismatic species over-represented,

or nocturnal species under-represented? Can you filter the

data, or model the results to account for these biases if

they are relevant?

5. Do reporting biases change over space or time? We

observed significant differences in reporting bias between

urban and rural settings, and we anticipate that temporal

biases are likely to exist where public interest in elements

of the natural environment change over time.

6. How will you propagate uncertainty in classifications? AI

classifications are associated with a classification score

which is indicative of the uncertainty in the identification.

This can be used both as a threshold for removing

erroneous results, and/or could be included in models to

account for variation in uncertainty between observations.

7. Is the dataset used to train your AI naturalist a good match

to the images being classified? A poor match between

training and prediction datasets will result in higher error

rates, which may not always be associated with low clas-

sification scores.

8. Have you adequately documented your dataset? To

ensure reproducibility and interoperability ensure that

you document the model used for classification, filtering

steps used to collate images, and other metadata useful
to future researchers, and which may be specified in

data standards for AI-generated biodiversity which do

not exist at the time of writing.
EXPERIMENTAL PROCEDURES

Resource Availability

Lead Contact

Further information and requests for resources should be directed to and will

be fulfilled by the Lead Contact, Tom A. August (tomaug@ceh.ac.uk).

Materials Availability

This study did not generate new unique materials or reagents.

Data and Code Availability

The published article includes datasets and code generated and analyzed dur-

ing this study in the supplementary materials.

Methods

Searching Flickr

We accessed publicly visible image data on the website Flickr (www.flickr.

com). Flickr is a website used for image hosting and has an application pro-

gramming interface (API) that allows queries of the image database. Images

hosted on Flickr tend to be better annotated with tags, location, and descrip-

tion than other potential sources of image data, such as Twitter, potentially

because Flickr is targeted at people with a keen interest in photography.

This potentially explains why Flickr has been used in previous studies to

develop a better understanding of people’s subjective experience of the envi-

ronment in which they live,41 and to automate assessment of cultural

ecosystem services.34 We searched Flickr using the R-package ‘‘photo-

searcher’’46 (https://github.com/ropensci/photosearcher) for images that con-

tained the word ‘‘flower’’ in either their title, description, or tags. We found that

this search term resulted in the best balance between the quantity and quality

of images returned when compared with other search terms, such as ‘‘plant,’’

or filtering using only mentions in image tags. We found few images specified

the Latin or common name in the queryable metadata, therefore queries based

on taxonomic lists would be unlikely to return many images (extensive

taxonomic labeling would also imply that AI identification would potentially
Patterns 1, 100116, October 9, 2020 7
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be unnecessary). We searched for these images in two locations: London

(mainly urban; bounding box = �0.312836, 51.439050, �0.005219,

51.590237; area = 46 km2), and the Peak District (mainly rural; bounding

box = �2.021484, 53.019740, �1.533966, 53.603914; area = 119 km2).

AI Classification

Flickr images were classified using a deep learning-based classifier trained on

Pl@ntNet data. Pl@ntNet is a participatory research and educational platform

for the production, aggregation, and dissemination of botanical observa-

tions.47,48 Initiated in 2009, it relies on a web and mobile infrastructure to sup-

port the identification of plants by AI classification. It covers a significant part of

the European and North American flora, and an increasing number of species

in tropical regions. Images are classified by a CNN that is periodically trained in

a supervised manner on the valid plant observations produced and revised by

the Pl@ntNet user community (currently 1.8 million user accounts). At the time

of writing, the CNN architecture used is the inception model49 extended with

batch normalization.50 The network is pre-trained on the commonly used Im-

ageNet dataset and fine-tuned on Pl@ntNet data. Pl@ntNet currently covers

30,261 species illustrated by more than 2.9 million images. The taxonomic

coverage of our study is therefore one to three orders of magnitude larger

than previously published studiesmaking use of automated species identifica-

tion for ecological research. The training of Pl@ntNet CNN requires the mobi-

lization of a high-performance computing infrastructure and expertise in deep,

distributed, and large-scale learning. Thus, the resulting classification tool is in

itself a major advance in biodiversity data science.

Access to the Pl@ntNet classification tool is provided through a dedicated

API available at my.plantnet.org. The main feature of this API is a RESTful

JSON-based web service that can accept one to five images of a plant and re-

turns a list of likely species. The species are associated with classification

scores (the softmax output of the CNN), as well as a list of matching images

retrieved from the database. To facilitate the implementation of future studies

based on the methodology of this paper, we have developed the ‘‘plantnet’’51

R-package allowing users to query the Pl@ntNet API. The package is available

online at https://github.com/BiologicalRecordsCentre/plantnet.

Flickr imageswere submitted one-by-one to the API, and only the taxonomic

identification associated with the highest classification score was retained for

each image. No thresholding on the classification score was applied. Only the

classification scores and image metadata were stored, Flickr images were not

downloaded. A demonstration of the workflow, utilizing the photosearcher46

and plantnet51 R-packages, is given in the Supplemental Information.

Expert Assessment

Flickr image URLs, metadata (e.g., geolocations), and Pl@ntNet classification

information were stored in CSV files (see Data S1). For each area—London/

Urban or the Peak District/Rural—1,000 (1.8%) and 100 (1.8%) random image

samples were taken, respectively. An expert botanist (OP, author) subse-

quently assessed each image, along with its location, other relevant metadata,

such as the image title, and the Pl@ntNet prediction, in a web browser using a

custom RShiny app (see Supplemental Information). The original Flickr URL of

each image was also provided so that the expert could view other contextual

information, such as comments on the photo and adjacent images taken by

the same photographer. Within the app, the expert assessed each photo using

a standard set of questions. These were: (1) whether real plants were the main

focus of the photo; (2) if so, whether a single plant species was the focus; (3)

whether any real plant in a photo was considered to be clearly identifiable to

species; (4) whether the Pl@ntNet identification was considered correct at

each of the family, genus, and species levels; (5) the national (British) status

of the focal species of the image, i.e., whether the species was native to Britain,

or considered to have been introduced by humans, either recently (post-1500;

a ‘‘neophyte’’) or anciently (pre-1500; an ‘‘archaeophyte’’); (6) whether the

occurrence of the focal species in the photographwas spontaneous (i.e., natu-

rally occurring), introduced (i.e., the occurrence was the responsibility of a hu-

man planting or placing the species in its photographed location), or unknown

(e.g., the photograph was such an extreme close-up, and the species is known

to be both present in gardens and the wild, such that the decision between

spontaneous and introduced cannot be deduced from the photo with any cer-

tainty); (7) whether the plant is widely used in horticulture; (8) whether the photo

was taken indoors; (9) whether the photo is actually of a representation of a

plant rather than a real plant (e.g., a sculpture, embroidery, silk flower); and

(10) whether the photo was a picture of another photo of a real plant (i.e., a
8 Patterns 1, 100116, October 9, 2020
‘‘meta’’-photo). Example images are shown in Figure 1. The effect of these

attributes on the ability of the AI to correctly classify the image at different taxo-

nomic levels was tested by a series of univariable ordinal logistic regressions

using the polr function in the R-package MASS.52

SUPPLEMENTAL INFORMATION

Supplemental Information can be found online at https://doi.org/10.1016/j.

patter.2020.100116.

ACKNOWLEDGMENTS

An early demonstration of this concept was developed at the British Ecological

Society Quantitative Ecology Special Interest Group hackathon, led by T.A.

Thanks to members of the hackathon team for their contributions: Nathan

Fox, Celia Marlowe, Joseph Millard, Nadia Bystriakova, Elliot Shayle, and

Roy Sanderson. T.A. was supported by COST action CA17122 ‘‘Increasing

understanding of alien species through citizen science’’ and Natural

Environment Research Council award number NE/R016429/1 as part of the

UK-SCAPE program delivering National Capability. We thank three anony-

mous reviewers for their comments.

AUTHOR CONTRIBUTIONS

T.A. and O.P. conceived the ideas. O.P. undertook the expert assessment.

T.A. undertook the analyses. P.B. and A.J. facilitated access to the Pl@ntNet

API. All authors contributed equally to the writing of the manuscript.

DECLARATION OF INTERESTS

The authors declare no competing interests.

Received: May 29, 2020

Revised: August 4, 2020

Accepted: September 7, 2020

Published: October 9, 2020

REFERENCES

1. Schroeck, M., Shockley, R., Smart, J., Romero-Morales, D., and Tufano,

P. (2012). Analytics: The Real-World Use of Big Data (IBM Institute for

Business Value).

2. Sun, A.Y., and Scanlon, B.R. (2019). How can Big Data and machine

learning benefit environment and water management: a survey of

methods, applications, and future directions. Environ. Res. Lett. 14,

073001.

3. Tabak, M.A., Norouzzadeh, M.S., Wolfson, D.W., Sweeney, S.J.,

Vercauteren, K.C., Snow, N.P., Halseth, J.M., Salvo, P.A.D., Lewis, J.S.,

White, M.D., et al. (2019). Machine learning to classify animal species in

camera trap images: applications in ecology. Methods Ecol. Evol. 10,

585–590.

4. Gibb, R., Browning, E., Glover-Kapfer, P., and Jones, K.E. (2019).

Emerging opportunities and challenges for passive acoustics in ecological

assessment and monitoring. Methods Ecol. Evol. 10, 169–185.

5. Efron, B., and Hastie, T. (2016). Computer Age Statistical Inference

(Cambridge University Press).

6. Lintott, C.J., Schawinski, K., Slosar, A., Land, K., Bamford, S., Thomas, D.,

Raddick, M.J., Nichol, R.C., Szalay, A., Andreescu, D., et al. (2008). Galaxy

zoo: morphologies derived from visual inspection of galaxies from the

Sloan digital sky survey. Mon. Not. R. Astron. Soc. 389, 1179–1189.

7. Nguyen, K., Fookes, C., Jillela, R., Sridharan, S., and Ross, A. (2017). Long

range iris recognition: a survey. Pattern Recognit. 72, 123–143.

8. Zhang, Y., Li, X., Gao, L., and Li, P. (2018). A new subset based deep

feature learning method for intelligent fault diagnosis of bearing. Expert

Syst. Appl. 110, 125–142.

9. Rattani, A., and Derakhshani, R. (2018). A survey of mobile face biomet-

rics. Comput. Electr. Eng. 72, 39–52.

https://my.plantnet.org
https://github.com/BiologicalRecordsCentre/plantnet
https://doi.org/10.1016/j.patter.2020.100116
https://doi.org/10.1016/j.patter.2020.100116
http://refhub.elsevier.com/S2666-3899(20)30157-4/sref1
http://refhub.elsevier.com/S2666-3899(20)30157-4/sref1
http://refhub.elsevier.com/S2666-3899(20)30157-4/sref1
http://refhub.elsevier.com/S2666-3899(20)30157-4/sref2
http://refhub.elsevier.com/S2666-3899(20)30157-4/sref2
http://refhub.elsevier.com/S2666-3899(20)30157-4/sref2
http://refhub.elsevier.com/S2666-3899(20)30157-4/sref2
http://refhub.elsevier.com/S2666-3899(20)30157-4/sref3
http://refhub.elsevier.com/S2666-3899(20)30157-4/sref3
http://refhub.elsevier.com/S2666-3899(20)30157-4/sref3
http://refhub.elsevier.com/S2666-3899(20)30157-4/sref3
http://refhub.elsevier.com/S2666-3899(20)30157-4/sref3
http://refhub.elsevier.com/S2666-3899(20)30157-4/sref4
http://refhub.elsevier.com/S2666-3899(20)30157-4/sref4
http://refhub.elsevier.com/S2666-3899(20)30157-4/sref4
http://refhub.elsevier.com/S2666-3899(20)30157-4/sref4
http://refhub.elsevier.com/S2666-3899(20)30157-4/sref5
http://refhub.elsevier.com/S2666-3899(20)30157-4/sref5
http://refhub.elsevier.com/S2666-3899(20)30157-4/sref6
http://refhub.elsevier.com/S2666-3899(20)30157-4/sref6
http://refhub.elsevier.com/S2666-3899(20)30157-4/sref6
http://refhub.elsevier.com/S2666-3899(20)30157-4/sref6
http://refhub.elsevier.com/S2666-3899(20)30157-4/sref7
http://refhub.elsevier.com/S2666-3899(20)30157-4/sref7
http://refhub.elsevier.com/S2666-3899(20)30157-4/sref8
http://refhub.elsevier.com/S2666-3899(20)30157-4/sref8
http://refhub.elsevier.com/S2666-3899(20)30157-4/sref8
http://refhub.elsevier.com/S2666-3899(20)30157-4/sref9
http://refhub.elsevier.com/S2666-3899(20)30157-4/sref9


ll
OPEN ACCESSArticle
10. Wang, A. (2006). The Shazam music recognition service. Commun. ACM

49, 44–48.

11. CBD (2014). Global Biodiversity Outlook: A Mid-term Assessment of

Progress towards the Implementation of the Strategic Plan for

Biodiversity 2011–2020 (Secretariat of the Convention on Biological

Diversity).

12. Prip, C. (2018). The Convention on Biological Diversity as a legal frame-

work for safeguarding ecosystem services. Ecosyst. Serv. 29, 199–204.

13. Hayhow, D.B., Burns, F., Eaton, M.A., Al Fulaij, N., August, T.A., Babey, L.,

Bacon, L., Bingham, C., Boswell, J., Boughey, K.L., et al. (2016). State of

Nature 2016. http://www.rspb.org.uk/Images/State%20of%20Nature%

20UK%20report_%2020%20Sept_tcm9-424984.pdf.

14. Preston, C.D. (2013). Following the BSBI’s lead: the influence of the Atlas

of the British Flora, 1962–2012. New J. Bot. 3, 2–14.

15. Pescott, O.L., Walker, K.J., Pocock, M.J.O., Jitlal, M., Outhwaite, C.L.,

Cheffings, C.M., Harris, F., and Roy, D.B. (2015). Ecological monitoring

with citizen science: the design and implementation of schemes for

recording plants in Britain and Ireland. Biol. J. Linn. Soc. 115, 505–521.

16. Silvertown, J. (2009). A new dawn for citizen science. Trends Ecol. Evol.

24, 467–471.

17. Silvertown, J., Harvey, M., Greenwood, R., Dodd, M., Rosewell, J.,

Rebelo, T., Ansine, J., andMcConway, K. (2015). Crowdsourcing the iden-

tification of organisms: a case-study of iSpot. ZooKeys 480, 125–146.

18. Roy, H.E., Preston, C.D., and Roy, D.B. (2015). Fifty years of the biological

records centre. Biol. J. Linn. Soc. 115, 469–474.

19. Ceccaroni, L., Bibby, J., Roger, E., Flemons, P., Michael, K., Fagan, L., and

Oliver, J.L. (2019). Opportunities and risks for citizen science in the age of

artificial intelligence. Citiz. Sci. Theor. Pract. 4, 29.

20. W€aldchen, J., and M€ader, P. (2018). Machine learning for image based

species identification. Methods Ecol. Evol. 9, 2216–2225.

21. Go€eau, H., Bonnet, P., and Joly, A. Overview of ExpertLifeCLEF 2018: how

far automated identification systems are from the best experts? CLEF -

Conference and Labs of the Evaluation Forum, September 2018,

Avignon, France (hal-01913244).

22. Van Horn, G., Mac Aodha, O., Song, Y., Cui, Y., Sun, C., Shepard, A.,

Adam, H., Perona, P., and Belongie, S. (2018). The iNaturalist species

classification and detection dataset. In 2018 IEEE/CVF Conference on

Computer Vision and Pattern Recognition (IEEE), pp. 8769–8778.

23. Bonnet, P., Go€eau, H., Hang, S.T., Lasseck, M., �Sulc, M., Malécot, V.,
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34. Richards, D.R., and Tunçer, B. (2018). Using image recognition to auto-

mate assessment of cultural ecosystem services from social media photo-

graphs. Ecosyst. Serv. 31, 318–325.

35. W€aldchen, J., Rzanny, M., Seeland, M., and M€ader, P. (2018). Automated

plant species identification—trends and future directions. PLoS Comput.

Biol. 14, e1005993.

36. Marini, S., Corgnati, L., Mantovani, C., Bastianini, M., Ottaviani, E., Fanelli,

E., Aguzzi, J., Griffa, A., and Poulain, P.-M. (2018). Automated estimate of

fish abundance through the autonomous imaging device GUARD1.

Measurement 126, 72–75.

37. Villon, S., Mouillot, D., Chaumont, M., Darling, E.S., Subsol, G., Claverie,
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