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Abstract We investigate correlations between seismically derived estimates of basal acoustic
impedance and basal slipperiness values obtained from a surface-to-bed inversion using a Stokes ice flow
model. Using high-resolution measurements along several seismic profiles on Pine Island Glacier (PIG), we
find no significant correlation at kilometer scale between acoustic impedance and either retrieved basal
slipperiness or basal drag. However, there is a stronger correlation when comparing average values along
the individual profiles. We hypothesize that the correlation appears at the length scales over which basal
variations are important to large-scale ice sheet flow. Although the seismic technique is sensitive to the
material properties of the bed, at present there is no clear way of incorporating high-resolution seismic
measurements of bed properties on ice streams into ice flow models. We conclude that more theoretical
work needs to be done before constraints on mechanical conditions at the ice-bed interface from acoustic
impedance measurements can be of direct use to ice sheet models.

1. Introduction

Understanding and quantifying mechanical conditions at the interface between the ice and its underlying
substrate is of key importance to the projective modeling of large ice masses. In particular, models require a
description of the relationship between sliding velocity and basal stress, characterizing the bed’s resistance
to flow. Currently, most large-scale ice flow models use parameterized relations to describe basal sliding,
which directly relate basal traction and basal sliding velocity. Constraining the possible functional relation-
ship between these two parameters has been a long-standing research priority in glaciology, but rather little
progress has been made. The most common approach to this problem is to use a sliding law motivated/
justified by general theoretical arguments about basal processes (e.g., Fowler, 1986; Lliboutry, 1968; MacAyeal,
1989; Schoof, 2005; Weertman, 1957). However, such sliding laws have unknown parameters that need to
be determined.

A standard method used to constrain unknown parameter values in the sliding law is model optimization.
Most models use high-resolution surface observations to infer the spatial variability in basal conditions under-
neath the ice. This is done using formal inverse methods, originally introduced to glaciology by MacAyeal
(1992, 1993). Given a model describing the ice flow, the basal conditions are derived by minimizing the mis-
fit between the model output and real observations. These kind of model inversions have become standard
procedure within glaciology over the past 25 years. The pioneering studies used simple two-dimensional
ice flow models together with control methods to invert for basal stresses or sliding coefficients under ice
streams (e.g., Joughin et al., 2004; MacAyeal, 1992; Vieli & Payne, 2003). More recent work extends applica-
tion of inverse methods to much larger areas of an ice sheet (e.g., Pollard & DeConto, 2012; Sergienko et al.,
2008). Developments have also been made using more sophisticated methods (e.g., Arthern, 2015; Arthern
and Gudmundsson, 2010; Goldberg & Heimbach, 2013; Gillet-Chaulet et al., 2016; Larour et al., 2005; Raymond
& Gudmundsson, 2009; Raymond Pralong & Gudmundsson, 2011; Thorsteinsson et al., 2003), sometimes
together with higher-order ice flow models (e.g., Goldberg & Sergienko, 2011; Morlighem et al., 2010, 2013;
Petra et al., 2012; Sergienko & Hindmarsh, 2013). These are beneficial both in terms of speed and accuracy of
the solutions.

Rather than relying solely on inversion methods to determine parameter values for the basal boundary condi-
tion, an alternative approach is to learn about the basal boundary by estimating mechanical basal conditions
independently of any ice flow model. One such method, advocated in a number of studies, uses seismic
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measurements of acoustic properties; these measurements help infer the relative strength of the material
at a glacier bed. A common approach provides values of acoustic impedance, which is the product of com-
pressional wave velocity and density (e.g., Anandakrishnan, 2003; Anandakrishnan et al., 1998; Atre & Bentley,
1993; Smith, 1997, 2007; Smith et al., 2013). Results from these studies are based on the clear assumption that
acoustic impedance values provide insight into the mechanical state of the subglacial material, distinguish-
ing between different bed types, such as dilated and deforming sediments. Active source seismic surveys on
Rutford Ice Stream, for example, have shown that the ice stream is underlain by soft, water-saturated sed-
iments, with a clear boundary between high porosity deforming sediments and lower porosity sediments
where the ice slides over the bed (Smith, 1997; Smith & Murray, 2009). Furthermore, passive seismic surveys
have shown that locations of higher-friction “sticky spots” coincide with regions of lower porosity sediments
at the bed (Smith et al., 2015). Such results therefore suggest there is potential for these approaches to pro-
vide constraints on the form of the sliding law and values of its parameters for ice flow modeling. This has
indeed been part of the motivation for some recent seismic surveys (e.g., Brisbourne et al., 2017), which were
combined with high-resolution radar and topography surveys.

Nevertheless, despite both optimization and seismic approaches currently being taken, little work has been
done in incorporating results from seismic surveys into estimates of basal stress. In this study, we there-
fore investigate how results from seismic surveys can be used to further constrain the basal shear stress
inferred from inverse methods. The only previous work that considers this is Vaughan et al. (2003). That
study considered the correlations between mean acoustic impedance and both mean basal shear stress and
slipperiness across four Antarctic ice streams; they concluded that acoustic impedance correlated well with
both, and particularly slipperiness. Their work used a number of crude simplifying assumptions. For exam-
ple, mean basal stress was calculated using a stress balance applied across the entire width of the ice stream,
assuming the driving stress acts uniformly across it. They then balanced the driving stress with mean basal
shear stress and an estimate of the mean lateral shear from the margins. This simple calculation cannot be
expected to hold at a local scale with nonlocal stresses incorporated. We therefore investigate whether this
result applies at higher model resolutions over which ice flow behavior has to be resolved in current ice
sheet models.

As part of the iSTAR project, high-resolution bed and surface elevation data were collected over six 15×10 km2

areas of PIG. Using an advanced 3-D Stokes model, we derive the basal conditions that minimize the mis-
fit between modeled and observed surface velocity fields over these iSTAR sites. A clear benefit of having
such high-resolution bed elevation data is that we can expect results of the inverse method to resolve gen-
uine variations in basal properties where they have an effect on the pattern of ice flow; applying an inverse
method over an area with a lower resolution map of the bed might produces some synthetic basal drag pat-
terns that are in fact due to unresolved bed features. This is the reason we only consider these high-resolution
sites in this study, so not to confuse the two issues. A separate paper will address the separation of form drag
from skin drag. Over these same areas seismic reflection profiles were acquired (Brisbourne et al., 2017). We
compare our high-resolution inversion results with estimates of acoustic impedance derived from the com-
pletely independent seismic profiles. Specifically, we look directly at the correlations over each of the iSTAR
data sites.

The paper is structured as follows. In section 2 we present the data sets and describe the numerical model used
to invert for basal traction and slipperiness. In section 3 we present the results, before carrying out analysis
and comparisons with the seismic results in section 4. Finally, we make some concluding remarks in section 5.

2. Data and Model
2.1. Data
We use newly acquired, high-resolution bed and surface measurements from iSTAR field work for this study.
Bed geometry was derived from ground-based radar surveys conducted over six 10 × 15 km2 grids on PIG
tributaries; DELORES (Deep-Looking Radio Echo Sounder) radar (King et al., 2016) was used over each site
to acquire twenty two 15 km radar profiles orthogonal to the ice flow, with a 0.5 km spacing between pro-
files. This resulted in the first subkilometer-scale basal topography data set across tributaries of PIG. Further
details about the data sets and their acquisition can be found in Bingham et al. (2017). For reference, Figure 1
shows these bed elevation data, alongside the surface elevation and surface velocity data (Landsat8 veloci-
ties, Fahnestock et al., 2016) for five of these areas. They are precisely the patches used for the modeling part
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Figure 1. Location of high-resolution data patches on Pine Island Glacier that are used in this study. For each of the locations we show the velocity (Fahnestock
et al., 2016), together with the bed and surface elevation fields (plotted relative to sea level). The thin black dashed box outlines the 10 × 15 km2 area over which
the DELORES elevation data were collected; the data are merged with BEDMAP2 elevations outside of this box (Fretwell et al., 2013). The thick black dashed line
shows the location of the seismic profiles from Brisbourne et al. (2017), and the pink line on the main plot is the grounding line.

of the work. Specifically, the area covered by DELORES is extended by 5 km in each direction to avoid bound-
ary effects influencing results over the high-resolution data area. This is done by merging the DELORES
data into BEDMAP2 (Fretwell et al., 2013), smoothing over a 3 km distance from the outer edge of the
DELORES patch.

Furthermore, over each of these tributary sites, a 7 km cross-stream seismic reflection profile was also acquired
and analyzed (Brisbourne et al., 2017). The exact location of each of these is illustrated by the black dashed
line across each patch in Figure 1. Along each profile measurements were made of acoustic impedance. The
data are illustrated in Figure 4, where they are plotted alongside results from the inversions over each site.
The data suggest that there are relatively uniform conditions underneath these PIG tributaries, resulting from
the presence of a readily deformable and mobile sediment layer. In this study, we compare these measure-
ments of acoustic impedance with results from the inversion that is outlined in the following section.

2.2. Model
2.2.1. Forward Model
We consider the isothermal nonlinear Stokes equations:

𝛁 ⋅ u = 0, (1)

𝛁 ⋅ 𝝈 + 𝜌g = 0, (2)

where 𝜌 is the ice density, g = (0, 0,−g) is the gravity vector, u = (u, v,w) is the ice velocity vector, and 𝝈 the
stress tensor. The stress tensor is given by

𝝈(u, p) = −pI + 𝝉(u), (3)
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where p is the pressure and 𝝉 the deviatoric stress tensor. The deformation of the ice is described by the
following constitutive relation:

𝝉 = 2𝜂𝝐̇, (4)

𝜂 = 1
2

A−1∕n
𝝐̇
(1−n)∕2n
II , (5)

𝝐̇ = 1
2

(
𝛁u + 𝛁uT

)
, (6)

𝝐̇II =
1
2

Tr(𝝐̇2 ), (7)

where 𝜂 is the (highly nonlinear) viscosity of the ice, 𝝐̇ is the strain tensor, n is Glen’s flow law exponent
(commonly taken as 3, (Glen, 1955), A the rate coefficient, and Tr is used to represent the trace of a tensor.

We solve this over a domain, Ω ⊂ R3. At the top surface, 𝜕ΩS, a stress-free boundary condition is applied:

𝝈 ⋅ n̂ = 0, (8)

where n̂ is the unit normal. At the bottom surface, 𝜕ΩB, we have

T
(
𝝈 ⋅ n̂

)
= −C−1∕m|Tu|1∕m−1 Tu, (9)

u ⋅ n̂ = 0, (10)

where m is the sliding exponent, C the sliding coefficient (often referred to as the “slipperiness”), and T = I −
n̂⊗ n̂ is the tangential projection operator. This corresponds to a Weertman-style sliding law in the tangential
direction (Weertman, 1957) and a no-penetration condition in the normal direction. Furthermore, to ensure
positivity of the sliding coefficient, C, we replace it by the parameterizaton 𝜅 = ln(C) in equation (9).

Finally, at the edges of the domain, 𝜕ΩE , we apply Dirichlet boundary conditions on the velocity field,

u = uobs(x, y) + ucorr(z), (11)

where uobs(x, y) are the surface velocities from Landsat8 (Fahnestock et al., 2016) and ucorr(z) is a small
correction for depth dependance of ice velocity from vertical shearing.
2.2.2. Inverse Model Approach
Given the forward 3-D Stokes model, we seek to apply an inverse method to estimate the spatial distribution
of the basal slipperiness, C (as defined through equation (9)), at the ice-bed interface. With a pattern of surface
velocity data, uobs, the inverse problem involves minimizing the misfit between the velocity observations and
horizontal model output surface velocities, uH = (u, v, 0), to infer the slipperiness field that allows the best
fit of observations to data. As in previous work (e.g., Petra et al., 2012), this is formulated as a nonlinear, least
squares minimization problem of the cost functional:

 (u, 𝜅) = mis + reg1 + reg2

= 1
2 ∫

𝜕ΩS

||uH − uobs
||2 ds + 1

2𝛾2 ∫
𝜕ΩB

𝛁𝜅 ⋅ 𝛁𝜅ds + 1
2𝛽2 ∫ 𝜅 ⋅ 𝜅dV (12)

where 𝜅 = ln(C) and 𝛾 and 𝛽 are parameters governing the relative size of the Tikhonov-style regularization
terms and the misfit term. Without any regularization the problem is ill posed. The first Tikhonov term, reg1,
enforces smoothness of the control variable; this is the same approach as in many other studies (e.g., Goldberg
& Heimbach, 2013; Morlighem et al., 2013; Petra et al., 2012). It defines a length scale over which we expect
variations in𝜅 to occur. This is important so as not to get variations in𝜅 on length scales that are less than those
which can be resolved given surface observations (e.g., Gudmundsson, 2003). The size of 𝛾 therefore governs
the relative importance of the data misfit (from mis) and imposing smoothness (from reg1). reg2 is only
needed due to code implementation issues; 𝜅 has to be defined throughout the 3-D domain, and so the term
acts to regularize 𝜅 toward zero away from the basal boundary. The coefficient of this term is several orders
of magnitude smaller than that on reg1 (Table 1), and it therefore does not affect behavior at the boundary.
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Table 1
List of all Variables and Parameters

Parameter Value Units Description

u myr−1 Ice velocity

p kPa Pressure

𝝈 kPa Stress tensor

𝝉 kPa Deviatoric stress tensor

𝝐̇ yr−1 Strain rate tensor

𝝐̇II
1
2

Tr(𝝐̇𝝐̇), yr−1 Symmetric strain rate

𝜌 917 kgm−3 Ice density

g 9.81 ms−2 Gravitational acceleration

𝜂
1
2

A−1∕n 𝝐̇
(1−n)∕2n
II kPa yr Ice viscosity

A A(T) kPa−nyr−1 Rate coefficient in Glen’s law

n 3 Exponent in Glen’s law

𝝉b kPa Basal stress

m 3 Exponent in Weertman sliding law

C = exp(𝜅) myr−1kPa−m Sliding coefficient in Weertman sliding law

𝛽 103 Coefficient of volume regularization term in (12)

𝛾 10−3 Coefficient of Tikhonov surface regularization in (12)

2.2.3. Numerical Solution
The forward problem is written in weak form and solved using the open-source finite element computational
software library, known as FEniCS (Alnæs et al., 2015; Logg et al., 2012). FEniCS provides tools for the auto-
mated solution of differential equations using finite element methods. Its environment supports automated
parallelization and also uses symbolic automated differentation. The user simply defines the problem in weak
form, chooses from the large library of finite elements available, and defines which numerical solvers to use. In
our case, we use the Taylor-Hood P2-P1 element for velocity and pressure, respectively, (Taylor & Hood, 1973)
and solve the Stokes equations using a Newton-based nonlinear solver, which is part of the PETSc package
(Balay et al., 2016a, 2016b, 1997) interfaced with FEniCS. An example of a solution domain at 500 m resolu-
tion (as used for most numerical solutions presented in this paper) is given in Figure 2. To prevent blowup
as either |𝝐̇ | or | Tu | tend toward zero, a small correction parameter is added to both (7) and (9). Finally, the
no-penetration condition on the bottom boundary of the domain (10) is imposed using Lagrange multipliers.

To carry out the inversion, we use capabilities in the dolfin-adjoint interface to FEniCS (Farrell et al., 2013).
Using automatic differentiation, we are able to derive the full adjoint and tangent linear models. With the
interfacing to optimization algorithms also built in, we are then able to use gradient descent algorithms

Figure 2. An example of the 20 × 25 km2 solution domain for iSTARt1 at 500 m resolution (the resolution used for most
simulations in this paper). Observed surface velocities are illustrated on the top of the domain, and an arrow illustrating
the ice flow direction is shown. The mesh is outlined in blue.
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to carry out the minimization of the cost function. Specifically, we use the limited-memory, variable-metric
method, which builds an approximation to the Hessian via gradient evaluations.

We decide on the correct amount of regularization to implement by undertaking an L curve analysis; smooth-
ness is imposed on the solution without compromising on misfit. The results from this analysis for the iSTARt1
site are shown in Appendix A. Based on the method, we choose to take 𝛾 = 0.001, since imposing less
regularization than this (i.e., larger 𝛾) does not allow for much further improvement on fitting the surface
observations.

3. Estimates of Basal Properties From Model Inversion
3.1. Description of Results
We run the inverse model over the each of the 20×25km2 areas encompassing the five high-resolution iSTAR
sites illustrated in Figure 1. These areas are each extruded vertically to give a 3-D domain. Parameter values are
listed in Table 1. Results from the inverse method applied over each site are shown in Figure 3. Specifically, we
show the velocity and basal elevation data for each site (Figure 3, left column), the slipperiness, we show the
velocity and basal elevation data for each site, before plotting the slipperiness (Figure 3, middle column) and
basal stress (Figure 3, right column). The black dashed line across each plot shows where the seismic profile
was taken; we will compare the acoustic impedance measurements along these lines with the results of the
inversions in the following section. We choose to plot the slipperiness, C = e𝜅 , on a linear scale, and the basal
stress field, 𝝉b, on a logarithmic scale in order to pick out contrasting features. More specifically, on the linear
scale the high slip (corresponding to low basal stress) areas stand out, while on a logarithmic scale, the high
basal stress (corresponding to low slip) areas are most pronounced.

We consider in more detail the results for each of the tributaries, working around PIG clockwise from iSTARt6
(see Figure 1). We describe the spatial variability of the slipperiness and basal stress fields, commenting also
on any correlations with bed/surface features.

First, the results of the inverse approach over iSTARt6 show that the highest slip region (corresponding to
lowest basal shear stresses) is located on the downstream left of the DELORES grid, corresponding to where
there are the largest accelerations in ice velocity. This location is also where basal elevation is lowest. There
is a maximum in basal shear stress on the downstream right, positioned where the ice flows over the highest
bed elevation.

The same pattern of behavior is evident over iSTARt1; the bed is more slippery to the downstream left, and
this location corresponds with that of the lowest basal elevations. Moreover, there is a local maximum in
basal shear stress at the center of the grid, where the peak bed elevation of the drumlin-like feature also
lies. However, over this site there is not the same clear correspondence between the most slippy region and
acceleration in flow speed.

Over iSTARt5 bed features are less pronounced (contours are more evenly spaced), but we do still see inter-
esting basal stress and slipperiness fields result from carrying out the inversion. In particular, the highest
slip region at the outflow of the domain corresponds to where there is a downstream negative gradient in
bedrock, and a coincident speed up in velocity (with ice velocity reaching over 600 myr−1).

The results from implementing the model inversion over iSTARt7 are particularly interesting due to the pre-
viously unresolved topography revealed by the high-resolution radar survey; there is a “cliff edge” feature
where the bed elevation increases by approximately 300 m within∼1 km. While the surface velocity field does
not have a dramatic response to this, the basal stress field derived from the inversion of surface data clearly
reflects the presence of the cliff. Furthermore, the maximum basal shear stress overlies the highest bed ele-
vation, demonstrating the form drag that results from extreme gradients in the bed. Downstream of the cliff,
bed elevation decreases down to original values over about 5 km. In this more gently varying region we find
the highest slip values, outside of the DELORES data grid, with an acceleration in flow velocity and resultant
surface lowering by ∼50 m (refer to Figure 1).

Finally, results for the inversion over the inter-tributary patch, iSTARit, have far less variation within them.
However, there is still a correspondence between the most slippery/low basal stress regions and minima in
bedrock elevation.

Note also that for all the sites the misfit to velocity observations at the point we terminate the inversion
are small (a maximum of ∼10% of the observed surface velocities). The misfit also has no visible pattern
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Figure 3. Results for each of the iSTAR sites.(left column) The surface velocity at each site (with an arrow showing the
flow direction); the contours illustrate the elevation of the underlying bedrock (as illustrated in Figure 1) and are spaced
at 100 m intervals. Alongside there is a plot showing (middle column) the inverted slipperiness field and (right column)
the corresponding basal stress field. The slipperiness fields are plotted on individual color scales, as the range in values
is large, while the basal stress is plotted on a log scale unified across all sites. The sites are exactly those shown in
Figure 1, starting at iSTARt6 and moving clockwise around the tributaries.

or structure away from the boundary of the extended domain where the Dirichlet boundary conditions are
implemented.

3.2. Parameter Study
A set of tests have shown that both the high and low slipperiness regions identified are consistent across
a range of parameter choices. These include parameters in the ice flow model (e.g., sliding law exponent
(9)), parameters for the numerical solution (e.g., resolution and the initial slipperiness guess that starts the
optimization) and parameters in the inversion (e.g., 𝛽 and 𝛾 (12)).

Considering different values of other parameters in the sliding law, specifically m is important as this can be
seen as a way of representing different physical processes occurring at the bed. The Weertman sliding law we
have used in this work was originally derived to describe the slip of ice over a hard bed (Weertman, 1957).
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The value of m corresponds to the creep exponent in Glen’s flow law describing the rheology of the ice. Until
now, it has therefore been taken as 3. However, others have shown that by varying the exponent in the sliding
law, different processes can be represented, including those that are perhaps more likely to be occurring at
the bed of PIG. In particular, taking m = 1 mimics viscous deformation of the till (MacAyeal, 1989; Hindmarsh,
1997) and letting m → ∞ results in purely plastic behavior (e.g., Joughin et al., 2004; Tulaczyk et al., 2000;
Tulaczyk, 2006). We therefore chose to run a suite a simulations with varying values of m and saw consistency
in the pattern of results across a whole range.

Furthermore, the inverse problem is ill posed and it is therefore important to consider a range of solutions.
First, the optimization problem may permit local minimizers (since it is nonconvex); we therefore solve the
inversion starting the optimization algorithm from several different initial guesses. Regardless of initial guess,
solutions agree on the slipperiness field. This increases our confidence that the inversion has in fact found
a global minimum rather than one of many possible local minima. Second, we also consider the range of
solutions that result from varying the relative size of terms in the cost function (12). The location of highs and
lows in basal slipperiness remains consistent.

4. Analysis and Discussion
4.1. Comparison of Results With Estimates of Basal Properties From Seismic Surveys
The main objective of this study was to compare basal properties estimated by model inversion with derived
values of acoustic impedance for the material underlying the ice. In this section we therefore consider the
inferred basal stress and slipperiness fields in the locations where Brisbourne et al. (2017) undertook seis-
mic lines and have derived the corresponding acoustic impedance measurements. Figure 4 is a plot of these
slipperiness and basal shear stress fields (from the numerical solutions shown in Figure 3) together with the
acoustic impedance along the seismic lines at each site (Brisbourne et al., 2017). The Spearman’s rank correla-
tion coefficients between the acoustic impedance and 𝜅 = ln(C),

(
rA𝜅

)
, and between the acoustic impedance

and log 𝜏b,
(

rAT

)
, are also included on each of the plots, informing us of how well the relationship between

each pair of variables can be described by a monotonic function.

We consider each of the profiles in detail. Along the iSTARt6 profile, the slipperiness increases to left of flow
(toward the most slippy region evident in Figure 3). The basal stress correspondingly decreases. Neither field,
however, picks up the local variation seen in the acoustic impedance measurements, and correlation between
the fields is weak, with magnitude |r|≈0.2.

Over iSTARt1 the local maximum in basal stress lies ∼22 km along the seismic line. This corresponds to where
both the bed elevation and acoustic impedance are also at maximum values. Furthermore, there is more vari-
ation in the acoustic impedance values in this central profile section overlying the region with higher basal
stress values. The correlations between the acoustic impedance and the slipperiness/basal shear stress are
higher here (|r|≈0.39) at a significance level of ≈10%.

On iSTARt5 there seems to be a clear divide visible in the acoustic impedance measurements; along the first
4 km of the profile there is a great deal of local variation before the measurements become much smoother
over the second half of the profile. The second section of the line is where the inferred basal shear stress
reaches higher values, though still low compared to over the central section of iSTARt1. The relationship
between acoustic impedance and the slipperiness/basal shear stress is stronger.

The profile over iSTARt7 has the lowest correlation between acoustic impedance measurements and the esti-
mated basal stress field of all the sites, |r|≈0.1. There is also slightly more spatial variation in basal stress and
slipperiness than there is along the other seismic lines. We expect that this is largely down to the seismic pro-
file overlying part of the significant feature in the bed (see Figure 1). The high slip/low basal stress ∼2–3 km
along the line corresponds with where there is a rapid change in bed elevation. Furthermore, along the half
of the seismic profile that overlies the elevated bed, acoustic impedance varies less.

Finally, over iSTARit the correlation is somewhat more significant, particularly between the slipperiness and
acoustic impedance, rA𝜅 ≈ −0.6. The acoustic impedance shows little variation apart from between ∼3.5
and 5.5 km in the central section of the profile; this location corresponds with where there is steep topog-
raphy. The slipperiness (and basal shear stress) are also relatively constant at either end of the seismic line,
just fluctuating over the same central section where the acoustic impedance varies. We hypothesize that this
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Figure 4. Values of the basal slipperiness C (red), the basal shear stress 𝜏b (blue), and acoustic impedance (green dots)
along the seismic line for each iSTAR site. Slipperiness and basal stress are calculated from the inversion described in
section 3, and acoustic impedances come from Brisbourne et al. (2017). The location of each seismic profile is illustrated
by the dotted line across each patch in Figure 3. The Spearman’s correlation coefficients between the acoustic
impedance and logarithm of the slipperiness

(
rA𝜅

)
and between the acoustic impedance and the logarithm of the basal

stress
(

rAT
)

are stated in the top right hand corner of each plot.

higher correlation could be related to the fact that this is the one transect where the basal till is likely not
deforming strongly.

Overall, the most noticeable feature of the set of profiles is that the slipperiness and basal stress fields do not
vary on a length scale as small as that which the acoustic impedance varies over. Given that we had used the L
curve analysis to choose regularization resulting in the smoothest possible solution that minimizes the misfit
between modeled and surface velocities, we also consider the possibility that in reality, the basal conditions
are not as smooth. In the supporting information, we include a figure (Figure S1) where solutions have been
found when less regularization is imposed on the inversion, taking 𝛾 = 0.01. This corresponds to decreas-
ing the ratio between the regularization and misfit terms in the cost function (see equation (12)) by a factor
of 100. While this does introduce slightly more spatial variability, the correlations between fields are worse,
not better. Furthermore, the variability in magnitude of the solutions grows considerably. The regularization
therefore appears to play a stronger role in suppressing magnitude variation than in limiting the length scale
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of variations. This suggests that were we to decrease the regularization further so that the spatial variability of
the slipperiness solutions matched that of the acoustic impedance measurements, the variation in magnitude
would become unreasonably large.

Finally, in the supporting information we also include a plot of solutions over site iSTARt7 for varying values of
the exponent in the sliding law, m (see Figure S2). The reasoning for this was discussed in section 3.2. Moreover,
we choose to illustrate this parameter test over iSTARt7 since the correlations here were lowest with m = 3.
First we considered results with m = 1 to mimic Vaughan et al. (2003) who assumed a linear sliding law.
Furthermore, Brisbourne et al. (2017) suggested that the tributaries are underlain by deformable sediments
(though this is not to say that the sediments are certainly deforming viscously, as represented through taking
m = 1). In contrast, Gillet-Chaulet et al. (2016) suggested that observed surface velocity accelerations on PIG
are best reproduced using a sliding law with m ≥ 5. We therefore also plot results with two larger values of m
(= 5, 10) to see if a more plastic description of the till allows for better fit. However, there are only very slight
improvements in the correlations between results of the inversion and measurements of acoustic impedance.
This is a consistent result across all sites; correlations remain consistently low regardless of the value of m.

4.2. Correlation on a Large Scale
In the previous section we considered the correlation between individual measurements of acoustic
impedance and results of an inversion and found very limited correlation. We now consider the possibility
that although no significant correlation is found within each seismic profile, there may be correlation between
average profile values. While large-scale variation in basal slipperiness can be detected without the need for
any measurements of the bed (i.e., from surface slopes and surface velocities), it would be reassuring to con-
firm that bed properties estimated by seismic methods agree with those estimates from inversion methods
at the larger scales.

To do this, we took the mean acoustic impedance along each 7 km profile and plot it against (a) the mean
basal slipperiness along the profile and (b) the mean basal stress along the profile. These mean values for each
site are labeled in the two plots in Figure 5, and the Spearman’s rank correlation coefficients between acoustic
impedance and 𝜅 = ln(C) (coefficient denoted by rA𝜅 ) and between acoustic impedance and the logarithm
of basal shear stress (rAT ) are shown in the legend for both plots. Note that as well as plotting the mean val-
ues along each complete seismic profile, we also split each profile in two and calculate the corresponding
mean values (illustrated by the medium-sized dots) and then split each domain into four and calculate the
corresponding mean values once again (illustrated by the smallest-sized dots). The correlation coefficients
between points across each of these length scales are also shown in the legend.

Comparing the two plots in Figure 5, we observe monotonic relationships between variables. Since these
do not appear to be linear, we consider the more general Spearman’s rank correlation coefficient. This coef-
ficient assesses how well the relationship between mean basal slipperiness/shear stress and mean acoustic
impedance can be described by a monotonic function. Values are included in the legend of the plots in
Figure 5. We perform a simple hypothesis test for the significance of the correlation coefficients and find the
correlations to be significant at the 13% level when considering the five averaged profile values (largest dots
on plots). Furthermore, despite the values of rA𝜅 and rAT decreasing in magnitude, they are more statistically
significant (at the 4% and 0.05% levels, respectively) when averaging over the shorter length scales within
each profile. Considering these averages across different profiles has introduced enough variation to make
us confident of some significance to the correlation between estimates of basal ice mechanics from inverse
methods and measured acoustic impedance values over long enough length scales.

It is also worth remarking on the fact that the Pearson’s correlation coefficient for between-profile linear cor-
relation is stronger between the slipperiness and acoustic impedance

(
rp

A𝜅 = −0.84
)

than it is between the
basal shear stress and acoustic impedance

(
rp

AT = 0.67
)

. This is in agreement with Vaughan et al. (2003) who
saw correlations of 0.8 and 0.6, respectively, when looking at values averaged over entire ice streams.

Finally, it is important to point out that no detailed functional theory currently exists relating the slipper-
iness/basal stress fields to acoustic impedance of the sediment. Acoustic impedance depends on several
properties of the bed, including effective pressure, many of which link directly back to the sliding law. If a
physical theory were developed, we would also expect there to be other unknown parameters in the relation-
ship, such as grain size of the sediment, which would require measurements. As an alternative, if we took a
function that fitted the data in Figure 5 as an estimate of a relationship, it would be an interesting experiment
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Figure 5. The mean acoustic impedance from each of the seismic profiles plotted against mean values of (a) 𝜅 = ln(C) and (b) log 𝜏b . In both the largest dots
show the mean values taken across each 7 km profile (as labeled); the medium dots are the mean values taken over each half of each domain; the smallest dots
are the mean values taken over each quarter of each domain. The Spearman correlation coefficients between the points averaged over each distance are stated
in the legend.

to see what solution the forward model produced with C varying on this same length scale that the acoustic
impedance varies on. Would this further reduce the surface velocity misfit? However, given that this would
require a full 2-D grid of acoustic impedance measurements, this is something we cannot carry out here given
the available data. Instead, we suggest that in the future further thought should be put into locations of any
seismic surveys that are to be carried out. It would be useful to place seismic lines in 2-D grids over the rel-
evant spatial scales, and in locations where results from inverse methods do suggest meaningful changes in
basal properties.

5. Conclusions

In this study we have used newly acquired, high-resolution bed and surface elevation data to carry out inver-
sions for basal slipperiness underneath PIG using a full Stokes ice flow model. We have made comparisons
with seismically derived estimates of acoustic impedance over the same areas. There is no consistent correla-
tion between the slipperiness and acoustic impedance within each seismic profile, but a stronger correlation
is present when averaging values over ice thickness length scales and comparing these average values across
distinct profiles. This is expected given that both acoustic impedance values and ice surface characteristics
are a direct consequence of the basal conditions of the ice sheet; it makes sense that there is some correlation
between the methods of quantifying basal conditions.

We consider the lack of correlation at the shorter scale that acoustic impedance varies over. We hypothesize
these variations are not at a length scale that is of importance to the large-scale ice sheet flow, since inverting
with high-resolution surface observations does not reproduce variations in basal conditions on this scale. This
is also consistent with more theoretical studies (e.g., Gudmundsson, 2003) that consider the length scales of
basal variability that one would expect to be represented on the surface. It therefore seems logical that over
the long scales, which do affect ice dynamics, there is correlation between results from modeling and seismic
approaches, whereas over the shorter length scales, there is not.

An objective of this study was to compare and contrast two research approaches to quantifying bed strength
underneath the ice. While the modeling community recognizes the strong role played by the bed, and
the need, if possible, to recover as detailed a representation of this bed strength as possible, they have as
yet not been able to constrain estimates from modeling approaches with observations. There is no ques-
tion that seismic exploration is capable of discriminating variability in basal conditions (e.g., Luthra, 2017;
Smith & Murray, 2009); however, results from such exploration cannot currently be used as quantitative input
for ice sheet models. Only with a physical theory relating acoustic impedance to either basal shear stress
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Figure A1. The L curve: a log-log plot of the misfit term, Jmisfit, against the regularization term, Jreg in (12). Each point is
labeled with a value of 𝛾 , where 𝛾2 is the ratio of the coefficient of the misfit term to the regularization term.

or a parameter in a physical sliding law would we be able to start to consider the potential for acoustic
impedance measurements to be used as an a priori constraint on the mechanical conditions at the ice-bed
interface in ice flow models. While results from this study do suggest that there is the potential for seismic
studies to be useful to ice sheet modeling in the future, such theoretical progress certainly needs made first.
Further seismic coverage that may be useful for this would have to be 2-D and well placed, spanning significant
changes in bed conditions.

Appendix A: L Curve Analysis

We plot the magnitude of the misfit and regularization terms in (12) for a range of values of 𝛾 in Figure A1. It is
clear that decreasing regularization (i.e., increasing 𝛾) beyond a certain level has limited impact on how small
the misfit term becomes. Based on this curve, we choose to use 𝛾 = 0.001 in the inverse problem described
in this paper.
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