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a b s t r a c t

The finite volume community ocean model (FVCOM) has been applied to the Ganges-Brahmaputra-
Meghna (GBM) delta in the northern part of the Bay of Bengal in order to simulate tidal hydrody-
namics and freshwater flow in a complex river system. The delta region is data-poor in observations of
both bathymetry and water level; making it a challenge for accurate hydrodynamic models be configured
for and validated in this area. This is the first 3D baroclinic model covering the whole GBM delta from
deep water beyond the shelf break to 250 km inland, the limit of tidal penetration.

This paper examines what controls tidal penetration from the open coast into an intricate system of
river channels. A modelling approach is used to improve understanding of the hydrodynamics of the
GBM delta system. Tidal penetration is controlled by a combination of bathymetry, channel geometry,
bottom friction, and river flow. The simulated tides must be validated before this delta model is used
further to investigate baroclinic processes, river salinity and future change in this area. The performance
of FVCOM tidal model configuration is evaluated at a range of sites in order to assess its ability to capture
water levels which vary over both a tidal and seasonal cycle.

FVCOM is seen to capture the leading tidal constituents well at coastal tide gauge stations, with small
root-mean-squared errors of 10 cm on average. Inland, the model compares favourably with twice daily
observed water levels at thirteen stations where it is able to capture both tidal and annual timescales in
the estuarine system. When the river discharge is particularly strong, the tidal range can be reduced as
the tide and river are in direct competition.

The bathymetry is found to be the most influential control on water levels within the delta, though
tidal penetration can be significantly affected by the model's bottom roughness, and the inclusion of
large river discharge. We discuss the generic problem of implementing a model in a data-poor region and
the challenge of validating a hydrodynamic model from the open coast to narrow river channels.
© 2016 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license

(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

With an average freshwater discharge of around 40,000 m3s�1

the GBM (Ganges, Brahmaputra and Meghna) river system has the
third largest coastal discharge worldwide (after the Amazon and
Congo). The GBM river delta is a low-lying fertile area covering over
100,000 km2 in India and Bangladesh, and is thus classified as a
megadelta (Milliman and Meade, 1983). Time varying water levels
in the delta are controlled by tide and storm surge at the open
ocean in the northern Bay of Bengal, combined with a contribution
r Ltd. This is an open access article
from river flow through the delta distributaries.
The GBM river delta is part of the lowland Bangladesh Plain:

here most land elevations are less than 10 m above sea level, and
close to mean sea level (MSL) at the south of the delta. The majority
of Bangladesh is comprised of extensive low-lying flood plains (Yu
et al., 2010), and this area has been recognised as being highly
vulnerable to sea-level rise, (see e.g. Nicholls et al. (1999)). The river
system of Bangladesh covers around 7% of the country's surface,
and in the delta area there is a hazard from both riverine and
coastal flooding. River flooding is responsible for large amounts of
river bank erosion, damage to property, and loss of fertile farm land.
Coastal flooding can be damaging to crops, bringing saline water
inland, while the annual monsoon river flooding brings freshwater
to leach dangerous salts out of the soil (Clarke et al., 2015). Salt
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penetration in-land is linked to tidal intrusion, and the balance
between river discharge and tidal range at the mouths.

While the delta is relatively flat and featureless above sea level,
it is scoured by deep river channels. These river channels are dy-
namic - changing shape and position in response to coastal erosion,
and sediment deposition from the high river flows during the
monsoon. Information about the topography is sparse and as the
delta's morphology is dynamic: regular bathymetry surveys are
required. Mapping the river channels is particularly challenging
due to the seasonal changes in water level and large sediment load.
However, a good bathymetric data set is essential for tidal predic-
tion and reproducing the hydrodynamics within the delta.

The high flows seen annually during the wet season have a
dramatic effect on the underlying bathymetry. The rivers carry
large sediment load, leading to the progradation of the delta. The
soft sediments of the delta are very mobile, and the positions and
hypsometry of river channels is subject to change year on year with
net gains of 14.8 km2 between 1972 and 1840, and of 4.4 km2 be-
tween 1840 and 1984 (Allison, 1998). As well as altering the
morphology of the river channel, erosion can cause the position of
the channels to change as islands accrete and erode (Rahman et al.,
2011). This is reinforced by Bandyopadhyay (1997) who plots the
140 year evolution of Sagar island at the mouth of the Hooghly,
showing gradual erosion over time due to a reduced supply of
sediment combined with deforestation. Land erosion and accretion
over a 23 year period are also presented by Brammer (2014),
showing a net gain of land area but in the context of rapid
geomorphological change. It is therefore important that our models
are based on contemporary channel maps and bathymetry. Sarker
et al. (2014) give a thorough analysis of historic morphological
changes in the GBM river system, and Sarker and Thorne (2009)
show detail of cross-sectional area changes in the Padma/Jamuna
system.

Propagation of tides in the Bay of Bengal is addressed in detail by
Sindhu and Unnikrishnan (2013). The semidiurnal tides in the
northern Indian Ocean have two distinct regimes e.g. Pugh (1987).
The Arabian Sea is broad enough for the standing wave system to
develop an amphidrome; however, this amphidrome, being situ-
ated close to the equator, cannot be described simply in terms of
Kelvinwaves. The entrance to the Bay of Bengal is too narrow for an
amphidromic system to develop. The wave propagates to the north
along the west coast of Sumatra and Thailand and also along the
east coast of Sri Lanka, where the range is low and there is a ten-
dency towards a degenerate amphidrome. In the south central In-
dian Ocean there is an extensive region of large semidiurnal tides
over which the phases change only slowly. Dynamically this phe-
nomenon, which corresponds to an antinode, is called an anti-
amphidrome.

The GBM delta is macro-tidal (mean tidal range > 4 m) with
predominantly semi-diurnal tides. Large tides at the coast can
penetrate far inland, with tidal variability being observed as far as
200 km inland. Observations of the spring tides on the Indian side
of the GBM delta, by Chatterjee et al. (2013), suggest that tides can
amplify within major estuaries and tidal creeks, though the rates of
amplification are not uniform and follow a complex pattern along
the different distributaries, such that the observed spring tidal
range for all coastal stations is always larger than 4.5 m and can be
as large as 6.7 m. Water levels in the delta are also significantly
affected by the large volume of river discharge, which can raise
mean water depths by as much as 4 m. Tides, particularly the
overall tidal range, are important to the growth of mangrove trees
which will not survive if their roots are submerged for long periods
(Payo et al.; Auerbach et al., 2015; Gopal and Chauhan, 2006;
Barbier, 2012).

This paper presents a new 3D baroclinic model of the GBM delta,
capable of capturing the hydrodynamic processes, and predicting
water levels and currents. Hydrodynamic validation is necessary
before examining density changes or making future projections. In
order to predict saline intrusion within the river system, any bar-
oclinic model must first be capable of capturing the 2D behaviour of
the tides, as water level data is usually the most basic data source
available. Here we have maximised the use of limited tidal water
level observations to assess the model performance in a data-poor
region. We first validate and test the reliability of the model in this
region, before discussing the interactions between rivers and tides.
By using a numerical model we can perform experiments and
sensitivity studies, which provide valuable insight into processes in
this data-poor region.

The structure of the paper is as follows. Section 2 describes the
model configurations and experimental design, with a focus on
designing the position of coastline and sources of bathymetry data.
Section 3 assesses model performance when compared with
available observations. Section 4 discusses the processes control-
ling tidal penetration into a delta. Results are discussed in section 5
before conclusions drawn in section 6.

2. Methods

2.1. Model

An unstructured grid modelling approach was selected for its
variable resolution capability in order to get a good representation
of narrow river channels while still being able to capture the con-
tinental shelf and deep water in the Bay of Bengal with a coarser
model. The Finite Volume Community Ocean Model (FVCOM, Chen
et al. (2003)) has been applied in a region covering 88.9e93.6 �E by
18.9e24.0�N (shown in Fig. 1). FVCOM has previously been suc-
cessfully applied to small coastal applications (e.g. Yang and Wang
(2013) Li et al. (2012), Zhao et al. (2010), Xue et al. (2009), Zheng
et al. (2003)), and also at a larger scale, simulating shelf tides in
the Arctic (Chen et al., 2009). For this work, the extent of the model
inland was chosen to cover the extent of the tidal penetration, as
the tidal signal in places reaches as far as 200 km inland, and storm
surges may drive the saline Bay of Bengal waters up to 160 km
inland (Snead, 2010). The triangular grid resolution varies from
large elements of order (10 km) in the open ocean (maximum
26 km), and small elements of order (100 m) within the narrow
river channels (minimum 47 m). The water depth varies from 2 km
deep off the shelf, to less than 10 mwithin the delta. The GBM delta
is defined according to Galloway's classification (Galloway, 1975) as
a tide-dominated braid delta. The delta's longitudinal elevation
profile is such that, in order to capture the full extent of the tidal
penetration, we must consider river channels with topographic
elevations above mean sea level. This application of a coastal ocean
model so far inland is believed to be unique.

Hourly water level was prescribed at the open ocean boundary
to the south of the domain. Tidal water levels are taken from a
POLCOMs model (Proudman Oceanographic Laboratory Coastal
Ocean Model Holt and James (2001)) of the Bay of Bengal
(described in Kay et al. (2015). The POLCOMS configuration simu-
lated the 8 leading harmonic constituents(M2, S2, N2, K2, K1,O1,
P1,Q1).

To simulate river discharge into themodel, a daily volume flux is
applied at the upstream limit. The freshwater volume input as a
boundary condition to the delta model comes from a separate river
catchment model, INCA. The Integrated Catchment Model (INCA,
Wade et al. (2002)) is a process based model which simulates hy-
drology flow pathways in surface and sub-surface river systems.
INCA has been used to simulate freshwater forcing under present
day conditions, and a series of possible climate and social futures



Fig. 1. Unstructured model grid resolution, location, and close-up of river channels on the delta.
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(Whitehead et al., 2015a, b). Freshwater is introduced into the
FVCOMmodel at a single point at the north of the domain (24.06 N,
89.03 E). The model is started from rest during a flood condition,
and the freshwater is then allowed to flow through the distribu-
taries. For this study, a single year's river flow representing the year
2000 is used as freshwater forcing. The lower panel of Fig. 6 shows
the daily river volume flux entering the model.

2.2. Model grid and bathymetry

Bathymetry is themost fundamental input to any hydrodynamic
model, particularly in estuaries (Parker, 1991). There is published
topographic data available from The General Bathymetric Chart of
the Oceans (GEBCO, 2014), and ETOPO (NGDC, 2011). However,
while these data sets are suitable in deeper water offshore, they fail
to capture the nearshore and inland bathymetry within the delta.
River and tidal flows in the model are critically dependent on good
representation of the coastline and bottom bathymetry. In order to
produce the most accurate representation of the GBM delta,
existing surveys plus new survey work was required. As part of the
ESPA Deltas project http://www.espadelta.net/, extra river channel
surveys have been performed (during 2013/14), and this up-to-date
bathymetry is used here to give the best possible hydrodynamic
model. Fig. 2 shows a typical river cross section taken across the
Upper Meghna, compared with model bathymetry. Several sepa-
rate channels can be seen, up to 30e40 m deep in places. Fig. 2
shows the locations where observations were made to improve
the bathymetry maps; the left hand panel were already available.
The right handmap shows thosemeasured during the ESPA project.
Several data sets were then blended to generate the final ba-
thymetry; river cross-sections, digital elevation maps (DEM),
polder information, and GEBCO data. The one-dimensional river
channel network model HEC-RAS was used to analyse river cross
sections, and this also informed bathymetry. Extensive manual
work was undertaken at the Bangladesh University of Engineering
and Technology (BUET) using ArcMap and Delft-3D Quickin (Haque
et al., 2016). Data from several years were combined in order to get
the best spatial coverage of the delta. Care is needed when
combining bathymetric data spanning several years, due to the soft
sediment and dynamic nature of the river delta morphology.
However, due to the sparsity of depth measurements available a
patchwork of bathymetry data was unavoidable.

Once an acceptable bathymetric data set has been produced the
next step is to define a coastline; this defines the extent of the
unstructured mesh above which the model will not inundate. In
order to develop an unstructured mesh of the delta, the gridded
bathymetry generated by Haque et al. (2016) was taken as a starting
point. To produce a coastline, first a contour at �0.5 m (relative to
MSL) was selected. This contour, while suitably representing the
Sundarbans and large rivermouths, was not suitable further inland;
as the river delta slopes upward, and river channels can have their
floors above MSL; for example, the tide can be felt at Pabna (23
�56009.200N 89� 12017.500E) where ‘wet’ points can be as much as 5 m
above MSL. The gridded bathymetry was read into the surface-
water modelling system (SMS) software (Zundel, 2005). SMS was
then used to extend the �0.5 m contour coastline further into the
delta. That was done by hand, using the river channel depths as a
guide to the location of the boundary.

In order to capture the channels adequately in both wet and dry
seasons, the coastline must extend more widely than the central
river channel. In the GBM delta, the meandering river channels
have deep central sections withwide shallow intertidal mudflats, in
some places reinforced with levees and polders at the banks. For
example, Fig. 2 shows that the width of the flood plain can be more
than twice that of the river channel. It is important for the model to
capture these shallow areas, which are often mud flats at the time
of tidal low water, especially in the dry season. Brammer (2014)
gives more details on the physical geography of the region, focus-
sing on coastal morphology changes, and subsidence. It is critical at
this point that the gridded river channels are wide enough and
contain sufficient resolution to represent the hydrodynamics of the
region. Therefore the model resolution used must vary, based on
channel width. For example in the mouth of the Meghna (around
15 kmwide) the model resolution across the river section is around
20 points. Further inland the river channels are narrower, for
example the Arial Khan is only 300e400 m across. Here, the model
resolution has been increased (allowing around 10 points across
the channel) to properly represent the shape of the river.

http://www.espadelta.net/


Fig. 2. Locations of cross sections observed in 2001 and 2008 (left) locations of new cross sections taken during 2013e2014 (right) first published in Wolf (2015). The lower panel
shows example river cross sections from the Upper Meghna. Observations (red line) and model bathymetry (blue points). (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)
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This coastline was then used in SMS (http://www.aquaveo.com/
) to produce a triangular mesh. This mesh is checked for grid
quality, including the aspect ratio of model grid cells, and mesh
connectivity, using SMS. Finally, the gridded bathymetry was
interpolated onto the triangular grid. At this point, the mesh was
further checked for regions of steep bathymetry, and the water
depths smoothed. At the south of the domain (see Fig. 1) an open
boundary was defined in the Bay of Bengal, where tidal and ther-
mohaline forcings can be applied. The elements at the open
boundary should be aligned perpendicular to the boundary, to
improve model stability. The finalised model domain and a close-
up of the river channels are shown in Fig. 1.

As this model must be capable of capturing the peak of the wet
season flow, it must also stand to reason that some areas will
become inert during the dry season. FVCOM is capable of ‘wetting
and drying’ individual elements and can represent this behaviour.
However, we must be confident that individual stretches of river
channels remain connected throughout the simulation, to avoid
unrealistic ponding as a model artefact. To ensure this connectivity,
and numerical stability, the model is initialised from a flood con-
dition during the monsoon season which ensures there is an initial
flow throughout the grid.

The bottom friction in FVCOM can be set as a constant drag
coefficient (Cd) or a roughness length (z0). In all simulations pre-
sented here, a spatially constant z0 value is used. Roughness length
controls bottom friction through:
Cd ¼ max

0
B@
0
@ k
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�

1
2�s

h
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�
1
A

2

; 0:0025

1
CA (1)

where h is the water depth, and k is the von Karman constant, set to
0.4. s is the number of vertical levels in the model. In shallow
waters, below 3 m, Cd is calculated based on a minimum depth of
3 m. The minimum value of Cd is capped at 0.0025. In river
modelling (river channel flow), a Manning coefficient denoted as n,
is often used to represent bottom friction (Chanson, 2004). The
Manning formula states:

V ¼ 1
n
R

2
3
hS

1
2 (2)

where V is the cross-sectional average velocity, Rh is the hydraulic
radius, and S is the slope of the hydraulic grade line. The Manning
coefficient is dependent on many factors, including surface
roughness, sinuosity, and the hydraulic depth of the channels.
FVCOM is primarily a coastal model, and not designed for river
hydraulics and there was also no information available about the
river channel type. Therefore we cannot directly implement a
Manning's approach in the delta model. However, for comparison
in 10mwater depth, a z0¼ 0.015m is equivalent to Cd¼ 0.0056 and

http://www.aquaveo.com/
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n ¼ 0.035.
2.3. Water level data

Bangladesh is notoriously data-poor (Lewis et al., 2013) and as
such validation of any model in this area is a challenge. Two data
sets have been used in this work: tide tables from the UK Hydro-
graphic Office (UKHO), and twice daily water level observations
within the delta. The UK Hydrographic Office (2012) provides tidal
phase and amplitude at 19 coastal tide gauges around the Bay of
Bengal. The 4 leading constituents (M2, S2, K1, O1) of the tide are
generally provided, however the tide is often listed as ’V’ for vari-
able. Further inland, within the delta, daily measurements of high
and low water level are available at 66 sites, recorded by the
Bangladesh Inland Water Transport Authority (BIWTA). The loca-
tions where observed data have been collected during the year
2000, the year used for FVCOM model validation in this work, are
presented in Table 1 andmapped in Fig. 3. Note that the inland daily
observations are difficult to interpret. BIWTA and the Bangladesh
Water Development Board (BWDB) measure data twice a day for
the daily high and daily low tide level. However, data collection
normally occurs during daylight hours from 6am to 6pm. Chatterjee
et al. (2013) describe the approach of measuring water levels with
the Visual Tide Staff (VTS) or Tide Pole. The confidence level in this
manual data is not very high, and although data readers have long
experience of collecting these data sets there is little metadata on
method and timing of observations, together with an uncertainty in
the water level datum.

The tidal type can be classified using

F ¼ ðK1 þ O1Þ
ðM2 þ S2Þ

; (3)

using K1 ¼ K1 amplitude etc. If F is less than 0.25, the tide is clas-
sified as semidiurnal; if the ratio is from 0.25 to 1.5, the tide is
classified as mixed, mainly semidiurnal; if the ratio is from 1.5 to
3.0, the tide is classified as mixed, mainly diurnal; if the ratio is
greater than 3.0, the tide is classified as diurnal (Defant, 1961;
Table 1
Locations of The UK Hydrographic Office and BIWTA observation sites to the nearest 10

UKHO

Name Longitude Latitude

Devi River 86.3700 19.9700
Pardip 86.7900 20.3800
Dharmra 86.9600 20.7800
Sagar Roads 88.0600 21.6300
Jefford Point 89.5500 21.7300
Pussur River 89.4600 21.8000
Sundarikota 89.5850 22.1300
Tiger Point 89.8300 21.8450
Dhulsar 90.2650 21.8500
Hatia Bar 90.9500 22.4800
Sandwip Island 91.4100 22.5000
Isla Ghat 90.6500 22.8000
Norman's Point 91.8000 22.1900
Khal No. 18 91.8000 22.2200
Chittagong 91.8300 22.3300
Kutudbia Island 91.8300 21.8396
Cox's Bazaar 91.9800 21.4300
St Martin's Island 92.3100 20.6100
Sittwe 92.8000 20.0000
Howarth and Pugh, 1983; Pugh, 1987; Pugh and Woodworth,
2014). The final two columns of Table 2 contain observed and
modelled tidal type at the 19 sites. Throughout the model, the tide
is classified as semi-diurnal at most sites, except for Sundarikota,
and Isla Ghat in mouth of the lower Meghna. Here, the presence of
freshwater changes the behaviour of the tide throughout the year
and the tidal type is classified as mixed. Where the seasonal cycle is
particularly strong the phase or amplitude are marked as ’v’
because the behaviour of the tide is annually variable.

Tidal range can be classified as micro- (< 2 m spring range),
meso- (2e4 m), or macro- (> 4 m) (Davies and Moses, 1964). The
western delta around the Sundarbarns is macro-tidal, while the
central and eastern section are meso-tidal, classifications derived
from the model are largely in agreement with those from the UK
Hydrographic Office data, though the highest tidal ranges are
slightly underpredicted.

3. Tidal validation

3.1. Open coast

To assess the model performance, water levels were compared
with UKHO and tide gauge data at several sites throughout the
delta. Tables 2 and 3 compare modelled amplitude and phase of the
four leading tidal constituents with UKHO chart data at 19 points
around the Bay of Bengal. Some summary statistics are presented in
Table 4. The statistical measures used are the root-mean-squared
error (rmse), coefficient of correlation (R2) and percentage model
bias (Pbias), defined as

Pbias ¼ 100
PN

n¼1ðMn � DnÞPN
n¼1 ðDnÞ

; (4)

where M represents the model prediction, D represents the
measured data, and N the total number of data points used. The
rmse presents an absolute error for the model data, R2 is an indi-
cator of how much of the variance is explained by the correlation,
and Pbias provides a measure of whether the model is
m.

BIWTA

Name Longitude Latitude

Babuganj 90.3187 22.8215
Betagi 90.1825 22.4362
Rayenda 89.8622 22.3134
Amtali 90.2277 22.1420
Mirjaganj 90.2328 22.3517
Bamna 90.0926 22.3444
Mongla 89.5976 22.4642
Sarupkati 90.1106 22.7648
Chandpur 90.6423 23.2309
Barisal 90.3804 22.7002
Umedpur 89.9782 22.4903
Chardoani 89.9120 22.1075
Bholakheyaghat 90.5618 22.6779
Kaitpara 90.4372 22.4564
Char Kurulia 90.6250 23.0274
Chalna 89.5298 22.6021
Uzirpur 90.2536 22.8093
Sutarkhali F.O. 89.4277 22.5057
Daulatkhan 90.8183 22.6110
Tajumuddin 90.8542 22.4688
Hatiya 91.1116 22.4242
Jhalakati 90.1831 22.6300
Patharghata 89.9783 22.0368
Sureswar 90.4240 23.3156



Fig. 3. Coastline used in FVCOM model, and locations of sites used for model validation. Blue squares represent coastal tide gauges maintained by the UK Hydrographic Office
(UKHO), red circles are locationwhere twice daily data measured by the Bangladesh Inland Water Transport Authority (BIWTA). (For interpretation of the references to colour in this
figure legend, the reader is referred to the web version of this article.)

Table 2
Tidal type and amplitudes of 4 major tidal constituents at various sites around the Bay of Bengal.

M2 S2 K1 O1 Tidal type

UKHO Model UKHO Model UKHO Model UKHO Model UKHO Model

Devi River 0.58 0.59 0.22 0.26 0.08 0.11 0.04 0.05 0.15 0.19
Pardip 0.62 0.71 0.28 0.36 0.12 0.13 0.05 0.06 0.19 0.18
Dharmra 0.90 0.83 0.38 0.38 0.12 0.12 0.05 0.06 0.13 0.15
Sagar Roads 1.40 1.2 0.66 0.52 0.15 0.13 0.06 0.06 0.10 0.11
Jefford Point 0.80 0.91 0.35 0.40 0.11 0.14 0.07 0.05 0.16 0.15
Pussur River v 0.77 0.34 0.31 0.13 0.10 0.06 0.06 v 0.15
Sundarikota v 0.45 0.34 0.15 0.14 0.09 0.02 0.06 0.20 0.25
Tiger Point 0.82 0.88 0.37 0.36 0.15 0.12 0.05 0.06 0.17 0.15
Dhulsar 0.73 0.77 0.35 0.32 0.13 0.11 0.03 0.05 0.15 0.15
Hatia Bar v 0.43 v 0.15 0.12 0.08 0.02 0.05 v 0.22
Sandwip Island v 0.98 v 0.35 0.16 0.12 0.03 0.06 v 0.14
Isla Ghat v 0.38 v 0.14 0.12 0.08 0.01 0.06 v 0.27
Norman's Point 1.36 0.98 0.54 0.36 0.18 0.13 0.05 0.06 0.12 0.14
Khal No. 18 1.63 0.98 0.53 0.36 0.18 0.13 0.05 0.06 0.11 0.14
Chittagong v 0.98 v 0.35 0.17 0.13 0.01 0.06 v 0.14
Kutudbia Island 1.16 0.99 0.48 0.40 0.18 0.13 0.01 0.06 0.12 0.13
Cox's Bazaar 1.06 1.02 0.46 0.49 0.17 0.14 0.01 0.05 0.12 0.13
St Martin's Island 0.90 0.82 0.42 0.39 0.15 0.12 0.06 0.04 0.16 0.13
Sittwe 0.78 0.79 0.34 0.38 0.14 0.12 0.05 0.05 0.17 0.15
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systematically over- or under-predicting the measured data. The
modelled tidal amplitudes are in good agreement with the chart
data with small rmse of 0.11 m on average, and an average Pbias of
below 10%. The dominant semi-diurnal constituents are particu-
larly well represented, while the amplitudes of diurnal constituents
tend to be slightly over-predicted and are biased high by around
10%. The diurnal constituents are also less well correlated, however
they are of a much smaller magnitude. These components are
captured more poorly in the model, with larger rmse and Pbias in
their phases.

We also compare the FVCOM model performance with that of
Rose and Bhaskaran (2015), who report an above 88% correlation
coefficient between predicted and observed water levels at the
same set of tide gauges, using a harmonic analysis reconstruction
approach. Analysing our reconstructed time series from the FVCOM
model using the same approach yields comparable correlation co-
efficients, as listed in Table 5. There is poor agreement at the Hatia
Bar site, where there is too much energy in the modelled semi-
diurnal constituents in FVCOM. It is possible that this is a pinch-
point for the model, where incorrect representation of the ba-
thymetry is limiting the tidal flow. Fig. 2 shows that there is a gap in
our knowledge of water depths at the mouth of the Meghna, which



Table 3
Phases of 4 major tidal constituents at various sites around the Bay of Bengal (NB taken from scenario 1 run, year 2000).

M2 d S2 K1 O1 d

UKHO Model UKHO Model UKHO Model UKHO Model

Devi River 65 48 110 83 143 216 142 224
Pardip 61 54 97 88 151 219 140 227
Dharmra 109 65 151 102 181 222 150 229
Sagar Roads 95 100 135 147 165 239 147 239
Jefford Point 105 71 153 110 184 227 144 230
Pussur River v 77 156 115 178 230 159 228
Sundarikota v 149 202 189 198 278 177 280
Tiger Point 122 88 164 130 174 235 158 235
Dhulsar 137 104 178 148 189 247 175 245
Hatia Bar 249 224 291 259 226 311 192 320
Sandwip Island v 193 262 229 216 281 190 286
Isla Ghat 333 265 v 301 259 335 237 338
Norman's Point 179 149 210 179 171 258 174 262
Khal No. 18 195 152 235 182 192 259 182 263
Chittagong 214 165 v 197 210 266 185 270
Kutudbia Island 157 116 186 145 169 241 167 246
Cox's Bazaar 123 66 160 98 171 218 188 224
St Martin's Island 76 44 110 76 151 210 143 223
Sittwe 101 45 137 77 168 211 154 224

Table 4
Mean R2 values, mean squared error, and Pbias of 4major tidal constituents observed
at UK Hydrographic Office stations (NB taken from scenario 1 run, year 2000).

Constituent Amplitude Phase

R2 rmse Pbias R2 rmse Pbias

M2 0.8154 0.28 m 9.90% 0.8583 63.25� 29.89%
S2 0.6533 0.094 m 10.64% 0.9175 40.41� 17.49%
K1 0.6073 0.034 m 18.70% 0.9158 65.03� �35.53%
O1 �0.1762 0.027 m �45.12% 0.8550 85.46� �49.59%
all 0.9646 0.11 m 9.37% 0.5908 65.51� �9.53%

Table 5
R2 values for time series of water levels cf. Rose and
Bhaskaran (2015).

Site R2

Devi 0.810
Paradip 0.920
Dhamra 0.552
Chandbali 0.708
Sagar Roads 0.973
Jefford Point 0.696
Tiger Point 0.709
Dhulasar 0.705
Hatia Bar 0.013
Normans Point 0.709
Khal No.18 0.524
Kutubdia Island 0.583
Coxs Bazaar 0.583
St Martins Island 0.701
Sittwe 0.361
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are not covered by Admiralty charts, or river cross sections.
A full tidal harmonic analysis including over 100 constituents is

also available at five gauges (Hibbert, personal communication).
These data were collected over a long period, and some sites
represent tidal behaviour up to 120 km inland from the coast:
Chandpur (1979e1980), Sundarikota (1980), Ramdaspur (1969),
Barisal (1980), and Mongla (1976). The leading 65 constituents
were extracted from the model, and a linear regression performed.
The amplitudes displayed R2¼ 0.84 and rmse¼ 0.091m. The phases
exhibited an R2 correlation of 0.63 and an rmse of 11.59�. Overall
this is a very positive validation of the performance of FVCOM at the
coastal sites of the GBM delta. Next, the ability of the model to
accurately represent water levels within river channels is assessed.
3.2. Within the delta

With confidence in the performance of FVCOM near the coast,
the model was next evaluated further inland within the complex
river channels of the delta. Fig. 4 compares modelled mean tidal
range with direct observations made by BIWTA. In the central
section of the delta the modelled mean tidal ranges are in good
agreement with the observations, varying between 0.7 and 2 m.
There are some discrepancies between the observed and modelled
ranges however. The model seems to give reduced mean tidal
ranges in the entrance to the lower Meghna, and within the Sun-
darban region to the west. Looking at the map of model results
(right hand panel of Fig. 4) it can be seen that large ranges at the
open coast are dropping away as the tide enters river channels. This
may be due to the bathymetry of restricted river channels at these
sites. Fig. 5 shows the model bathymetry on the delta. The two
problem sites, where modelled tidal range seems low, coincide
with areas of particularly deep bathymetry in excess of 15 m in the
model (present in both GEBCO, and newly surveyed cross-sectional
data). Wang et al. (2009) discuss the importance of accurate ba-
thymetry for intertidal areas, claiming it only of secondary impor-
tance to tidal forcing in terms of inputs to a tidal model.

As there is no absolute datum at the observed sites, direct
comparisons of absolute water level must be treated with some
reservations. Nonetheless we are able to perform some statistical
analysis to evaluate model performance inland. Table 6 shows rmse
and R2 defined as for the open coast sites. Pbias, will not be
considered in this case, as the water levels measurements are all
relative. The model and observations are well correlated at Babu-
ganj, Barisal Kaitpara, Jhalakati, and Sureswar. These are all river
dominated sites, with a large annual cycle driving water levels.
Using this measure, the model performs poorly at Rayenda, Bamna,
Umedpur, Chalna, and Tajumuddin, however relative measures
such as the tidal range, are still well captured.

Fig. 6 showsmodelled and observedwater levels at Rayenda and
Sureswar. Both time series show twice daily observations of water
levels (black crosses), and hourly model output (continuous red
line). As well as a strong diurnal cycle, a secondary 14 day spring/
neap cycle is superimposed, and an annual cycle is also observed:
demonstrating the effect of the volume of incoming freshwater on



Fig. 4. Mean tidal range observed (left) and modelled (right) during the year 2000. Note that only a few point observations are available for validation during this period. The colour
scale is applicable to both plots. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 5. Bathymetry used to produce the model grid. Several data sets [references in text] were combined to generate the bathymetry map on the delta. Colour panel is water depth,
m. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Table 6
Mean R2 values and rmse of high (HW) and low (LW) tides observed inland within
the delta (NB taken from scenario 1 run, year 2000).

Name R2 HW R2 LW rmse HW rmse LW

Babuganj 0.732 0.806 0.148 0.302
Rayenda 0.039 0.043 0.292 0.388
Mirjaganj 0.320 0.350 0.263 0.096
Bamna 0.266 0.256 0.173 0.241
Mongla 0.515 0.657 0.353 1.517
Sarupkati 0.532 0.685 0.023 0.287
Barisal 0.806 0.872 0.244 0.651
Umedpur 0.345 0.529 0.030 0.400
Kaitpara 0.627 0.717 0.235 0.301
Chalna 0.569 0.513 0.244 2.056
Tajumuddin 0.325 0.401 0.595 0.675
Jhalakati 0.763 0.843 0.118 0.508
Sureswar 0.925 0.912 0.512 0.741
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the surface elevation. Rayenda is seen to be a tidally dominated site,
with little change observed in the model when moving fromwet to
dry season. There is some freshwater signal in the observations -
leading to a poor correlation in Table 6.

At Sureswar, the freshwater dominates the water levels in both
model and observations. The annual cycle is strong, with an
amplitude of around 2 m. At Sureswar and other sites (not shown)
there is a larger tidal range during dry season. Peaks in discharge
are also captured as changes inwater level: comparewith the lower
panel of Fig. 6. Particularly obvious are the two events in October/
November 2000, and to a lesser extent in June. During the wet
season, the tidal range is significantly suppressed. Here the tidal
wave has to propagate up the estuary in direct competitionwith the
river flow, so the time taken for the tide to propagate is longer.

Fig. 7 summarises the relationship between observed and
modelled daily high and low tides within the delta; a year's worth
of daily data is shown for the 13 sites listed in Table 6. The scatter



Fig. 6. Top panels: Time series plots comparing the annual cycle of water level in BIWTA observations with FVCOM model at Rayenda (top) and Sureswar (below). Red lines are
modelled water levels, and black crosses are observations taken at 6am and 6pm daily. The lower panel shows river discharge during the same period. (For interpretation of the
references to colour in this figure legend, the reader is referred to the web version of this article.)
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plot is coloured by a normalised density. There are two ‘hot spots’,
representing the daily high and low waters. This composite result
suggests that FVCOM is overpredicting water levels at low tides
(perhaps because the model is drying out, but a negative water
level is reported in the observations). The high tides are better
correlated, with the majority of high tides being correctly pre-
dicted. The slope of the scatter plots suggests that we are generally
underpredicting the water levels.

Fig. 8 shows the change in tidal range moving from the estuary
mouth to the head for 2 sections. The ‘eastern’ section covers the
lower Meghna from Hatiya Bar in the south to Sureswar in the
north, and the ‘central’ section has its mouth at Chardoani, and its
head at Babuganj. Both estuaries see the tidal range reduce as the
wave penetrates inland. The tidal ranges are larger in the obser-
vations, but the dissipation rates (slope of the linear fit) are similar
between model and observations. The right hand panel of Fig. 8
shows the phase lag of the tide as it travels up the modelled es-
tuaries. A wave travelling at 160 km in 9 h has a speed of around
4.3 m�1, closer to the propagation speed of a storm surge simulated
by Karim and Mimura (2008). Unfortunately it is not possible to
recreate this plot for the observed data, as they are not recorded at a
high enough frequency.
Fig. 9 shows the co-tidal chart for M2. The tidal amplitude is
largest in the North East and North West corners of the Bay of
Bengal, consistent with observations e.g. Murty and Henry (1983).
The tidal wave propagates inland, with the amplitude decreasing as
it does so. The pattern of the S2 tide (not shown) is similar with the
phases offset by around 150�.

4. Controls on tidal penetration

4.1. Friction

In order to determine what controls tidal penetration into a
river delta, we can perform a series of model experiments. First, we
examine the effect of changing bed roughness in the model. Fig. 10
shows the effect of altering bottom roughness lengths (z0) on tidal
range. A suite of tests was run, forced by the same tides andwith no
river discharge included; z0 was set to 0.1 cm, 0.15 cm, 0.5 cm,
1.0 cm, 3.0 cm, 5.0 cm, 10 cm, and 50 cm (the default roughness
length was 1.5 cm). Their equivalent Cd values are calculated in
Table 7.

With reduced roughness length, the drag is reduced and tidal
range increases. Similarly when the roughness length is increased,



Fig. 7. Density scatter plot comparing modelled and observed high and low waters at ‘inland’ sites within the delta. A 1:1 correlation line is added for reference.

Fig. 8. Change in tidal range when moving from river mouth to head (left) and tidal phase lag when moving from mouth to head (right).
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more tidal energy is dissipated, and the range reduced. Changing
the roughness length by a factor of 10 changes the mean tidal range
by 20 cm across all sites. Themaximum change in tidal range can be
as large as 0.5 m, and the largest changes are seen in areas of high
tidal range. Even so, we cannot increase the amplitude of modelled
tidal range to that observed merely by altering bed roughness
within a reasonable range of lengthscales.

4.2. Competition between river and tide

The GBM delta is situated at the interface between large and
annually varying river discharge and a meso-to macro-tidal range.
However the time scales of these two processes are very different,
with the tide dominated by the semi-diurnal (12.4 h) cycle, and the
freshwater following a seasonal cycle). Across the delta there are
locations where the tide dominates, and others where the river
dominates. Some of the most interesting places are where there is
competition and the dominance switches during the year.

We can isolate the effect of river flow, by taking an averaged
model current speed over a tidal period (or longer). Fig. 11 shows
the average current speed from a dry and wet lunar month (29.5
days) respectively. By averaging out the tidal flow, we see small
residual current speeds in the open ocean, but much larger values
in the river channels. In the dry month, the fast flows are restricted
to the narrow and deep sections of the major rivers, most clearly
seen in the Upper Meghna. In the wet season, the residual flows are
larger, and cover more of the river system. There are fast flows in
the Arial Khan and throughout the Meghna. The fast currents are



Fig. 9. Co-tidal chart of the M2 tide. Colours are amplitude (m), and black contours are phase lines (degrees). (For interpretation of the references to colour in this figure legend, the
reader is referred to the web version of this article.)

Fig. 10. Impact of changing bottom roughness on tidal range.

L.M. Bricheno et al. / Estuarine, Coastal and Shelf Science 182 (2016) 12e2622
also visible across more of the width of the river channels, showing
that the shoulders of the rivers have been inundated, and allowed
to become active ‘wet cells’ in the model.
The time taken for the tidal wave to propagate into the delta is
measured by comparing the arrival time of high tide with the time
of high tide at the shelf break (defined at 200 m water depth). The



Table 7
Cd values calculated for a range of z0 and water depth.

z0 (m) < 3 m 5 m 10 m 20 m 30 m

0.001 0.0064 0.0052 0.0041 0.0034 0.0030
0.005 0.0138 0.0105 0.0075 0.0057 0.0049
0.01 0.0218 0.0154 0.0105 0.0075 0.0064
0.015 0.0302 0.0202 0.0130 0.0091 0.0075
0.03 0.0618 0.0356 0.0202 0.0130 0.0105
0.05 0.1326 0.0618 0.0302 0.0178 0.0138
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tidal wave travels inland up large river channels (such as the
Meghna) at a speed of

ffiffiffiffiffiffi
gh

p
þ U where h is the water depth, and U is

the additional velocity provided by the river discharge. An esti-
mation of average speed of the tidal wave up the delta suggests it
takes approximately 17 h to penetrate 440 km inland to the head of
the river, which equates to a propagation speed of 7 m�1, or a tidal
wave moving in an average water depth of 5.3 m. This speed is
quicker than, but comparable to, that seen in the surge propagation
by Karim and Mimura (2008). However, in some of the minor river
channels a more complex travel pattern is observed, as river
channels of different sizes have different hydraulic depths. For
example, in a confluence of channels around 90.2�E and 22.5�N we
see that onewave is propagating down from the North with a lag of
12 h, which is then meeting the tide approaching from the south
Fig. 11. Difference in residual current speed betwee
whose peak arrive around 5 h earlier (not shown). The hydraulic
mean depth (H) (dependent on cross sectional shape) is commonly
used for 1D channel flow (where the hydrodynamics cannot be
properly captured) and is ameasure of channel flow efficiency. For a
given channel cross-section, H is defined as the cross section of
water flowing through the channel divided by the wetted perim-
eter of the channel. Thus it can be regarded as the equivalent depth
for the same cross-section in a rectangular channel and takes ac-
count of varying depths across a cross-section. Our FVCOMmodel is
3D, so the full river cross-sections are represented, and this
simplified 1D approach is not required. This idealised relationship
will also break down as we move into tidally controlled estuaries.
Nonetheless it is a useful way to compare the efficiency and con-
nectivity of channels.

Fig. 12 shows the impact of freshwater on the arrival time of the
high water, by running the identical model grid and tidal forcing
with, and without river discharge. In the model without rivers, the
high tide is seen to propagate all the way up to the head of the river,
where the FVCOM domain ends. However when freshwater forcing
is enabled, we see that the tide is only able to penetrate to
confluence of the Brahmaputra and Padma (23.79�N, 89.76�E), and
no further inland as the upper Meghna and Gorai rivers are
dominated by freshwater. The river also affects the arrival time of
the high tide further towards the mouth, by as much as 1 h in
places.
n a dry (top) and wet (below) season month.



Fig. 12. Arrival time of high tide (hours) from the tide only model (left) and including freshwater (right).
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4.3. Bathymetry and channel width

A consistent model grid and bathymetry were used across all
experiments presented here, so it is not possible to run sensitivity
tests to changing bathymetry or coastline. However, as the delta
model configuration contains a wide range of river channels, the
tidal propagation in contrasting channels can be investigated.
Consider the arrival time of high tide in the Meghna (around 14 km
wide) versus the Rupsha (around 3 km wide). The speed of tidal
propagation was calculated at two sections; at 89.6�E through the
Rupsha, and at 90.6�E through the Meghna. In the wider channel,
the tidal wave travels at around 9.8 m�1, while in the narrow
channel the propagation is much slower: around 4.8 m�1.

The water depth in the narrow channel (17 m on average) ex-
ceeds that of the wide channel (9 m on average). If the wave speed
were simply

ffiffiffiffiffiffi
gh

p
, then one would expect faster propagation in the

deeper of the two. This is not the case, due to lateral friction at the
channel walls. In a wide channel the tidal wave will propagate
freely close to the shallow water wave speed. But in a narrow
channel the flow and wave speed will be constrained by frictional
loss to the walls. This effect has been described by Stoker (1948),
and previously Thomas (1937) who present the theory behindwave
propagation in open channels. In hydraulics, the frictional effects at
the river walls are represented by a “loss of head” term. In turbulent
flow this resistance term is proportional to u2.

Turning to wave speed Savenije (2005) introduces a tidal
damping scale b derived from the St. Venant equations, which is
proportional to the length scale of the exponential width variation,
in other words the distance over which the channel converges. So a
sharply funnelling channel will damp the tide much more effi-
ciently than one which narrows over a longer distance. The width
profiles of most individual channels can be reasonably approxi-
mated with an exponential curve (Davies and Woodroffe, 2010),
and the Rupsha and Meghna are no exceptions. The convergence
length (Lb) is defined distance over which the channel width nar-
rows by a factor e. For theMeghna Lb is approximately 55 km.While
for the Rupsha Lbz 13 km. The smaller value of Lb for the Rupsha
compounds the observations that channel width is controlling tidal
penetration into this channel.

5. Discussion

What controls tidal penetration in a river delta? There are four
major controlling factors; (1) bathymetry (2) channel width (3)
opposing river discharge (4) bed friction. Bathymetry is the most
fundamental of these, and is the most important control on tidal
penetration. Factors 1,2, and 4 can be considered as static and
predetermined by the geometry (and must be captured by the
model set-up). River discharge is different as it is externally
controlled and varies seasonally due to the monsoon. We can
investigate the effects of bathymetry and hydraulic depth by
examining maps of tidal range and arrival time within different
channels in the delta. The effect of discharge can be assessed by a
model experiment with and without river discharge, and sensi-
tivity experiments to subgridscale effects have shown the impact of
friction on tidal penetration.

Model bathymetry is one of the most difficult data sets to obtain
(Lewis et al., 2013), but also the most important to the hydrody-
namic behaviour of estuaries. Several data sources were available in
this case, GEBCO and ETOPO offshore, and river channel surveys
inland. These data are patchy in both space and time, and also raises
the question of “how long are these observations really valid for?”
The ‘lifetime’ of bathymetry data in this dynamic environment is,
likely, very short, due to the soft underlying sediment combined
with high river and tidal flows. The shape of river cross-sections
may be important to flow locally, but when considering tidal
penetration, the channel area and river volume will be the con-
trolling factors.

The true position of the coast is further complicated by man-
made defences, by poldering and building sluice gates so that
stretches of river are made more stable artificially. Outside of the
Sundarban forest, many areas are protected by sea defences, as
mapped by Islam (2006). However, we are not attempting to pre-
dict morphological evolution in this model, so for the purpose of
this work it is assumed that the position of the coastline remains
constant, with no inundation permitted beyond a predefined
channel wall. Land inundation has been addressed in the separate
work of Lewis et al. (2013) and Haque et al. (2016).

Errors in the model bathymetry are a well known problem in
coastal modelling, e.g. French and Clifford (2000) suggests that
there should be a feedback loop between the hydrodynamic model
run, and bathymetry generation. Cea and French (2012) perform
250 Monte Carlo simulations of the tidal flow in a meso-tidal es-
tuary. Their results indicate that adjusting for bathymetric error
may be a more effective and appropriate parameter than bed fric-
tion for the calibration of depth-averaged hydrodynamic models. In
their case study estuary, tidal current speed is shown to be much
more sensitive to small changes in bed elevation than to adjust-
ment of the bed friction coefficient.

The impact of rivers on tidal penetration was considered in
section 4. The tidal wave speed is modified by opposing velocity
from river discharge. Where the river current speed is strong, the
tidal wave is retarded, and the tide cannot penetrate so far inland.
This is reflected when examining the tidal range at some river
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dominated sites (e.g. consider Fig. 6).Where the site has a high river
discharge, such as Sureswar the tidal wave is retarded by out-
flowing river discharge. As the tidal wave dissipates as it propagates
up the river channel, this slowing of the tidal wave is manifested as
a suppression of the tidal range at the high discharge sites.

Model sensitivity experiments to changing bottom friction
showed that the tidal range is sensitive to roughness length (z0). A
spatially homogeneous roughness length was used throughout the
model. In reality, there is likely to be larger dissipation in river
channels, due to the presence of river banks, and vegetation. Li et al.
(2012) use FVCOM to simulate changing tides in Darwin Harbour,
noting that tidal asymmetry is controlled by an enhanced bottom
friction within the mangrove forest areas. This would suggest that
to accurately capture the tides in the GBM delta, we would need an
area of larger z0 within the Sundarban forest. Contrary to this, in our
model we see that the tidal range is already slightly underpredicted
in the delta, suggesting friction is overly strong in the river
channels.

6. Summary

The FVCOM model has been configured and implemented for
the Bangladesh delta. Having combined modern river cross-section
surveys with GEBCO data and satellite observations, a new ba-
thymetry data set has been produced. This bathymetry was used to
generate a grid for the unstructured model, which was then driven
with tidal and freshwater forcings.

The modelled sea surface elevations have been compared
against tidal data, and water level observations inland. At the open
coast, where tides are dominant, the model performs very well,
giving us confidence in its abilities. Within the delta FVCOM was
able to accurately model the tidal ranges in the central estuarine
region, however the model suffered from some under-prediction of
amplitude in the Sundarban forest region, and within the lower
Meghna. Correct representation of the channels, and bathymetry
and bottom friction is crucial, and problems in model bathymetry
can be identified by evaluating the behaviour of the tidal wave.
Channel width can also control tidal penetration, with rapidly
narrowing estuaries seeing more dissipation than wider rivers.

Water levels in the delta are controlled by a balance between
river and tidal flow, acting on different timescales. Throughout the
year the situation can change; from tides controlling the water
levels in the dry season, to a dominance by river flow during the
monsoon. Very large flows in the monsoon season are shown to
reduced tidal amplitudes by retarding the tidal wave speed. Sea-
sonal water level changes associated with freshwater input can be
significantly larger than the total tidal range, and the model is also
seen to ‘dry-out’ where modelled bathymetry is shallower than in
reality.

A sensitivity to model bottom roughness length z0 is seen, which
can change the tidal range locally by 20 cm on average. However
the magnitude of this effect is insufficient to overcome an under-
prediction of tidal ranges which is thought to be constrained by
poor model bathymetry. The delta model developed has been
shown to be suitable for predicting tidal behaviour far inland in the
delta as well as capturing the impacts of river flow on water levels.

Acknowledgements

The ESPA Deltas project (Assessing Health, Livelihoods,
Ecosystem Services And Poverty Alleviation In Populous Deltas),
project number NE-J002755-1, was funded with support from the
Ecosystem Services for Poverty Alleviation (ESPA) programme.
ESPA is a collaboration between Bangladeshi, UK and Indian part-
ners to develop a holistic picture of the GBM delta. The ESPA
programme is funded by the Department for International Devel-
opment (DFID), the Economic and Social Research Council (ESRC)
and the Natural Environment Research Council (NERC).

The authors would like to thank Ricardo Torres and Pierre
Cazanave at Plymouth Marine Laboratory for their advice and help
with setting-up and configuring the model grid. The authors would
like to thank the Bangladesh Inland Water Transport Authority
(BIWTA) and the Bangladesh Institute of Water Modelling (IWM)
for providing observations of bathymetry and water levels.

We also acknowledge Geoff Cowles and Pierre Cazanave for
their useful toolboxes of pre- and post-processing scripts used for
the model configuration presented here (https://github.com/
pwcazenave/fvcom-toolbox). We thank the National Oceanog-
raphy Centre, Liverpool for their IT support, particularly Mark Bir-
mingham for providing technical support for the FVCOM
modelling, and Angela Hibbert for providing extra tidal analysis
from historic data. This work used the ARCHER UK National
Supercomputing Service (http://www.archer.ac.uk).
References

Allison, M.A., 1998. Historical changes in the Ganges-Brahmaputra delta front.
J. Coast. Res. 1269e1275.

Auerbach, L.W., Goodbred Jr., S.L., Mondal, D.R., Wilson, C.A., Ahmed, K.R., Roy, K.,
Steckler, M.S., Small, C., Gilligan, J.M., Ackerly, B.A., 2015. Flood risk of natural
and embanked landscapes on the ganges-brahmaputra tidal delta plain. Nat.
Clim. Change 5, 153e157.

Bandyopadhyay, Sunando, 1997. Natural environmental hazards and their man-
agement: a case study of sagar island, India. Singap. J. Trop. Geogr. 18 (1),
20e45.

Barbier, Edward B., 2012. A spatial model of coastal ecosystem services. Ecol. Econ.
78, 70e79.

Brammer, Hugh, 2014. Bangladesh's dynamic coastal regions and sea-level rise.
Clim. Risk Manag. 1 (0), 51e62. http://dx.doi.org/10.1016/j.crm.2013.10.001.
ISSN 2212-0963. http://www.sciencedirect.com/science/article/pii/S2212096
31300003X.

Cea, L., French, J.R., 2012. Bathymetric error estimation for the calibration and
validation of estuarine hydrodynamic models. Estuar. Coast. Shelf Sci. 100,
124e132.

Chanson, Hubert, 2004. Hydraulics of Open Channel Flow. Butterworth-Heinemann.
Chatterjee, Meenakshi, Shankar, D., Sen, G.K., Sanyal, P., Sundar, D., Michael, G.S.,

Chatterjee, Abhisek, Amol, P., Mukherjee, Debabrata, Suprit, K., et al., 2013. Tidal
variations in the sundarbans estuarine system, India. J. Earth Syst. Sci. 122 (4),
899e933.

Chen, Changsheng, Liu, Hedong, Beardsley, Robert C., 2003. An unstructured grid,
finite-volume, three-dimensional, primitive equations ocean model: applica-
tion to coastal ocean and estuaries. J. Atmos. Ocean. Technol. 20 (1), 159e186.

Chen, Changsheng, Gao, Guoping, Qi, Jianhua, Proshutinsky, Andrey,
Beardsley, Robert C., Kowalik, Zygmunt, Lin, Huichan, Cowles, Geoffrey, 2009.
A new high-resolution unstructured grid finite volume arctic ocean model (ao-
fvcom): an application for tidal studies. J. Geophys. Res. Oceans (1978e2012)
114 (C8).

Clarke, D., Williams, S., Jahiruddin, M., Parks, K., Salehin, M., 2015. Projections of on-
farm salinity in coastal Bangladesh. Environ. Sci. Process. Impacts 17,
1127e1136.

Davies, J.L., Moses, Cherith A., 1964. A Morphogenic Approach to World Shorelines.
Davies, Gareth, Woodroffe, Colin D., 2010. Tidal estuary width convergence: theory

and form in north australian estuaries. Earth Surf. Process. Landforms 35 (7),
737e749.

Defant, Albert, 1961. Physical Oceanography, vol. 2. Pergamon Press.
French, J.R., Clifford, N.J., 2000. Hydrodynamic modelling as a basis for explaining

estuarine environmental dynamics: some computational and methodological
issues. Hydrol. Process. 14 (11e12), 2089e2108.

Galloway, William E., 1975. Process framework for describing the morphologic
and stratigraphic evolution of deltaic depositional systems. In: Broussard, M.L.
(Ed.), Deltas, Models of Exploration. Houston Geological Society, Houston,
pp. 87e98.

GEBCO, 2014. General Bathymetric Chart of the Oceans. http://www.gebco.net.
Gopal, Brij, Chauhan, Malavika, 2006. Biodiversity and its conservation in the

sundarban mangrove ecosystem. Aquat. Sci. 68 (3), 338e354.
Haque, A., Sumaiya, Rahman, M., 2016. Flow distribution and sediment transport

mechanism in the estuarine systems of ganges-brahmaputra-meghna delta. Int.
J. Environ. Sci. Dev. 7, 22.

Holt, J.T., James, I.D., 2001. An s coordinate density evolving model of the northwest
European continental shelf: 1 model description and density structure.
J. Geophys. Res. C 106, 14015e14034.

Howarth, M.J., Pugh, D.T., 1983. Observations of tides over the continental shelf of
north-west europe. Elsevier Oceanogr. Ser. 35, 135e188.

https://github.com/pwcazenave/fvcom-toolbox
https://github.com/pwcazenave/fvcom-toolbox
http://www.archer.ac.uk
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref1
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref1
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref1
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref2
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref2
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref2
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref2
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref2
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref3
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref3
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref3
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref3
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref4
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref4
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref4
http://dx.doi.org/10.1016/j.crm.2013.10.001
http://www.sciencedirect.com/science/article/pii/S221209631300003X
http://www.sciencedirect.com/science/article/pii/S221209631300003X
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref6
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref6
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref6
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref6
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref7
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref8
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref8
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref8
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref8
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref8
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref9
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref9
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref9
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref9
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref10
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref10
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref10
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref10
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref10
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref10
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref11
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref11
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref11
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref11
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref12
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref13
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref13
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref13
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref13
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref14
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref15
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref15
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref15
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref15
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref15
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref16
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref16
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref16
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref16
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref16
http://www.gebco.net
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref18
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref18
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref18
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref19
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref19
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref19
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref20
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref20
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref20
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref20
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref21
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref21
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref21


L.M. Bricheno et al. / Estuarine, Coastal and Shelf Science 182 (2016) 12e2626
Islam, M. Rafiqul, 2006. 18 managing diverse land uses in coastal Bangladesh:
Institutional approaches. Environ. livelihoods Trop. Coast. zones 237.

Karim, M.F., Mimura, N., 2008. Impacts of climate change and sea-level rise on
cyclonic storm surge floods in Bangladesh. Glob. Environ. Change 18 (3),
490e500.

Kay, S., Caesar, J., Wolf, J., Bricheno, L., Nicholls, R.J., Islam, A.S., et al., 2015.
Modelling the increased frequency of extreme sea levels in the Gang-
eseBrahmaputraeMeghna delta due to sea level rise and other effects of
climate change. Environ. Sci. Process. Impacts 17 (7), 1311e1322.

Lewis, Matt, Bates, Paul, Horsburgh, Kevin, Neal, Jeff, Schumann, Guy, 2013. A storm
surge inundation model of the northern bay of bengal using publicly available
data. Q. J. R. Meteorological Soc. 139 (671), 358e369.

Li, Li, Hua Wang, Xiao, Williams, David, Sidhu, Harvinder, Song, Dehai, 2012. Nu-
merical study of the effects of mangrove areas and tidal flats on tides: a case
study of darwin harbour, Australia. J. Geophys. Res. Oceans (1978e2012) 117
(C6).

Milliman, John D., Meade, Robert H., 1983. World-wide delivery of river sediment to
the oceans. J. Geol. 1e21.

Murty, T.S., Henry, R.F., 1983. Tides in the bay of bengal. J. Geophys. Res. Oceans
(1978e2012) 88 (C10), 6069e6076.

NGDC, 2011. Etopo1, Global 1 Arc-minute Ocean Depth and Land Elevation from the
US National Geophysical Data Center. NGDC. http://dx.doi.org/10.5065/
D69Z92Z5.

Nicholls, Robert J., Hoozemans, Frank MJ., Marchand, Marcel, 1999. Increasing flood
risk and wetland losses due to global sea-level rise: regional and global ana-
lyses. Glob. Environ. Change 9, S69eS87.

Parker, Bruce B., 1991. Tidal Hydrodynamics. John Wiley & Sons.
A. Payo, A. Mukhopadhyay, S. Hazra, T. G., S. Ghosh, S. Brown, R. J. Nicholls, L. Bri-

cheno, J. Wolf, S. Kay, A. N. Lazar, and A. Haque.
Pugh, David T., 1987. Tides, Surges and Mean Sea-level. John Wiley and Sons.
Pugh, David, Woodworth, Philip, 2014. Sea-level Science: Understanding Tides,

Surges, Tsunamis and Mean Sea-level Changes. Cambridge University Press.
Rahman, Abdullah F., Dragoni, Danilo, El-Masri, Bassil, 2011. Response of the sun-

darbans coastline to sea level rise and decreased sediment flow: a remote
sensing assessment. Remote Sens. Environ. 115 (12), 3121e3128. http://
dx.doi.org/10.1016/j.rse.2011.06.019. ISSN 0034-4257. http://www.science
direct.com/science/article/pii/S0034425711002434.

Rose, Linta, Bhaskaran, Prasad K., 2015. Tidal prediction for complex waterways in
the Bangladesh region. Aquat. Procedia 4, 532e539.

Sarker, Maminul Haque, Thorne, Colin R., 2009. Morphological response of the
BrahmaputraePadmaelower Meghna river system to the Assam earthquake of
1950. Braided Rivers Process, Deposits, Ecol. Manag. (Special Publ. 36 IAS) 21,
289.

Sarker, Maminul H., Thorne, Colin R., Nazneen Aktar, M., Ruknul Ferdous, Md, 2014.
Morpho-dynamics of the brahmaputra Jamuna river, Bangladesh. Geo-
morphology 215 (0), 45e59. http://dx.doi.org/10.1016/j.geomorph.2013.07.025.
ISSN 0169-555X. http://www.sciencedirect.com/science/article/pii/S0169555
X13003814 (Morphological characterisation and fluvial processes of large
rivers at different time scales).
Savenije, H.H.G., 2005. Salinity and Tides in Alluvial Estuaries. Elsevier, Amsterdam.
Sindhu, B., Unnikrishnan, A.S., 2013. Characteristics of tides in the bay of bengal.

Mar. Geod. 36 (4), 377e407.
Snead, Rodman E., 2010. Bangladesh. In: Encyclopedia of the World's Coastal

Landforms. Springer, pp. 1077e1080.
Stoker, J.J., 1948. The formation of breakers and bores. the theory of nonlinear wave

propagation in shallow water and open channels. Commun. Pure Appl. Math. 1,
1e87.

Thomas, H.A., 1937. The Hydraulics of Flood Movements in Rivers. Camegie Institute
of Technology, Pittsburgh, Pa.

U.K. Hydrographic Office, 2012. Admiralty Tide Tables Volume 3 Indian Ocean and
South China Sea. United Kingdom Hydrographic Office.

Wade, A.J., Durand, P., Beaujouan, V., Wessel, W.W., Raat, K.J., Whitehead, P.G.,
Butterfield, D., Rankinen, K., Lepisto, A., 2002. A nitrogen model for european
catchments: Inca, new model structure and equations. Hydrology Earth Syst.
Sci. 6, 559e582.

Wang, B., Fringer, O.B., Giddings, S.N., Fong, D.A., 2009. High-resolution simulations
of a macrotidal estuary using suntans. Ocean. Model. 28 (1), 167e192.

Whitehead, P.G., Barbour, E., Futter, M.N., Sarkar, S., Rodda, H., Caesar, J.,
Butterfield, D., Jin, L., Sinha, R., Nicholls, R., et al., 2015a. Impacts of climate
change and socio-economic scenarios on flow and water quality of the ganges,
brahmaputra and meghna (gbm) river systems: low flow and flood statistics.
Environ. Sci. Process. Impacts 17 (6), 1057e1069.

Whitehead, P.G., Sarkar, S., Jin, L., Futter, M.N., Caesar, J., Barbour, E., Butterfield, D.,
Sinha, R., Nicholls, R., Hutton, C., et al., 2015b. Dynamic modeling of the ganga
river system: impacts of future climate and socio-economic change on flows
and nitrogen fluxes in India and Bangladesh. Environ. Sci. Process. Impacts 17
(6), 1082e1097.

Wolf, Judith, 2015. Work Package 5: Final Report Espa Deltas Project; Quantitative
Bio-physical Modelling. Technical report, ESPA Deltas.

Xue, Pengfei, Chen, Changsheng, Ding, Pingxing, Beardsley, Robert C., Lin, Huichan,
Ge, Jianzhong, Kong, Yazhen, 2009. Saltwater intrusion into the changjiang
river: a model-guided mechanism study. J. Geophys. Res. Oceans (1978e2012)
114 (C2).

Yang, Zhaoqing, Wang, Taiping, 2013. Tidal residual eddies and their effect on water
exchange in puget sound. Ocean. Dyn. 63 (8), 995e1009.

Yu, W.H., Alam, M., Hassan, A., Khan, A.S., Ruane, A.C., Rosenzweig, C., Major, D.C.,
Thurlow, J., 2010. Climate change risks and food security in Bangladesh.
Routledge.

Zhao, Liuzhi, Chen, Changsheng, Vallino, Joe, Hopkinson, Charles, Beardsley, Robert
C., Lin, Huichan, Lerczak, Jim, 2010. Wetland-estuarine-shelf interactions in the
plum island sound and merrimack river in the Massachusetts coast. J. Geophys.
Res. Oceans (1978e2012) 115 (C10).

Zheng, Lianyuan, Chen, Changsheng, Liu, Hedong, 2003. A modeling study of the
satilla river estuary, Georgia. i: flooding-drying process and water exchange
over the salt marsh-estuary-shelf complex. Estuaries 26 (3), 651e669.

Zundel, A.K., 2005. Surface-water Modeling System Reference Manual Version 9.0.
Environmental Modeling Research Laboratory.

http://refhub.elsevier.com/S0272-7714(16)30379-1/sref22
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref22
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref23
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref23
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref23
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref23
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref24
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref24
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref24
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref24
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref24
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref24
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref24
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref25
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref25
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref25
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref25
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref26
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref26
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref26
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref26
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref26
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref27
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref27
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref27
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref28
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref28
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref28
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref28
http://dx.doi.org/10.5065/D69Z92Z5
http://dx.doi.org/10.5065/D69Z92Z5
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref30
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref30
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref30
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref30
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref31
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref31
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref33
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref34
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref34
http://dx.doi.org/10.1016/j.rse.2011.06.019
http://dx.doi.org/10.1016/j.rse.2011.06.019
http://www.sciencedirect.com/science/article/pii/S0034425711002434
http://www.sciencedirect.com/science/article/pii/S0034425711002434
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref36
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref36
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref36
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref37
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref37
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref37
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref37
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref37
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref37
http://dx.doi.org/10.1016/j.geomorph.2013.07.025
http://www.sciencedirect.com/science/article/pii/S0169555X13003814
http://www.sciencedirect.com/science/article/pii/S0169555X13003814
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref39
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref40
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref40
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref40
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref41
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref41
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref41
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref42
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref42
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref42
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref42
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref43
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref43
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref44
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref44
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref45
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref45
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref45
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref45
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref45
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref46
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref46
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref46
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref47
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref47
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref47
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref47
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref47
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref47
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref48
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref48
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref48
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref48
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref48
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref48
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref49
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref49
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref50
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref50
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref50
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref50
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref50
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref51
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref51
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref51
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref52
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref52
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref52
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref53
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref53
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref53
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref53
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref53
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref54
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref54
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref54
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref54
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref55
http://refhub.elsevier.com/S0272-7714(16)30379-1/sref55

	Tidal intrusion within a mega delta: An unstructured grid modelling approach
	1. Introduction
	2. Methods
	2.1. Model
	2.2. Model grid and bathymetry
	2.3. Water level data

	3. Tidal validation
	3.1. Open coast
	3.2. Within the delta

	4. Controls on tidal penetration
	4.1. Friction
	4.2. Competition between river and tide
	4.3. Bathymetry and channel width

	5. Discussion
	6. Summary
	Acknowledgements
	References


