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ABSTRACT

The rapid Arctic summer sea ice reduction in the last decade has lead to debates in the maritime in-
dustries on the possibility of an increase in cargo transportation in the region. Average sailing times on
the North Sea Route along the Siberian Coast have fallen from 20 days in the 1990s to 11 days in 2012-
2013, attributed to easing sea ice conditions along the Siberian coast. However, the economic risk of
exploiting the Arctic shipping routes is substantial. Here a detailed high-resolution projection of ocean
and sea ice to the end of the 21st century forced with the RCP8.5 IPCC emission scenario is used to
examine navigability of the Arctic sea routes. In summer, opening of large areas of the Arctic Ocean
previously covered by pack ice to the wind and surface waves leads to Arctic pack ice cover evolving into
the Marginal Ice Zone. The emerging state of the Arctic Ocean features more fragmented thinner sea ice,
stronger winds, ocean currents and waves. By the mid 21st century, summer season sailing times along
the route via the North Pole are estimated to be 13-17 days, which could make this route as fast as the

Marginal Ice Zone North Sea Route.

Ocean waves © 2016 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license

(http://creativecommons.org/licenses/by/4.0/).

1. Introduction

The United Nations Framework Convention on Climate Change
(UNFCC) held in Copenhagen in December 2009 agreed that global
greenhouse emissions, including shipping, must be capped to
prevent global temperature rising by more than 2 °C. This places
heavy challenges on the industry. The estimated share of CO,
emissions from shipping in the total global anthropogenic CO,
emissions was about 3.3% in the 2000s [1]. Taking into account the
projected increase in the volume of shipping, the emissions from
global shipping operations will rise by 20-60% by 2050. To achieve
the target global CO, concentration level of 450 ppm by 2050,
global shipping is targeted to reduce its emissions at the rate of
2.6% per year from 2020 to 2050 [2-4]. The measures put in place
by the International Maritime Organization (IMO) [5,6], including
the recently adopted Energy Efficiency Design Index (EEDI), do not
guarantee reaching the required reduction. Additional solutions
must be sought, like switching to low-emission fuels, such as Li-
quid Natural Gas (LNG), hydrogen, biofuels, or non-emissive
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propulsion, solar- and wind-powered [7], reducing the water drag
of ship’s hulls and reducing the speed of sailing for cargo vessels
(slow steaming). These measures will require several years to
implement, and will require refitting the existing fleet at a very
large expense for industry [8,9].

The exploitation of shipping routes in the Arctic Ocean can, in
principle, reduce the navigational distances between Europe and
Asia by about 40%, saving fuel and reducing CO, emissions [10].
Schgyen and Brdthen analyzed a potential reduction in sailing
time, fuel and CO, emission savings for two types of bulk cargo
vessels sailing along the Northern Sea Route (NSR) instead of via
the Suez Canal [10]. They concluded that the main advantage of
shipping operations using an ice-free NSR would be the reduction
of sailing time, more than doubling the fuel efficiency and redu-
cing CO, emissions by 49-78%. They however asserted that this
would not necessary be the case for liner shipping due to un-
certainty in the schedule reliability for the NSR so, in the short
term, this route would first be of interest for bulk shipping.
Overall, the saving in fuel might not necessarily translate to cost
savings because of other factors, such as higher building costs for
ice-classed ships, service irregularity and slower speeds, naviga-
tion difficulties, greater safety risks, etc., and, probably the most
important factor, fees for icebreaker services. [10,11].

Here it is important to distinguish between trans-Arctic navi-
gation, i.e., transporting cargo between Europe and Asia (and vice
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Fig.1. Schematic showing the region of the study. The dashed arrow shows the Northern Sea Route (NSR) along the Siberian Coast from Murmansk (Russia) to Cape Dezhnev
in Bering Strait; the light-gray arrow marks the Northwest Passage (NWP) through the Canadian Arctic Archipelago and the Arctic Bridge (AB) from Canada (St. John’s,
Newfoundland, Canada) to Europe (Aberdeen, UK); the dark-gray arrow shows the North Pole Route (NPR) from Europe (Aberdeen, UK) via Fram Strait across the North Pole
to Bering Strait. Thin gray dashed line marks the 65°N boundary of the area used for sea ice analysis.

versa), which is driven by reducing navigational distances, and the
regional Arctic shipping of commodities to Arctic settlements and
natural resources from the Arctic. The present study addresses the
former, whereas the latter has somewhat different economic
controls (such as the quantity and type of cargo, commodity pri-
ces, vessels draft and accessibility of the few existing ports along
the Arctic routes) and as well as social motivation (some of the
Arctic settlements are not accessible by roads and can be supplied
only by sea [12]. This regional Arctic shipping is beyond the scope
of this study. The next section discusses the current state of Arctic
shipping and formulates the aims of the present study.

1.1. Current state of shipping on the Northern Sea Route

Sailing routes between Europe and East Asian ports through the
Arctic Ocean along the Northern Sea Route (NSR) are about 6000
nautical miles (1 nm=1852 m) shorter (43% shorter) than the
routes around the Cape of Good Hope and are about 2700 nm
shorter (25% shorter) than the Europe to East Asia routes via Suez
Canal (Table 1 in [13]). The NSR route is also shorter than the
Panama Canal route by about 5380 nm (e.g., [10]). The use of the
shipping route across the Arctic to bring cargo from Europe to Asia
and vice versa has been explored in the 1990s in a series of in-
ternational projects [14]. Based on Arctic sea ice and other en-
vironmental conditions characteristic of the pre-2000s, the Inter-
national Northern Sea Route Program (INSROP) estimated that the
Arctic shipping route along the NSR could save about 10 days of
sailing (a reduction of about 50%) for general cargo type vessels,
compared to the shipping route from Asia to Europe via the Suez
Canal. The project concluded that savings in sailing time could be
achieved if low ice or ice-free conditions were present along the

NSR, although no comprehensive comparison between these two
routes was made by the INSROP at that time [15-18]. Schgyen and
Brdthen estimated that the NSR reduces the sailing time between
Yokohama and London by 44%, as compared to the route via the
Suez Canal, if the same average speed is maintained on these two
routes [10]. These estimates were later put to the test by practice.
For instance, in 2012 a Hong-Kong registered general cargo ship
“Yong Sheng” of 14,357 tones of gross register tonnage (GRT)
sailed between Dalian (China) and Rotterdam (Netherlands) along
the NSR [19]. The ship spent 7.4 days on the NSR, at an average
speed of 14.1 knots (1 knot=1 nm per hour) (NSR Information
Office, 2015), saving 27% of the sailing time by using the NSR, in-
stead of the route via the Suez Canal (35 days vs. 48 days
respectively).

The volume of cargo shipping along the NSR reached its peak in
1987 at 6.6 million tons (331 vessels, 1306 voyages), and then
declined in the 1990s and 2000s almost to zero [20,21] Since the
2000s, the number of cargo-carrying vessels sailing along the NSR
has increased again to 71 in 2013, with shipped cargo reaching
1.4 million tons. In 2014 there was a drop in the number of vessels
sailing along the NSR to 53. Amongst these, 31 vessels transited on
the NSR and 22 vessels were involved in regional supply opera-
tions [22]. Data on the volume of cargo in 2014 are not yet avail-
able [22].

The shipping data shows a reduction of sailing time along the
NSR from 20 days in the 1990s to 11 days on average in 2012-2013.
For this calculation the sailing time data is selected from the NSR
Information Office database only for transit voyages between the
Pacific ports and Europe [22]. The sailing time reduction is at-
tributed to the easier summer ice conditions (ice extent and
thickness) in the last decade [12,23].
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1.2. The aims of the research

Although the Arctic is projected to become seasonally ice-free
by the end of the 21st century [24,25], the beginning and the
duration of the ice-free season is anticipated to be different for
each of the three principal shipping routes across the Arctic Ocean
from Europe to the Pacific Asia: (i) the NSR along the Siberian
Coast between Murmansk in Russia and Cape Dezhnev in Bering
Strait; (ii) the Northwest Passage (NWP) through the Canadian
Arctic Archipelago; for the present analysis the NWP is combined
with the Arctic Bridge (AB) between Canada (St. John’s, New-
foundland, Canada) and Europe (Aberdeen, UK); and (iii) the North
Pole Route (NPR) from Europe (Aberdeen, UK) via Fram Strait
across the North Pole to Bering Strait (Fig. 1) [13,26,27].

Potential economic and environmental risks in exploiting the
NSR lie in the uncertainty of the length of the navigation season,
and sudden changes in the oceanic and sea ice regimes in the
Arctic [13,28]. One risk is shipping accidents involving oil spills
and contamination of the Arctic environment. Changes in the
Arctic will also have ecological and socio-economic impacts.
Adaptation to the changes requires detailed environmental pre-
dictions of the sea ice, ocean, atmosphere and ecosystem.

Since the Rossby radius in the Arctic is less than a few kilo-
meters [29], the ocean circulation features (boundary current and
eddies) may also have scales a few kilometers or less, so high-re-
solution eddy-permitting/resolving ocean models must be used to
obtain realistic and detailed ocean simulations. Advanced model-
ing capabilities are required to quantify spatial and temporal
variability of the sea ice in the Arctic, and assess scenarios of the
future retreat of Arctic sea ice. This study demonstrates the use of
high-resolution ocean and sea ice models for long-term predic-
tions of the future state of the Arctic Ocean, focusing not only on
sea ice changes, but also on changes in the ocean circulation, ocean
waves and wind. All these are key factors for safe navigation. The
aims of the study are two-fold: firstly, to examine the navigability
of the Arctic sea routes using a realistic high-resolution detailed
future projection of ocean and sea ice conditions, and, secondly, to
discuss requirements for sea ice and ocean forecasting models in
the changing Arctic.

The paper is structured as follows. The model simulations and
analysis methods are described in Section 2. A description of the
principal results of the study follows in Section 3 and a more de-
tailed discussion of the findings and directions for future in-
vestigation is in Section 4. Section 5 summarizes the study and
discusses policy implications, followed by the Glossary and
Appendices.

2. Data and methods
2.1. High-resolution model projections

An eddy-permitting projection of sea ice and ocean state using
an Ocean General Circulation Model (OGCM) is used to examine
changes in ocean circulation and sea ice cover in the Arctic Ocean
in 2000-2099. The model (hereafter, NEMO-ROAMO025) is a con-
figuration developed in the Regional Ocean Acidification Modeling
project (ROAM) [30]. This is a global high-resolution configuration
(nominal horizontal resolution of 1/4° or ca. 28 km, increasing to
9-14 km resolution in the Arctic due to the usage of a tri-polar
model grid and model grid convergence) of the coupled sea ice-
ocean European model NEMO (Nucleus for European Modeling of
the Ocean). The oceanic component of the model Ocean Parallelisé
(OPA 9.10) is described in detail in [31]. The sea ice component is
the Louvain-la-Neuve sea ice model (LIM2) updated with the
Elastic-Viscous-Plastic (EVP) rheology (formalism prescribing

how sea ice cover deforms under external forces) [32,33] and a sea
ice thickness distribution in model cells (fractional areas of the cell
occupied by sea ice of different thicknesses). The model has been
used extensively for oceanographic research, operational seasonal
ocean and climate forecasts [34] and climate studies [35]. It is used
in operational and climate research modes by a number of op-
erational agencies and centers, such as the UK Meteorological
Office (UKMO, UK), Mercator-Océan (France), Metéo France
(France), the European Center for Medium Range Weather Fore-
casting (ECMWEF, EU) and Environment Canada (Canada). NEMO is
part of the Global Monitoring for Environment and Security
(GMES), presently the Copernicus Program, and is used in the In-
tergovernmental Panel on Climate Change (IPCC) Assessment Re-
ports (AR) as the ocean model component of the CMCC-CM,
CNRM-CM5 and IPSL-CM5A(B)-L(M)R climate models [24].

For the present simulation global NEMO-ROAMO25 is forced by
output from a simulation of the UKMO Hadley Center Global En-
vironment Earth System Model (HadGEM2-ES), run under IPCC
Assessment Report 5 (AR5) Representative Concentration Path-
ways 8.5 baseline (excluding climate policies in capping emis-
sions) scenario, hereafter RCP8.5 [36]. The HadGEM2-ES simula-
tion spans 1860-2099 and included terrestrial and oceanic carbon
cycles, atmospheric chemistry and aerosols [37] and is one of an
ensemble of runs performed for the Coupled Model Inter-
comparison Project 5 (CMIP5) and IPCC AR5 [37,38]. The output
frequency of the forcing is monthly for precipitation, which in-
cludes rain, snow and runoff, daily for downwelling shortwave and
long-wave solar radiation and 6 hourly for the atmospheric
boundary layer variables: near surface air temperature, humidity
and wind velocities [30]. Turbulent air-sea and air-sea ice fluxes
are calculated from the HadGEM2-ES output atmospheric fields
using standard bulk formulae for the atmospheric near surface
boundary layer [39].

The choice of the high-radiative forcing scenario RCP8.5 was
motivated by recent assessment of the current CO, emissions
[4,40,41], which placed the present-day emission trajectory within
the 5-95% range and above the 15-percent centile of the RCP8.5
(on an estimated carbon budget of 34.8-39.3 Gt CO, in 2014). This
changes RCP8.5 scenario from being an extreme climate impact
scenario into a high-likelihood climate change scenario, unless
sustained emission mitigation from the largest emitting countries
is put in place [41].

The model was integrated in two stages. First, a coarser re-
solution version of global NEMO- ROAM1 (global nominal hor-
izontal resolution of 1° or 111 km, resolution in the Arctic of 36—
56 km) was spun up for the period 1860-1974 to obtain a near-
present climate state [42]. Next, this state (ocean and sea ice) was
used as the initial condition for high-resolution integrations for
the period 1975-2099. Sea ice concentration, thickness and drift,
along with ocean currents, temperature and salinity, and near
surface air temperature (at a 10-m height), latent and sensible heat
fluxes between the atmosphere and underlying surface, and 10 m-
height winds were output as 5-day mean fields. The output fields
were then averaged, to give monthly, seasonal, annual and decadal
means. The NEMO-ROAM1 model has the same resolution as the
highest resolution of the CMIP5 models (resolution of 1-2°) and its
results are largely comparable with those from the CMIP5 en-
semble [24,30], whereas the NEMO-ROAMO025 has a 4-times
higher resolution. Both the NEMO-ROAM configurations have
vertical resolution almost twice as in the CMIP5 models (75 levels
in NEMO vs. 30-40 levels in the CMIP5 models), with 19 levels in
the upper 50 m and 25 levels in the upper 100 m. The thickness of
the top model layer is ~1 m and partial steps in the model bottom
topography are used to improve the accuracy of the model ap-
proximation of the steep continental slopes. The advantage of the
high-resolution NEMO-ROAMO025 projections, when compared to
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the CMIP5 ensemble, is the more realistic simulations of the ocean
currents in the Arctic Ocean and elsewhere because it resolves
most of the ocean eddies while “permitting” small eddies, and
improves simulations of the Arctic Ocean Boundary Current, a
principal conduit of the warm Atlantic water into the Arctic Ocean
[29,43]. The high vertical resolution and partial bottom steps also
improve simulations of the ocean currents on the continental
shelf, which is essential for modeling surface ocean dynamics and
sea ice. The model has a non-linear ocean free surface, improving
simulations of the sea surface height and changes in sea level. For
detailed discussion of the model setup see [42].

The present study also uses the lower resolution projection of
NEMO-ROAMT1 forced with the same RCP8.5 HadGEM2-ES output
described above, and with the IPCC AR5 RCP2.6 low emission
stabilization scenario [40,41]; both simulations were run for the
period 1860-2099 [30]. The integrations were used to examine
changes in the sea ice and ocean under different emission
scenarios.

2.2. Ship safe speed and sailing times

The approach taken here is to utilize the high-resolution pro-
jection described above to provide a quantitative assessment of
Arctic accessibility for shipping in the 21st century. In the present
study the Arctic Transport Accessibility Model (ATAM) [12,44] is
applied to the sea ice fields from the projections with NEMO-
ROAMO25 to calculate safe ship speed (SS) and sailing time (ST)
along the Arctic routes. The method closely follows the papers of
[12,44], which are the first published uses of ATAM. The ATAM
model assumes sea ice conditions are the primary factor impacting
the SS and ST in the Arctic Ocean and employs the concept of Ice
Numerals (IN) developed by the Arctic Ice Regime Shipping System
(AIRSS) [45] in determining ships’ ability to navigate a sea-ice-
covered ocean (Eq. (A.1), Appendix A). The AIRSS algorithm defines
IN as a sum of Ice Multipliers (IM) for different ice types weighted
by their partial fraction. Ice types are derived from the stage of ice
development (sea ice age, Table A1, Appendix A), which is defined
from ice thickness [12,44,46]. IM are obtained empirically ac-
cording to different ship classes, taking into account ice types [45].
If IN is positive, the ice conditions are unlikely to be hazardous,
thus navigation is safe and SS can be calculated and sailing times
along the chosen route are obtained (Eq. (A.2), Appendix A). If IN is
zero or negative, the ice conditions may be dangerous, thus sailing
is unsafe and SS is set to zero (Table A2, Appendix A). It should be
noted, however, that the IN should be considered only as guidance,
and the ultimate decision whether to proceed lies with the ship’s
Master [45].

A major simplification in the IM calculations made in this study,
as well as in previous studies [12,21,27,44] is that IM depends only
on ship classes, concentration of different sea ice types and sea ice
thickness, but does not explicitly account for ice roughness (area of
ridged ice) and ice decay parameters. The reason for this is that the
data on stages of thermal ice decay is not routinely available in sea
ice models and has been only recently included in the Los-Alamos
CICE sea ice model as an extra prognostic variable [47], and ice
roughness is not always included in current sea-ice models. The
absence of these parameters from sea-ice models is partly due to
the lack of robust observational remotely sensed data that might
be used to validate and be assimilated into the sea-ice models, and
currently these sea ice parameters are still derived qualitatively
from visual observations [44,48].

Summer navigation (defined as from June to October, JJASO)
conditions along the NPR in the 21st century are assessed for the
following 7 types of cargo vessels currently sailing in the Arctic:
Canadian Arctic Categories CAC3 (Polar Class 3, PC3) and CAC4 ice-
capable vessels and general cargo vessels Types A-E. Type A

corresponds to moderately ice-strengthened Polar Class 6 (PC6)
and Type E is a open water vessel (OW) [12,26,45,49]. The ATAM
model is used with monthly mean sea ice thicknesses and con-
centration fields for the decades 2010-2019 (near future state of
the Arctic) and 2030-2039 (medium-term state of the Arctic). The
results along the NPR are compared with the SS and ST for the
three Arctic routes (NSR, NWP-AB and NPR), as assessed by
[12,26]. Since in NEMO-ROAMO025 with RCP8.5 forcing the summer
Arctic sea ice is very low after the 2050s, a different approach,
detailed in the next section, is explored to examine conditions in
the Arctic over this period.

2.3. Sea ice fragmentation and waves in marginal ice zone

The definition of the Marginal Ice Zone (MIZ) varies between
different publications. The approach taken in this study is based on
satellite products and considers sea ice covered areas with con-
centration 0.15-0.80 as MIZ [50].

Information on sea ice cover fragmentation (the two-dimen-
sional distribution of maximum ice floe sizes) is presently not
routinely available from forecasts or satellite products. For the MIZ
in the Arctic the distribution of maximum ice floe sizes can be
parameterized following [51] as an exponential function of the sea
ice concentration (Eq. (B.1) and Eq. (B.2), Appendix B). The lim-
itation of this approach is that the parameterization has been
developed from the analysis of data from Fram Strait, and so may
not represent conditions in the compressed winter ice pack.
However, with the decline of sea ice and widening of the MIZ in
the Arctic, the winter ice pack will occupy less area and this
parameterization should be sufficiently accurate for the present
analysis. Since the NEMO-ROAMO25 projection does not include
ocean waves, a quadratic dependency of significant wave height
H, on wind speed Upinq is assumed for simplicity:
Hy,2/Hwi1=(Uwinaz/Uwinai )2 ; indices 1 and 2 refer to wind speed and
wave heights at present and in the future, respectively. This allows
us to obtain an estimate of the H,, increase, although this does not
account for the wave fetch increase [52]. For short-term fore-
casting coupled wave and sea-ice models can be used as shown in
Section 3.5 [53].

3. Results
3.1. Verification of the sea ice model

To evaluate the model skills and biases in simulating present
Arctic sea ice cover, the simulated spatial distribution of sea ice
concentration (fractional area of the ocean covered by ice) along
with time series of the pan-Arctic sea ice extent (the area over
which ice is present) and volume (product of ice thickness and
concentration) are compared with observational datasets. This
model evaluation guides the assessment of the projected future
sea ice and ocean state.

Observed sea ice concentrations are taken from the UKMO
Hadley Centre Sea Ice and Sea Surface Temperature (HadISST1)
dataset [54]. The HadISST1 dataset is based on multi-decadal
passive microwave satellite remote sensing products of the global
sea ice cover from 1978 until present (hereafter 2014). In order to
examine model performance in different seasons, monthly simu-
lated and observed sea ice concentration fields are averaged for
winter (December-February, DJF), spring (March-May, MAM);
summer (June-August, JJA) and autumn (September-November,
SON) for 1978-present, thus creating mean seasonal averages for
this period.

The realism of the simulated variability and trends in sea ice are
assessed by comparing monthly time series of sea ice extent obtained
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Fig. 2. (a,c and e) Mean 1978-2005 winter (December-February) and (b,d and f) summer (June-August) sea ice fraction (shades of blue and contours) from the HadISST1
[54] (a and b) and from the NEMO-ROAMO025 model (c and d). (e) Model winter (December-February) and (f) summer (June-August) 2030-2039 ice fraction from the
NEMO-ROAMO025 RCP8.5 projection (shades of blue and black contours). (For interpretation of the references to color in this figure legend, the reader is referred to the web
version of this article.)
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Fig. 3. (a) Winter (February) and (b) summer (September) observed sea ice extent 1953-2015 (green line) from NSIDC [61] and HadISST [54] datasets and simulated over
1975-2099 in NEMO-ROAMO025 RCP8.5 (magenta), over 1953-2099 in NEMO-ROAM1 RCP8.5 (yellow) and in NEMO-ROAM1 RCP2.6 (light blue). Red arrows show the start of
the NEMO-ROAMO25 run in 1978 and the end of the historical forcing and beginning of the projected RCP8/5/2.6 forcing in 2005. (c). Monthly ice volume simulated by
NEMO-ROAMO025 RCP8.5 (red) and from PIOMAS (blue) for 1980-2015. (d) The corresponding modeled seasonal cycle of ice volume (red) and from PIOMAS (blue). Modeled
seasonal volumes are also shown for 2030-2059 (green) and 2060-2099 (yellow). The inset in (c) shows the corresponding seasonal cycles of modeled mean ice thicknesses.
Solid lines mark means and color shading denotes + one standard deviation. (e) Winter (February) and (f) summer (September) sea ice extent anomaly (relative to the 1986-
2005 winter and summer means respectively) in the NEMO-ROAMO025 RCP8.5 simulations (magenta) and in the NEMO-ROAM1 simulations forced by RCP8.5 (yellow) and
RCP2.6 (light blue). The corresponding sea ice extent anomalies in the CMIP5 ensembles for the different emission scenarios from the IPCC report [37] are shown as solid
color lines with shading denoting 5 to 95% of the ensembles. Green lines depict the observed winter and summer sea ice extent anomalies over 1953-2015 obtained from

NSIDC and HadISST datasets.

from HadISST1 with those from the model and by comparing simu-
lated sea ice volumes with those from the Pan-Arctic Ice-Ocean
Modeling and Assimilation System reanalysis (PIOMAS) [55]. The sea
ice extent time series is computed by summing two-dimensional
monthly sea ice extent fields for 1978-2013 over the area north of

65 °N, including the Arctic Ocean, the Arctic shelf seas and the waters
of the Canadian Arctic Archipelago, the Nordic Seas, the Baffin Bay, but
excluding the Hudson Strait and Bay, the Labrador and Bering seas
(Fig. 1). The simulated volumes are integrated over the area above for
1979-2005 and compared to those from PIOMAS.
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The sea ice state for the current climate (1970s-2010s) simu-
lated by NEMO-ROAMO025 agrees with data (Figs. 2 and 3). Winter
ice fractional concentration (or ice fraction) in the model and data
is in good agreement (Fig. 2a and c). In the model there is a
moderate underestimation of summer sea ice fraction northeast of
Svalbard and an overestimation of ice summer fraction in the
Chukchi and East Siberian seas (Fig. 2b and d). The simulated sea
ice extent and volume trends are consistent with those currently
observed (Fig. 3a—c), although the model overestimates both sea
ice extent by about 7% and 15% in the winter and in the summer
respectively (Fig. 3a and b) and annual volume by about 15%
(Fig. 3c and d).

3.2. Changes in sea ice

The NEMO-ROAMO25 high-resolution forward projection,
forced with the RCP8.5 scenario, and the lower-resolution NEMO-
ROAM1 forced by both RCP8.5 and RCP2.6 forcing give a consistent
picture of sea ice changes in the 21st century, as compared to the
CMIP5 model scenarios (Fig. 3e and f) [24,37]. Both NEMO-ROAM
simulations and the corresponding IPCC AR5 RCP8.5 models ap-
pear similarly too conservative in predicting currently observed
sea ice decline (sea ice reduction in the models is too low) [56-59].
Moreover, there is a little difference in both the sea ice extent and
volume between the NEMO-ROAMO025 and NEMO-ROAM1 forced
forward projections on one hand, and the respective HadGEM2-ES
coupled simulations on the other (cf., Fig. 3a-c and Figs. 3 and 4 in
[60]). Since the forced and coupled models show a similar sea ice
response to the warming, the conservative biases in the projec-
tions are not due to the lack of ocean-ice-atmosphere feedbacks,
but result from deficiencies in the physical description of the un-
derlying sea ice processes [57,59]. Until the 2050s, NEMO ROAM
projections closely follow the CMIP5 RCP8.5 ensemble mean and
for the 2060s-2090s are within 5-95% of the CMIP5 ensemble
(Fig. 3e and f).

The RCP8.5 scenario presents a substantial increase in global
and Arctic surface air temperatures (SAT) and in Arctic sea surface
temperature (SST) (Fig. 4). Between the 2000s and 2090s, SST in
the Arctic Ocean and Siberian seas increases by about 2 °C in the
winter and by about 7 °C in the summer, reaching averaged values
of about 2-3 °C and 5-8 °C in the winter and summer respectively
(not shown). Similar to the CMIP5 RCP8.5 model ensemble, the
model presents conservative simulations for the current sea ice
climate (Fig. 3e and f). The NEMO-ROAMT1 sea ice simulations with
RCP8.5 are similar to those with NEMO-ROAMO025, except for the
last ten years of the integrations, when ice in NEMO-ROAMO025
declines more slowly than in NEMO-ROAM1 in the winter and
more rapidly in the summer.

In both runs the shape of the seasonal cycle in sea ice volume
does not change with declining ice, although there is a clear re-
duction in the mean and the amplitude of the cycle (Fig. 3d). The
seasonal cycle of mean ice thickness changes: the maximum shifts
from June to May and the secondary maximum in September, due
to melting of first-year ice, disappears (inset in Fig. 3c). In the
model projection, summer ice retreats first in the Eurasian Arctic
and in the Siberian seas (Fig. 2) but there are only moderate
changes in winter ice extent until the 2030s, falling from
16.2 million km? in 2000-2009 to 14.8 million km? in 2030-2039
(area fall from 15.4 million km? to 14.1 million km? respectively)
(Fig. 3a). Ice retreats more rapidly from the 2030s with ice extent
reaching 8.8 million km? (area 7.7 million km?) in the Arctic by the
2090s (Fig. 3a).

3.3. Changes in ocean circulation

The oceanic geostrophic balance (i.e., lateral pressure gradient
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Fig. 4. Timeseries of the global annual mean surface air temperature 1860-2099 in
the RCP2.6 and RCP8.5 projected atmospheric forcing (a) and of the pan-Arctic
annual mean sea surface temperature 2000-2099 in the RCP8.5 forcing (b).

is balanced by the Coriolis force) holds in the Arctic Ocean for time
averages longer than a month, which permits the ocean circulation
to be analyzed using the Montgomery function, mapped on
pseudo-neutral surfaces [43].

The method allows the use of scalar stream-function-like sur-
faces instead of the vector fields, and simplifies analysis of the
ocean circulation and attribution of driving mechanisms. The
present analysis is focused on the effects of wind on the upper
ocean dynamics (down to 600 m depth). To examine the changes
in the surface ocean currents, two-dimensional fields of sea sur-
face height are analyzed as an approximation of the geostrophic
surface circulation.

Like the sea ice, the surface circulation shows a large change
after the 2040s. The anti-cyclonic circulation in the Beaufort Sea of
the Canadian Basin, a characteristic of the present-day Arctic cir-
culation [62,63], disappears, and a large cyclonic gyre develops in
the western Arctic Ocean, with a strong localized anti-cyclonic
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gyre in the East-Siberian Sea and in the eastern Canadian Basin
(Fig. 5a and b). The principal driving mechanism is reduction of
the high atmospheric sea level pressure (SLP) in the Beaufort Sea
and decrease of the Ekman convergence in the Beaufort Gyre [64].
The other feature is the “short-circuiting” of the Arctic surface
circulation in the Nordic Seas, resulting in the Arctic surface waters
recirculating back in the Arctic Ocean, instead of flowing out into
the North Atlantic (Fig. 5a and b). The Montgomery potential
shows a change from a weak cyclonic boundary flow to an anti-
cyclonic ocean circulation at intermediate (200-600 m) depths in
the Canadian Basin after the 2040 s (Fig. 5¢ and d). This change
also results from changes in the atmospheric wind, which increase
the high oceanic pressure (high Montgomery potential) in the
Central Arctic in the 2090s. The pressure increase acts against the
high oceanic pressure present in the Barents Sea before the 2040s
and blocks the boundary current emerging northwards from the

Barents Sea (Fig. 5¢ and d).
3.4. Accessibility of summer shipping routes

Following the method described in Section 2.2, the ship safe speed
(SS) on the NPR is calculated for the 7 ship classes (CAC3, CAC4, and
Types A-E) for the projected averaged summer sea ice conditions in
2010-2019 and 2030-2039. For each model cell Ice Multipliers (IM)
and Ice Numerals (IN) are computed (Tables A1l and Table A2, Ap-
pendix A). To obtain the corresponding sailing time (ST) on the NPR,
the shortest path in the model domain between Aberdeen (UK) and
Bering Strait is defined (Fig. 6). In addition, optimized routes to avoid
impassable ice type for each of the 7 ship classes are defined via
choosing a path through the 2-D IN fields that steps only through the
positive IN values and minimizes the distance between the port of
departure (Aberdeen, UK) and destination (Bering Strait). All sailing
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times are calculated by summing up the times required to cross each
of the model cells along a selected route.

In the 2010s, the thick and compact second year ice remains in
the Central Arctic on the NPR (Fig. 6a) and the route is inaccessible
for Type A-E general cargo vessels. The ice-capable vessels CAC3
(PC3) and CAC4 can navigate the NPR by avoiding areas of thickest
ice in the Canadian Basin (Fig. 6a). The sailing time estimates are
16-19 days for these optimized routes (Table 1). To transit the high
Arctic, Type A (PC6) vessels have to avoid multi-year and second
year pack ice and thick first-year pack ice as well. This pathway
takes these vessels far away from the NPR, almost along the NSR
(Fig. 6a). Ice conditions are easier on the NSR but the longer dis-
tances result in the sailing time of 20 days (Table 1). The less ice-
capable Type B-E are unable to safely break compact pack ice
thicker than 0.7 m, therefore they cannot transit the Arctic Ocean
offshore and must to follow the NSR (Fig. 6a). The inaccessibility of
the NPR for general cargo vessels until the end of the 2010s in the
present analysis is consistent with the results by Smith and Ste-
phenson [26], who performed Arctic shipping accessibility analysis
using the CMIP5 ensemble and concluded that the direct route
across the North Pole is closed for PC6 (Type A) and open water
OW (Type E) ship classes (Fig. 2 in [26]).

During summer in the 2010s and 2020s sea ice concentration
in the Central Arctic is predicted to range from 70% to 100% (the

Table 1

Predicted averaged sailing time (ST) in days for different Ship Classes (Arctic Ice
Regime Shipping System, 1998) along the NPR for the summers 2010-2019 and
2030-2039; n/s-marks sailing is not safe; numbers in brackets show sailing time
for the routes optimized to avoid impassable ice types for different ship classes
(Table A1).

Ship class NPR ST 2010-2019 (days) NPR ST 2030-2039 (days)
CAC3 (PC3) n/s (16) 13

CAC4 n/s (19) 13

Type A (PC6) n/s (20) 15

Type B n/s (20) 16

Type C n/s (21) n/s (16)

Type D n/s (21) n/s (17)

Type E (OW) n/s (21) n/s (17)

Range (16- 21) 13-16(17)

ocean is covered in close pack ice, very close pack ice and compact
pack ice [46]) and, therefore, accessibility of the NPR and navig-
ability on the route should be primarily controlled by the sea ice
thickness (ice type) distribution along the route. To examine this, a
series of optimized route scenarios with fixed ice concentration
and perturbations in the ice thickness fields are assessed. It should
be noted that all the calculations presented here assume un-
escorted sailing. If icebreaker support is used, the NPR can be more
accessible for the other classes of vessels.

In the 2030s, a large part of the NPR in summer is either ice-
free or is covered in open ice (ice concentration of 40-60% [46]
(Fig. 6b) and the four ship classes, CAC3 and 4 and Types A and B
can safely access the route (Table 1). For the optimized routes
constructed in a similar way as for the 2010s, all general cargo
vessels are able to navigate the NPR (Table 1). With average sailing
times from 13 to 17 days, navigation via the North Pole can com-
pete with the NSR. The sailing times along the NSR (between
Murmansk and Bering Strait) were 11 days on average (ranging
from 8 to 19 days) for transit shipping in 2012-13 [21,22] and the
projected average summer sailing time is 11 days for Type A ves-
sels in the mid-21st century [12]. Adding two days required to
navigate the route Aberdeen-Murmansk, the overall sailing times
between Aberdeen and Bering Strait is 13 days along the NSR and
15 days along the NPR for Type A vessels.

The sailing times along the NPR obtained using the sea ice data
from the NEMO-ROAMO25 projection agree well with those ob-
tained using the ATAM with a subset of the CMIP5 models
[12,21,27], e.g., average sailing time on the NPR in the 2040-2050s
is 16 days for Type A vessels vs 15 days in the NEMO-ROAMO025
analysis (Table 1). This supports the validity of the current ap-
proach. Thick sea ice remains in the Canadian Basin in the 2030s
and affects navigation along the NWP (Fig. 6), preventing practical
operational use of this route at least until the mid-century [12].

After the 2050s, the summer sea ice has a very low extent (less
than 1 million km?) and thickness (less than 0.2 m) (Fig. 3b and
inset in Fig 3¢) and does not affect navigation. All types of vessels
considered here can safely navigate the NPR. Since substantial
areas of the ice-covered Arctic Ocean are transformed to MIZ, the
main factors affecting navigation become distances along the
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Fig. 7. (a) Mean 1978-2005 summer (June-August) sea ice fraction (shades of blue) and mean ice floe sizes in meters (contours with labels). Ice fraction is from the
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references to color in this figure legend, the reader is referred to the web version of this article.)
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version of this article.)

route, waves and wind.
3.5. Forecasting in the marginal ice zone

Currently the summer Arctic MIZ is widening, reaching on
average about 150 km in width [50] (Fig. 7). The NEMO-ROAMO025
projection shows a nearly two-fold increase in the MIZ area in
summer between the 1978-2005 and 2030s (Figs. 7b and 8). After
the 2030s the MIZ percentage in the summer increases from about
20% to about 90% of the total sea ice cover in the 2080s-90s
(Fig. 8e). The simulated winter MIZ is about 10% in the 2000s,
decreases until the 2080s and then increases again, constituting
about 30% of the area of the Arctic sea ice in the 2090s (Fig. 8c—e).
With the summer MIZ area increasing, the pack ice (ice fraction
greater than 0.8) area in the summer declines in the simulations

and in the 2050s has about the same area as the summer MIZ
(Fig. 8e and f). The winter pack ice does not change significantly
until the 2090s, when it declines to about 70-80% of total ice area
in both the CMIP5 model ensembles (Fig. 8a) and the NEMO-
ROAMO025 projection (Fig. 8b, d, and f), caused by erosion of the
Arctic halocline in summer, making the heat from the Atlantic and
Pacific inflows available to melt ice in winter. This is especially
noticeable in the Kara and Chukchi seas, where the winter MIZ
occupies a significant area (Fig. 8a, b, and d).

Strong and Rigor observed two distinctive tendencies in the
summer and winter MIZ width trends during 1978-2011: 39% MIZ
widening in summer and 15% narrowing in winter, and explained
the winter MIZ decrease by the thermal impact of the North
Atlantic water inflow [50]. Although Strong and Rigor examined
MIZ width rather than area, their results are qualitatively
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compatible with the MIZ area change in the NEMO-ROAMO25 si-
mulation for the same period (Figs. 7c and 8e).

In this emerging state of the Arctic Ocean, when open sea ice
cover conditions dominate, sea ice fragmentation (ice floe sizes),
wind and waves become the prevailing factors affecting Arctic
navigation (e.g., EU Project “Ships and Waves Reaching Polar Re-
gions”, http://swarp.nersc.no/). The RCP8.5 forcing demonstrates
an increase in winter (DJF) wind speed in the Arctic Ocean by
about 50% on average (Fig. 9a and b).

Fig. 9c and d shows that this is accompanied by an increase in
significant wave heights in the Arctic Ocean by about 100% on
average. (See Section 2.3 for the calculation method). The ice be-
comes more fragmented, with the maximum ice floe size in the
Arctic Ocean decreasing from about 500-1000 m in 1978-2005 to
less than 50 m in the 2030s, whereas the floe size in the MIZ de-
creases to less than 25 m (Fig. 7a and b). With Arctic sea ice
shrinking and becoming thinner, the influence of surface waves is
stronger. Consequently, a larger part of the sea ice cover acquires
dynamic and thermodynamic properties resembling those in the
MIZ, rather than the pack ice . These changes require revised ap-
proaches to improve the skills of operational simulations and
forecasts. Specifically sea ice break-up by the ocean waves and
dynamics of the highly fragmented sea ice floes needs to be in-
cluded in operational modeling [53].

The operational modeling and forecasting system TOPAZ (To-
wards an Operational Prediction system for the North Atlantic
European coastal Zones, see also [65] for details) has taken the
above approach and implemented a waves-in-ice module (WIM),
which simulates propagation and attenuation of waves into ice-
covered areas and mechanical breaking of sea ice floes [53,66,67].
TOPAZ produces experimental forecasts for the North Atlantic and
Arctic Ocean at 11-16 km resolution (http://topaz.nersc.no/) with a
data assimilation component based on the Ensemble Kalman Filter
[65]. To demonstrate the effects of surface waves on sea ice break-
up and enhanced sea ice melting during strong storm events, the
August 2012 storm in the Arctic Ocean has been analyzed in a two-
week long simulations using TOPAZ. In August 2012 a strong low-
pressure system built up over a few days and generated high
amplitude surface waves that were able to travel into the ice-cover
and break up the ice into smaller floes (Fig. 10). The area of broken
ice was larger on the Pacific side of the Arctic where the storm
generated strong waves. This, combined with the long-term
thinning and weakening of the sea ice cover led to a rapid sea ice
retreat on the Pacific side and to the overall record low sea ice

cover in September 2012.

4. Discussion

Several studies have suggested that Arctic annual surface air
temperatures increased by 2-3 °C during the last three decades
between 1971-2000 and 2001-2012, with the trends about twice
higher than those from the RCP8.5 scenario [68,69]. Therefore, it
appears possible that the current emissions in the future may lead
to even higher Arctic temperatures than climate model simula-
tions with the RCP8.5 emission scenario predict. This could result
in faster sea ice decline in the Arctic than present day climate
scenarios suggest, with summer Arctic sea ice disappearance be-
fore 2040s [70]. Moreover, with present perennial sea ice reduc-
tion of about 20%, the Arctic Ocean has become more vulnerable to
a potentially rapid transition toward a seasonally ice-free Arctic
state, triggered by natural climate variability [71]. The implications
of the rapid Arctic state change for the economies of the Arctic
regions are anticipated to be substantial. Along with other in-
dustries, the Arctic transport system and maritime industries will
have to evolve on a short time scale to adapt to the change and
mitigate potential consequences [12,44]. The analysis presented in
this study suggests that unescorted navigation in the high Arctic in
summer may be possible as early as the 2030-2040s and is
probable after the 2050s. The winter seasonal ice in the Arctic will
be more fragmented than at present, and its mean thickness will
be greatly reduced to about 1 m in the mid 21st century and to
about 0.5 m in the second half of the century (Fig. 3d). Winter
navigation in the high Arctic most likely will still require support
from icebreakers due to highly variable sea ice and ocean condi-
tions in this season.

Stroeve and co-authors analyzed sea ice thickness distribution
in the historical CMIP5 ensemble simulations and concluded that,
while the basin-scale average sea ice thickness and trends in the
Arctic is represented well within the observational uncertainty,
spatial patterns of sea ice thickness are poorly simulated [59].
Specifically, the models fail to simulate the thickest ice near the
coast of northern Greenland and the Canadian Arctic Archipelago
and thinner ice over the Siberian Shelf. This is a critical bias, as the
projected ice extent is strongly correlated to the initial ice thick-
ness distribution [59]. It has been shown that ice thickness bias in
the Siberian shelf seas is due to absence of a land-fast ice model in
the simulations [72,73]; most of the present-day climate models
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do not include fast ice physics. On the other hand, the MIZ dy-
namics is also poorly represented in the climate models [74],
which historically use ice rheology developed for compact thick
pack ice in the central Arctic [75]. The above and many other ex-
amples demonstrate the importance of advanced, physically based
sea ice models for accurate predictions of Arctic sea ice evolution
and decline. The ice thickness is a key parameter for assessing the
navigability of shipping routes and sailing times. Despite advances
in satellite technology, sea ice thickness observations are still dif-
ficult to make on a routine basis during all seasons [59] and model
reanalysis and predictions are still the main source of this vital
information.

The simulations presented in this study project a 50% increase
in the significant wave height H,, (Fig. 9). Both observations and
the hindcast simulations already show an increase in H,, in the
Arctic Ocean between the 1990s and 2010s, with the average H,,
doubling in the Chukchi and Beaufort Seas [76]. Over this period
extreme wave heights have also increased and their recurrence
has more than doubled [76]. Thomson and Rogers presented ob-
servations of H, reaching over 5 m in the Beaufort Sea in Sep-
tember 2012 [52]. This increase in H,, is attributed to the thinning
of sea ice and a longer wave fetch [76]. Since most projections
(including the present HaDGEM?2 projection) also suggest a sig-
nificant (50% or more) increase in the wind speed, a larger than a
100% increase in H, in the Arctic Ocean in the 21st century is
probable [77]. Higher winds and waves, combined with subzero
air temperature in the winter, may increase the danger of sea
spray deposition on ship superstructures (icing), which has ac-
counted for a substantial number of ship accidents and shipwrecks
on the NSR [78]. This poses significant challenges to navigation
and offshore exploration, as well as for the ship classification and
insurance industries.

Another key result from the simulation is a significant change
in the Arctic Ocean circulation, at the surface as well as at depth.
By the 2090s the cyclonic flow of the intermediate water in the
Canada Basin becomes anti-cyclonic and the boundary current in
the Canadian Basin and the Laptev Sea reverses. The changes are
similar to those discussed by Karcher and co-workers [79]. In their
paper the changes in wind and reduction of sea ice cover were
responsible for modification of the momentum transfer from at-
mosphere to the ocean, leading to an increased anti-cyclonicity in
the ocean circulation and reversal of currents. Our forward simu-
lation suggests a potentially complex picture of future Arctic
Ocean change, highlighting the importance of high-resolution
forecasts and challenging the view that significant changes in the
Arctic concern only the sea ice and the atmosphere.

The changes in the Arctic ocean surface and subsurface currents
may potentially affect planning of maritime operations in several
ways. Firstly, in the absence of sea ice, surface currents become
one of the prime factors influencing ship safety, safe speed and
sailing times. Secondly, they impact the redistribution of icebergs
around Greenland and in the Canadian Arctic Archipelago. Due to a
potential “short-circuiting” of the Arctic surface circulation in the
Nordic Sea (Fig. 5) some Greenland icebergs may potentially reach
Arctic shipping routes. Simulations with an iceberg model coupled
to the NEMO OGCM [80] show iceberg spread in the central Arctic
Ocean. Lastly, the environmental impact of potential shipping ac-
cidents or pollution during the navigation will also depend on
ocean currents. The pathways of pollutants can be tracked using
high-resolution simulations of ocean currents and sea ice.

5. Conclusions and policy implications

According to the simulations, before the 2030s the principal
factors for navigation and ship safety are the sea ice conditions. For

long term economic planning, as well as for operational support of
navigation and maritime industry, the present transport accessi-
bility models which rely on static information such as sea ice
concentration and sea ice types (e.g. ATAM) are adequate in the
pack ice areas. However, the acceleration in sea ice drift that has
occurred in the last decade requires accounting for sea ice dy-
namics, i.e., ice drift and ice internal pressure due to sea ice con-
vergence and compression [81]. Marchenko analyzed shipping
accidents and shipwrecks on the NSR occurring between the 1930s
and 1990s and concluded that ice drift and compression caused
about a half of the shipwrecks [78,82], highlighting ice jets (a rapid
sea ice flow between drifting and land-fast ice, typically generated
by storm surges) as the most dangerous phenomenon for marine
transportation in the area.

For more detailed short-term forecasting, a route optimization
algorithm is needed to estimate sailing times and accessibility
projections should be extended by developing a route optimiza-
tion tool to estimate the fastest trans-Arctic route given the ice
conditions for a particular season and year [26,83] Additional
improvements of the optimal route simulations are envisaged
since the present-day coupled atmosphere-ocean general circula-
tion models are continually incorporating more advanced re-
presentation of sea ice, ocean and atmospheric physics; amongst
these, ice ridging and ice thermal decay affect shipping the most
[26].

After the 2030s, when area of pack ice declines and more ex-
tensive MIZ-type sea ice provinces emerge, new approaches to
forecasting should be considered. The new transport and accessi-
bility models will require more information, including forecasts of
winds, currents and waves. More detailed sea ice data will also be
required, such as sea ice floe sizes and ice drift parameters. Defi-
nitions of sea ice mechanical properties (used for example by oil-
rig designers) may need revisiting, as sea ice would be thinner,
more saline and weaker [84].

Presently, Arctic exploitation is the center of discussion,
weighing mitigation of the consequences of the Arctic changes
against potential economic benefits. Therefore there is a little
surprise, that after a century of intensive Arctic exploration and
more than six decades of using Arctic shipping routes, the eco-
nomic viability of Arctic shipping is still debated [85]. The chal-
lenges are great and lie in balancing economic drivers in Europe,
the Americas and in far-eastern countries, such as China, Malaysia,
Singapore, Taiwan [86,87], economic risk [85] together with a
need for Arctic infrastructure development, with accessible mod-
ern ports and roads, etc. [88], and also the impact on the Arctic
communities and ecosystems.

Another caveat is that, while the shift of shipping to shorter
Arctic routes may decrease fuel use and lower CO, emissions, the
impact on climate warming may not be wholly negative. This is
because the use of Arctic routes may lead to increased con-
centrations of non-CO, gases, aerosols and particles in the Arctic,
which can change radiative forcing (e.g. deposition of black carbon
on sea ice and snow) and produce more complex regional
warming/cooling effects. Simulations of these aspects of Arctic
routes suggest that there may actually be a net global warming
effect before net cooling takes over [89], thus suggesting that
changes in the Arctic maritime use could potentially affect the
global economy and global natural environment.

The changes in the Arctic natural environment are occurring
faster than elsewhere in the world, and are likely to continue that
way for the next few decades together with increased variability of
the environmental parameters. They require a system-based ap-
proach, combining expertize in different areas, natural and social
sciences, engineering, economics, law, policymaking and ecology,
capitalizing on the synergy between disciplines. This requires
cross-subject international collaboration and close links between
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science, engineering and industry. For the shipping industry it is
important to initiate cooperation with the forecasting, climate
modeling, sea ice, oceanographic and atmospheric observational
and modeling communities in order to establish requirements for
environmental data and forecasts [23]. This will help assess the
potential benefits and risks of Arctic maritime operations and
improve their safety.

The present study gives an overview of potential changes in the
Arctic relevant to the operation of the sea routes and discusses
approaches and challenges in modeling them. The study neither
advocates the usage of the Arctic routes, nor presents a complete
forecast of the Arctic conditions suitable for detailed shipping
planning. Judgment on the former necessitates a comprehensive
socio-economic analysis of Arctic navigation, which is beyond the
scope of this study, whereas the latter requires further in-depth
modeling studies addressing uncertainties in future projections. To
the best of the authors’ knowledge, this study presents one of the
first attempts to combine comprehensive detailed high-resolution
environmental information on the future state of sea ice and ocean
in the Arctic for practical use by the shipping industry.

The study is linked to several oceanographic initiatives and
projects and specifically co-operates with the EU FP7 SWARP
Project on introducing ocean wave information and ice break up in
the MIZ, as well as with UKMO Earth System Model (ESM) de-
velopment. With this study the authors have attempted to de-
monstrate the need for closer interactions between environmental
science, engineering and industry in a changing global environ-
ment and envisage strong benefits from creating these links.
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Appendix A. . Calculation of safe ship speed and sailing times

Following the Arctic Transport Accessibility Model (ATAM)
[12,44], the Ice Numerals (IN) are given by:

IN =AN1' X IMN,‘ + AG X IMG +AGW X IMGW + A)-‘y1 X IMFy1 + AFYZ X IMFYZ +
+ Amry X IMyry + Atry X IM1ry + Asy X IMsy + Amy X IMpy, (A.1)

where Ayicow....my and IMy; .cw,... my are the sea ice concentration
for different Ice Types (IT) and corresponding Ice Multipliers (IM)
(Table A1). Ice Types are derived from the mean sea ice thickness
in the model cell (Table A1), as it is a good representation of the
stage of ice development (ice age), e.g., [90]. From the Ice Nu-
merals, the safe ship speed (SS) is defined for each grid cell on a
shipping route (Table A2). The sailing time (ST) is defined by
adding the time required to cross all model cells along the

Table A1
Ice Multipliers (IM) for different ice types and ship classes following the Arctic Ice
Regime Shipping System (AIRSS) [12,44,45]. Details are in the text.

WMO WMO ice  Ship classes

ice thickness

type (cm) Type Type D Type C Type B Type CAC4 CAC3
E A (PC3)
(ow) (PC6)

MY 300-400 -4 -4 -4 -4 -4 -3 -1

SY 250-300 -4 -4 -4 -4 -3 2 1

TFY 120-250 -3 -3 -3 -2 -1 1 2

MFY 70-120 -2 -2 -2 -1 1 2 2

FY 2 50-70 -1 -1 -1 1 2 2 2

FY 1 30-50 -1 -1 1 1 2 2 2

GW 15-30 -1 1 1 1 2 2 2

G 10-15 1 2 2 2 2 2 2

Ni <10 2 2 2 2 2 2 2

Table A2

Ship safe speed (SS) in nautical miles per hour (nm/h) by Ice Numeral (IN)
(Table A1) following the Arctic Ice Regime Shipping System (AIRSS)

[12,44,45].
Ice numeral Safe speed (nm/h)
<0 0 (Impassable/not safe)
0-8 4
9-13 5
14-15 6
16 7
17 8
18 9
19 10
20 11
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route as:
N D
ST= =,
Ziﬂ SSi (A2)

where D; and SS; are the distances across- and ship safe speed for-
each model cell. D; is calculated as a half of the distance between
the central points of two model cells along the chosen sailing
track, and there are a total of N model cells along the sailing track.

Appendix B. Maximum floe sizes

Maximum sea ice floe size can be empirically related to sea ice
concentration as follows [51]:

ALY
Li=L,: A
1 rnm( A ) (B_l)

where Ly, is the minimum flow size, g is an exponent to fit the
observational data (here g = 1), and A and A* are the actual and
maximum sea ice concentration, where the latter can be written as
below:

Ay = (1——L"“'" )7.

Lmax

(B.2)
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ATAM: Arctic Transport Accessibility Model;

CAC: Canadian Arctic Categories;

CICE: C-ICE Los Alamos sea ice model;

CMIP5: Coupled Model Intercomparison Project 5;

ECMWEF: European Center for Medium Range Weather Forecasting;
EEDI: Energy Efficiency Design Index;

EU: European Union;

EVP: Elastic-Viscous-Plastic Sea Ice rheology;

FYI: First-year ice;

GMES: Global Monitoring for Environment and Security;
HadGEM2-ES: Hadley Center Global Environment Earth System Model, version 2;
HadISST1: Hadley Center Sea Ice and Sea Surface Temperature;
IASC: International Association of Classification Societies;

IM: Ice Multiplier;

IMO: International Maritime Organization;

IN: Ice Numeral;

INSROP: International Northern Sea Route Program;

IPCC: Intergovernmental Panel on Climate Change;

LIM2: Louvain-la-Neuve Sea Ice Model;

LNG: Liquid Natural Gas;

MYI: Multi-year ice;

MIZ: Marginal Ice Zone;

NEMO: Nucleus for European Modeling of the Ocean framework;

NPR: Arctic North Pole Route;

NSR: Northern Sea Route;

NWP: North-west Passage;

OGCM: Ocean General Circulation Model;

OPA: Ocean Parallelisé Model;

PIOMAS: Pan-Arctic Ice-Ocean Modeling and Assimilation System reanalysis;

RCP: Representative Concentration Pathways;

ROAM: Regional Ocean Acidification Modeling;

SS: Ship Safe Speed;

ST: Sailing Time;

SWARP: EU Project “Ships and Waves Reaching Polar Regions”;

TOPAZ: Towards an Operational Prediction system for the North Atlantic European
coastal Zones;

UKMO: UK Meteorological Office;

UNFCC: United Nations Framework Convention on Climate Change;

WIM: Wave in Ice Model;

WMO: World Meteorological Organization.
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