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Abstract. The Arctic Ocean is a region that is particularly
vulnerable to the impact of ocean acidification driven by
rising atmospheric CO2, with potentially negative conse-
quences for calcifying organisms such as coccolithophorids
and foraminiferans. In this study, we use an ocean-only gen-
eral circulation model, with embedded biogeochemistry and
a comprehensive description of the ocean carbon cycle, to
study the response of pH and saturation states of calcite
and aragonite to rising atmosphericpCO2 and changing cli-
mate in the Arctic Ocean. Particular attention is paid to the
strong regional variability within the Arctic, and, for com-
parison, simulation results are contrasted with those for the
global ocean. Simulations were run to year 2099 using the
RCP8.5 (an Intergovernmental Panel on Climate Change
(IPCC) Fifth Assessment Report (AR5) scenario with the
highest concentrations of atmospheric CO2). The separate
impacts of the direct increase in atmospheric CO2 and indi-
rect effects via impact of climate change (changing tempera-
ture, stratification, primary production and freshwater fluxes)
were examined by undertaking two simulations, one with the
full system and the other in which atmospheric CO2 was pre-
vented from increasing beyond its preindustrial level (year
1860). Results indicate that the impact of climate change, and
spatial heterogeneity thereof, plays a strong role in the de-
clines in pH and carbonate saturation (�) seen in the Arctic.
The central Arctic, Canadian Arctic Archipelago and Baf-
fin Bay show greatest rates of acidification and� decline as
a result of melting sea ice. In contrast, areas affected by At-
lantic inflow including the Greenland Sea and outer shelves
of the Barents, Kara and Laptev seas, had minimal decreases
in pH and� because diminishing ice cover led to greater ver-
tical mixing and primary production. As a consequence, the
projected onset of undersaturation in respect to aragonite is
highly variable regionally within the Arctic, occurring during
the decade of 2000–2010 in the Siberian shelves and Cana-

dian Arctic Archipelago, but as late as the 2080s in the Bar-
ents and Norwegian seas. We conclude that, for future pro-
jections of acidification and carbonate saturation state in the
Arctic, regional variability is significant and needs to be ade-
quately resolved, with particular emphasis on reliable projec-
tions of the rates of retreat of the sea ice, which are a major
source of uncertainty.

1 Introduction

The concentration of CO2 has been steadily rising in the at-
mosphere as a result of the burning of fossil fuels, cement
manufacture and land-use changes (Friedlingstein et al.,
2010). Further increases are expected on the basis of current
emission rates, e.g. to 450–650 ppm by the mid 21st century
(Peters et al., 2012). The ocean acts as a sink for this atmo-
spheric carbon, with uptake estimated at 120–140 Pg C since
preindustrial times (Sabine et al., 2004; Khatiwala et al.,
2009). The invasion of CO2 into the ocean has two impor-
tant consequences for seawater chemistry, namely that both
pH and carbonate saturation state (�) decrease. The ocean
biota, and especially calcifying organisms such as coccol-
ithophores, foraminiferans and pteropods, are particularly
vulnerable to these changes (Fabry et al., 2008; Gangstøet al.,
2011).

In addition to the direct impact of CO2 invading the ocean,
pH and saturation state are influenced by other aspects of
changing climate, including temperature increase, changes in
upper ocean mixing (including associated changes in net pri-
mary production), retreating sea ice and increasing freshwa-
ter input. A number of studies have examined the relative im-
portance of the direct impact of invading CO2 and these other
climate-related factors for the pH and� in the global ocean.
McNeil and Matear(2007) remarked that temperature was
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the most important of the climate change factors. It has rel-
atively little effect on pH because, although increasing tem-
perature causes pH to decrease, it also buffers dissolved in-
organic carbon (DIC) increase (and associated pH decrease)
through the reduction in CO2 solubility. In contrast, carbon-
ate saturation state, which is relatively insensitive to the di-
rect effect of temperature, declines significantly because of
increasing DIC in the ocean, despite the buffering effect of
temperature. The implication is that future projections of sur-
face ocean acidification (pH) in the global ocean need only
consider the direct effect of CO2 invading the ocean, whereas
the temperature effect is more relevant regarding carbonate
saturation state.

The Arctic is an area that is particularly sensitive to chang-
ing climate (Walsh et al., 2011) as a result of so-called polar
amplification (Moritz et al., 2002). Observations have shown
that a number of areas in the Arctic Ocean (AO) are already
undersaturated with respect to aragonite (e.g. the Canada
Basin:Yamamoto-Kawai et al., 2009; freshwater-influenced
shelves:Chierici and Fransson, 2009; the Chukchi, Beaufort
and eastern East Siberian seas:Bates et al., 2011). A num-
ber of modelling and observational studies have indicated
that the Arctic Ocean, with its low temperatures, substan-
tial freshwater input and fast retreating sea ice, is a region
where the impact of ocean acidification is likely to mani-
fest itself first (McNeil and Matear, 2007; Yamamoto-Kawai
et al., 2009; Yamamoto et al., 2012, Steinacher et al., 2009;
Bates et al., 2011). Future declines in pH and� have been
shown to closely track changes in atmospheric CO2. The
equilibration between oceanic and atmospheric CO2 follows
the well-established carbonate chemistry of sea water, with
only a relatively minor impact by the changing ocean physics
in nearly all ocean regions except for the Arctic Ocean (e.g.
Yamamoto et al., 2012; McNeil and Matear, 2007). The fast
retreat of sea ice leads to the exposure of previously under-
saturated (with respect to CO2) areas to the atmosphere, ac-
celerating its absorption by the ocean. Other potential im-
pacts include changes in stratification with consequences for
nutrient supply and primary productivity (e.g.Popova et al.,
2010), and the effect of freshwater input (Chierici and Frans-
son, 2009).

Various climate-related impacts on ocean acidification
have been included in modelling studies, and have indicated
that the Arctic Ocean will become undersaturated with re-
spect to aragonite by the 2040s (e.g.Steinacher et al., 2009;
Yamamoto et al., 2012). These studies generally assessed the
impact of acidification in the Arctic on the basis of basin-
averaged or zonal characteristics. The Arctic Ocean is, how-
ever, an area with large spatial gradients in physical and bio-
logical properties (e.g.Carmack et al., 2006; Popova et al.,
2010);even more importantly, it is an area where climate
change factors are expected to have strong regional varia-
tions. In this paper we focus on regional aspects of Arc-
tic Ocean acidification, with two main aims. First, using
a global ocean general circulation model (OGCM), we in-

vestigate the direct (invasion of CO2) and indirect (climate-
related) effects of increasing atmospheric CO2 (changes in
temperature, stratification, sea ice cover and freshwater in-
put) on pH and saturation state in the Arctic Ocean, under-
taking an intercomparison with the rest of the global ocean.
The OGCM includes a full representation of the carbon cycle
and is forced by the atmospheric CO2 concentration through
the period 1860–2099 from an Earth system model run un-
der the RCP8.5 scenario (Jones et al., 2011). This run is de-
scribed and analysed in detail for the global ocean byYool
et al. (2013b). The second aim is to study the heterogeneity
of acidification and carbonate saturation state in the Arctic
as projected by the model, and to relate it to the variability in
underlying factors. The direct and indirect effects are distin-
guished by comparing two parallel simulations of the model.
The first run is that described above, where the ocean carbon
system experiences both increasing atmospheric CO2 and the
resulting climate impacts on ocean physics and biology. The
second simulation separates CO2 and climate by holding at-
mospheric CO2 constant at the year 1860 value while contin-
uing to allow climate change.

Recent modelling studies analysing the output of multi-
model experiments have found significant inter-model dif-
ferences in the Arctic Ocean (e.g.Steinacher et al., 2010;
Popova et al., 2012, Steiner et al., 2014). Thus care should
be taken when interpreting the results presented in this study
in view of the uncertainty in the projected changes. Although
this study presents a detailed analysis of underlying physi-
cal and biogeochemical mechanisms, it is based on a single
model and is therefore less robust than those based on multi-
model projections, e.g.Tebaldi and Knutti(2007).

2 Method

The Nucleus for European Modelling of the Ocean (NEMO)
model is comprised of an ocean general circulation model,
OPA (Madec, 2008), coupled with the Louvain-la-Neuve Ice
Model v2, LIM2 (Timmermann et al., 2005). NEMO ver-
sion 3.2 is used here, which has a horizontal resolution of
1◦ and a vertical resolution of 64 levels achieving resolution
of 5 m in the top 20 m of the water column. The model is
configured on tri-polar grid (e.g.Murray , 1996) with the
two northern model poles in Siberia and in the Canadian
Arctic Archipelago and the southern model pole in the ge-
ographical South Pole. The horizontal resolution of the grid
is 1 geographical degree (111 km resolution) at the Equator
and increases polewards due to grid convergence. This results
in the resolution of 35–55 km in the Arctic Ocean with the
highest resolution in the Canadian Arctic Archipelago. Ver-
tical mixing is parameterised using the turbulent kinetic en-
ergy scheme ofGaspar et al.(1990). NEMO is forced by the
output from a simulation of the HadGEM2-ES Earth system
model run by the UK Meteorological Office (UKMO) that
includes representations of the terrestrial and oceanic carbon
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cycles, atmospheric chemistry and aerosols (Collins et al.,
2011). The HadGEM2-ES simulation used here, identifier
AJKKH, was performed as part of the UKMO’s input (Jones
et al., 2011) to the Coupled Model Intercomparison Project 5
(CMIP5) and Assessment Report 5 (AR5) of the Intergovern-
mental Panel on Climate Change (IPCC). The frequency of
output fields is monthly for precipitation (rain, snow, runoff),
daily for radiation (downwelling short- and long-wave) and
6 hourly for the turbulent variables (air temperature, humid-
ity and wind velocities). Biogeochemical model is forced by
the atmospheric CO2 concentrations of the HadGEM2-ES
run under the RCP8.5 scenario (Yool et al., 2013b). A caveat
of such an approach is that the atmospheric CO2 we use for
the forcing was affected by the HadGEM2-ES ocean model,
which is not consistent with the ocean physics and biogeo-
chemistry of the model used in this study.

In order to separate the impacts of rising atmospheric CO2
from those of changing climate (imposed on the ocean model
through the boundary conditions of physical variables), we
perform a second simulation in which atmospheric CO2 is
held constant at the value for year 1860 while continuing to
allow climate change.

Biogeochemistry in NEMO is represented by the plank-
ton ecosystem model MEDUSA (Model of Ecosystem Dy-
namics, carbon Utilisation, Sequestration and Acidification;
Yool et al., 2011, 2013a). This is a size-based, intermediate-
complexity model that divides the plankton community into
“small” and “large” portions and which resolves the ele-
mental cycles of nitrogen, silicon and iron. The small por-
tion of the ecosystem is intended to represent the micro-
bial loop of picophytoplankton and microzooplankton, while
the large portion covers microphytoplankton (specifically di-
atoms) and mesozooplankton. The intention of MEDUSA
is to separately represent small, fast-growing phytoplankton
that are kept in check by similarly fast-growing protistan
zooplankton and large, slower-growing phytoplankton that
are able to temporarily escape the control of slower-growing
metazoan zooplankton. The non-living particulate detritus
pool is similarly split between small, slow-sinking particles
that are simulated explicitly and large, fast-sinking particles
that are represented only implicitly. SeeYool et al. (2013a)
for a full description of the model. The riverine input of all
biogeochemical state variables is prescribed through a no-
flux boundary condition similar to that of temperature, where
river water implicitly has the same concentrations as the sea-
water it mixes into. Note that� is calculated as a function
of salinity, which is zero in the riverine water (Yool et al.,
2013b). Concentration of all biogeochemical state variables
in the rain, snow and ice melt water is assumed to be zero.
The model does not account for the glacier melt.

Model performance with respect to ecosystem dynamics
of the present-day Arctic Ocean was assessed byPopova
et al.(2010, 2012, 2013) and globally byYool et al.(2011).
Model performance with respect to the global ocean carbon
cycle is described inYool et al. (2013a, b). For the Arctic

Ocean we note good agreement of modelled values of surface
saturation with respect to calcite (�c), and aragonite (�a)
with values reported byJutterström and Anderson(2005)
for the central Arctic Ocean (1.9–2.7 for�c and 1.1–1.8 for
�a measured during 1990s). Over the shelves of the western
Arctic Ocean and Baffin Bay the modelled values are in the
same range as observations reported byChierici and Frans-
son(2009) (8.0–8.2 for pHSWS, where SWS denotes sea wa-
ter scale units; 1.8–3.0 for�c 1.8–2.0 for for�a); however
we note that the model underestimates high values of�c and
�a in the Chukchi Sea (4 and 2.5 as reported byChierici and
Fransson, 2009, andBates et al., 2012) by about 1 unit.

In Sect.3.3we evaluate the sensitivity of our main results
to uncertainties in the parameterisations of the main factors
that control them with a focus on the rate of sea ice de-
cline and ocean mixing. Variation in the rate of ice decline is
achieved by varying (i) albedo of snow/ice surface, (ii) bulk
sea ice salinity, and (iii) partitioning between basal and lat-
eral oceanic heat fluxes towards sea ice. The albedo experi-
ments introduce two sensitivity cases to the control simula-
tions, the faster ice melting and the slower ice melting. In the
former case, followingShine and Henderson-Sellers(1985)
albedo formulation, we decrease the albedo for the snow/ice
classes to 0.60 for frozen bare ice, to 0.40 for melting ice,
to 0.75 for dry and 0.52 for thick melting snow (the control
run uses values of 0.72, 0.50, 0.80 and 0.65 respectively). To
slow down sea ice melting, the above parameters are taken as
0.72, 0.58, 0.87 and 0.70. The ranges of the albedo variations
are designed to emulate changes in the surface properties of
the snow and ice cover.

Variation in ocean mixing is obtained by simultaneously
changing (i) background diffusivity and (ii) the coefficient of
the surface input of turbulent kinetic energy (TKE); details
of the mixing scheme used here are given byGaspar et al.
(1990) andMadec(2008). The effective changes of mixing
parameters were constrained to those areas where sea ice was
present. This was done in order to avoid upstream effects –
especially in the Pacific sector – if open ocean mixing param-
eters were varied on a global basis. In order to reduce vertical
diffusivity under sea ice, the background vertical diffusivity
of 10−6 m2 s−2 was scaled down by a factor of 10 and the co-
efficient of the surface input of TKE was reduced from 3.75
(control) to 1. This was done in order to emulate the shielding
of the ocean from wind and waves by compact ice. For the
experiment with increased vertical mixing, the coefficient of
the surface input of TKE was increased to 60, assuming the
same value as for the ocean. The rational for these changes
is the introduction of mixing – driven by direct wind action
and breaking waves – where sea ice cover is reduced.
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Fig. 1. Time evolution of modelled characteristics for the global
ocean (black line and font) and the Arctic Ocean (treated as north
of 66◦ N, red line and font):(a) atmospheric CO2 (ppm) from
the forcing Earth system model;(b) sea surface temperature (◦C);
(c) extent of the Northern Hemisphere sea ice (km2) for September
(thick line) and March (thin line);(d) maximum depth of the up-
per mixed layer UML, (m);(e) annual maximum surface dissolved
inorganic nitrogen (DIN, mmolm−3); (f) water-column-integrated
net primary production (gCyr−1); (g) surface DIC (mmolm−3);
(h) pHSWS; (i) �c and�a. Annual mean characteristics are given
for all properties unless otherwise specified. For(g–i) dashed lines
refer to the “climate-effect” run (no CO2 increase); for(i) thin line
refers to�c, thick line refers to�a.

3 Results

3.1 Regional aspects of Arctic Ocean acidification

Under the RCP8.5 scenario, atmospheric CO2 in the
HadGEM2-ES model (used here as forcing) reaches
950 ppm by the end of the century. Projected by NEMO,
globally averaged SST (sea surface temperature) rises from
18 to 22◦C during the same period (Fig.1a, b). This in-
crease is more pronounced in the Arctic Ocean (defined here
as north of 66◦ N) due to polar amplification (Moritz et al.,
2002), with SST changing from−1 to 4.5◦C (Fig. 1b). The
associated decline of sea ice leads to virtually ice-free condi-
tions in summer in the Arctic Ocean from the 2060s onwards
(Fig. 1c).

Ice retreat is the factor that most strongly influences the
spatial distribution of the projected declines of pHSWSand�

in the Arctic Ocean (e.g.McNeil and Matear, 2007). This is
a result of increasing ocean uptake of CO2, freshening of the
surface layers by melt of the perennial ice and the deepening
of winter mixing. Modelled annual mean sea ice concentra-
tion for years 2000 and 2099 is shown in Fig.2a and b. Sea-
sonally ice-free conditions in the Arctic Ocean occur during
the decade of the 2060s. By the end of the 21st century, the

Fig. 2. Arctic Ocean annual mean ice concentration for year
2000(a), 2099(b), difference between year 2099 and 2000(c). The
red line on this and subsequent Arctic plots shows 500 m bathymet-
ric contour.

Fig. 3. Arctic Ocean surface salinity(a, b), maximum upper mixed
layer depth (UML)(c, d) in m, net primary production(a–c) in
gCm−2yr−1. The first column shows values for year 2099; the sec-
ond column shows deviation between year 2099 and year 2000.

central Arctic Ocean becomes nearly ice-free on an annual
basis and winter ice occurs only on the Siberian and Cana-
dian shelves, including Baffin Bay (Fig.2b). The retreat of
the ice brings substantial changes to projected surface salin-
ity (Fig. 3a, b), with a strong decline over the shelves of the
western Arctic Ocean and in Baffin Bay of up to 3 driven by
the accumulation of the melt water. The second major area
of salinity decline is the Siberian shelves (up to 4 due to the
increase in riverine input). In the areas which change from
being permanently ice-covered to permanently ice-free (the
central Arctic Ocean), surface salinity increases by about 3–
4. In addition, an increase in surface salinity occurs in areas
of deepening winter mixing, mostly associated with Atlantic
inflow (Fig. 3c, d).

We chose the maximum annual depth of the upper mixed
layer (based on monthly mean values) as a convenient mea-
sure of mixing in the upper part of the water column. This
is important for ecosystem functioning, as well as the rate
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of acidification, since it controls exchange with deeper lay-
ers that have higher salinity, temperature, nutrients, and DIC.
During the simulation, winter mixing deepens over the ma-
jority of the Arctic Ocean (Fig.3c, d), with the exception of
the Norwegian and western Barents seas, where ocean warm-
ing induces shallowing of winter mixing by more than 200 m.
The greatest deepening of winter mixing occurs in areas of
increased Atlantic inflow into the Arctic Ocean, namely the
Greenland Sea and the outer shelves of the Barents, Kara and
Laptev seas, where deep mixing by the end of the century
penetrates to 200–300 m.

The areas experiencing the largest changes in ice regime
(from permanent ice cover as it is today to a year-round
ice-free zone by 2099) and substantial freshening show the
largest decreases in pHSWS from 8.2 to 7.65 (central Arc-
tic Ocean, Canadian Arctic Archipelago and Baffin Bay,
Fig. 4a, b),�c from 2 to 1 (Fig.4e, f) and�a from 1.2
to 0.5 (Fig.4i, j). The largest increase in DIC is also seen
in the central AO (Fig.4m, n) due to equilibration with the
atmosphere following the loss of permanent ice cover. About
half of this increase (100–110 out of 220 mmolm−3) happens
as a result of the climate change impact driving retreat of the
ice (Fig.4o, p).

Now we aim to achieve more quantitative estimates of the
role of various factors across the Arctic Ocean. This requires
us to more formally define the boundaries of the Arctic do-
mains where the relative importance of these factors is dif-
ferent. pHSWS and� are dependent on total alkalinity (Alk),
DIC, temperature (T ) and salinity (S). Each of these vari-
ables is affected by freshwater input and by advective and
diffusive processes. Alk and DIC are also modified by the
ocean biota (e.g. photosynthesis, respiration, calcification),
while DIC is additionally affected by air–sea gas exchange.
In this section we estimate which processes are most respon-
sible for changes in pHSWS and � over the period 2000–
2099, and how their relative contributions vary across the
Arctic Ocean. The processes identified are air–sea gas ex-
change, freshwater input, vertical mixing, advection, hori-
zontal diffusion, biological process, and changes inT andS.
Note that, in the case of changes inT andS, we consider their
total impact on pHSWSand� without separation between ad-
vection, diffusion and fluxes at the ocean–atmosphere bound-
ary. We evaluate the contributions of each of these processes
in the upper 100 m for every model grid point of the Arctic
Ocean, following the approach ofYamamoto et al.(2012).
However, unlike this study, here we obtain spatial distribu-
tions of the factors in question, rather than total Arctic bud-
gets.

The spatial distributions of the contributing factors (re-
sults not shown) show strong regional variability that broadly
forms four distinctive provinces, each manifesting qualita-
tively different flux balances. The spatial extents of these
provinces are shown in Fig.5a. Specifically, we define the
following provinces: (1) Siberian shelves (areas of less than
220 m depth in the Kara, Laptev, East Siberian and Chukchi

seas); (2) Atlantic inflow (areas where diffusivity makes a
substantial contribution to the 100 m budget imposing de-
cline of �a in excess of 0.1); (3) Nordic minimum (area of
minimum�a changes in the Arctic Ocean over the century,
defined as areas where these changes do not exceed 0.9); and
(4) freshwater province (areas where freshwater fluxes play
dominant role in the�a changes, defined as areas not covered
by i–iii). Although some of the exact numerical definitions
of the domain boundaries are somewhat subjective, we find
these selection criteria to be most successful at delineating
the qualitative differences across the AO.

Projected changes in�a between year 2000 and 2099 for
the Arctic Ocean (defined as north of 66◦ N) and the four
provinces defined above are shown in Fig.5b. As described
previously, Fig.5b also breaks this total change down into
contributions due to the process described above except for
horizontal diffusion and those due to changes inT and S

which were found to be negligible.
Decline of�a over the Siberian shelves occur slower than

in other provinces with the exception of Nordic minimum.
However, by 2099 values of pHSWS and� are lower than
those in the central Arctic Ocean since present-day pHSWS
and� are already low in this area. Thus, by 2099 surface
pHSWS is as low as 7.6, while typical values�c and�a are
0.8 and 0.4 respectively. In these areas, the impact of air–
sea gas exchange is relatively low due to high concentrations
of DIC, while those of vertical diffusivity and freshwater
from ice melt, which strongly reduce�a in other provinces,
are nearly negligible. The main factor reducing�a in this
province is horizontal advection of riverine water, which is
nearly compensated for by the biological pump (Fig.5b).

The Atlantic inflow province is characterised by strong de-
creases in�a driven by vertical diffusivity, horizontal advec-
tion and air–sea gas exchange, with a relatively weak com-
pensating effect of the biological pump (Fig.5b). Although
the rate of change in�a over the century in this province is
the highest in the Arctic Ocean, this area is projected to re-
main oversaturated by the end of the century in respect to
aragonite due to its high present-day values (Fig4m, n, o)
influenced by the upstream North Atlantic.

The Nordic minimum province was identified on the
ground of slowest changes in the�a. All of these decline
over the 21st century and are clearly buffered by the physical
changes (cf. Fig.4 panels g and h, k and l, and o and p). We
note that this province is also characterised by a substantial
deepening of winter mixing (Fig.3d). Analysis of the budget
fluxes shows that, in spite of this deepening, vertical diffu-
sivity does not play a major role in controlling�a directly.
Instead, the low rate of�a decline is driven here by relatively
low air–sea gas exchange (due to already high concentrations
of DIC), the lack of freshwater input into this area and low
advective fluxes. In short, the budget is similar to that of the
Siberian shelves except for the impact there of riverine inputs
which act to lower�a in shelf waters.

www.biogeosciences.net/11/293/2014/ Biogeosciences, 11, 293–308, 2014
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Fig. 4. Arctic Ocean pHSWS (a–d), �c (e–h), �a (i–l), DIC (mmolm−3, m–n). The first and second columns shows values for year 2000
and 2099 respectively, the third column shows deviation between year 2099 and year 2000 for the full run, and the fourth column shows
deviation between year 2099 and year 2000 for the for the climate change run.

As can be seen from Fig.5a, the freshwater province
occupies the central Arctic Ocean, the Canadian Arctic
Archipelago, Baffin Bay and the Greenland Sea. These ar-
eas experience the largest changes in the ice regime, from
near-permanent ice cover today through to year-round ice-
free conditions by 2099. Freshwater flux is the largest con-
tributing factor in the decline of�a within this province,
though this is largely counterbalanced by advective fluxes
since the province also includes the main areas of AO out-
flow. Gas exchange also plays substantial role in reducing�a
following the loss of the permanent ice cover that previously
prevented equilibration with the atmosphere. The province
maintains its very stable stratification across the 21st century
such that vertical diffusivity does not significantly contribute
to the 100 m balance. A further notable feature is the com-
pensating effect of the biological pump which increases with
productivity over some of the province as it transitions across
the 21st century to an ice-free state.

In summary, these results indicate climate change has pro-
nounced, if regional, impacts on� in the Arctic Ocean. Fac-
tors such as freshwater input from melting of (previously)
permanent ice cover, advection of riverine freshwater and

vertical diffusive fluxes vary strongly spatially and result in
regionally variable impacts in the decline of�a. Although
not presented here, a similar budget analysis for pHSWS
shows similar variability across the main domain with an
additional impact of temperature dependence (McNeil and
Matear, 2007). In some regions of the Arctic Ocean, climate
change increases the decline of pHSWSand� by up to factor
of 2 relative to rising atmospheric CO2. Meanwhile, in other
areas it nearly cancels (buffers) changes induced by rising
CO2. Thus, processes driven by climate change create strong
gradients in the rates of decline of pHSWS and� across the
basin.

3.2 Timing of the first occurrence of undersaturation
conditions in the Arctic Ocean

By 2099, the model projects that surface waters of the Arc-
tic Ocean will be undersaturated with respect to aragonite
in all areas (Fig.4j). Some areas, however, escape under-
saturation with respect to calcite, including the areas of the
Arctic Ocean affected by Atlantic inflow: Greenland, Nor-
wegian and Barents seas and the outer shelves of the Kara
Sea (Fig.4f). As undersaturation may impact calcifying
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Fig. 5. (a) Spatial extent of four provinces showing qualitatively
different balance of the main factors contributing to the�a de-
cline over the 21st century and identified as Siberian shelves (dark
blue), Atlantic inflow (light blue), Nordic minimum (green), fresh-
water province (orange) – see text;(b) projected changes in the an-
nual mean difference in�a from 2000 to 2099 in the top 100 m of
the Arctic Ocean (north of 66◦ N, dark red bars) and four province
shown in(a). The total change (1Om) is divided into contribution
by air–sea gas exchange (Air–Sea), biology (Bio), freshwater fluxes
(Fr.W), vertical diffusivity (V.Dif), and advection (Adv).

marine organisms such as shellfish that form the basis of
regional fisheries, it is crucial to estimate the time of the
onset of undersaturation. The year of first occurrence of
monthly mean undersaturated surface waters with respect to
calcite and aragonite under the RCP8.5 scenario is shown in
Fig. 6a and b, while the same characteristic for shelf bot-
tom waters is shown in Fig.6c and d. With respect to arag-
onite, undersaturation of both surface and bottom waters is
already widespread at the Siberian shelves, Canadian Arc-
tic Archipelago and part of the Beaufort Sea affected by the
McKenzie River. The surface of the Beaufort Gyre becomes
undersaturated before 2020, followed by widespread under-
saturated conditions in the central Arctic before 2040. Areas
affected by the Atlantic inflow become undersaturated last,
during the 2080s.

In the case of calcite, undersaturation in the surface occurs
20–30 yr later than that of aragonite, and follows the same
spatial progression (Fig.6a, c). Siberian shelves become un-

Fig. 6. The first occurrence of a monthly mean undersaturated sur-
face waters in respect to calcite(a) and aragonite (b, years). The
same for the shelf bottom waters at the depth of the deepest model
vertical grid box(c, d).

dersaturated first, starting from the inner shelves of the Kara
and Laptev seas and Canadian Arctic Archipelago, followed
by the central Arctic Ocean. Areas affected by the Atlantic
inflow (Greenland, Norwegian and Barents seas) do not show
undersaturation within the 21st century. Shelf bottom water
shows a similar timing of calcite undersaturation, except for
the East Siberian Sea, where undersaturation at the bottom
occurs nearly two decades earlier than at the surface.

The timing of the onset of undersaturated conditions pre-
sented in this section is based on the first occurrence of a
monthly mean undersaturated value. The season in which
such conditions are likely to first occur depends on the ampli-
tude and phase of the annual cycle. Our results find that, rel-
ative to the projected change through the century, the annual
amplitude of�a is relatively low in the central AO (approx-
imately 0.1–0.2), though higher (approximately 0.3–0.4) in
areas affected by Pacific or Atlantic inflow. This amplitude
remains nearly unchanged through the 21st century even in
the face of large absolute change in�a during this period.
However, the phase of the annual cycle varies strongly, both
in space across the basin and in time through the 21st century.
Fig. 7 shows the timing of minimum annual values (month
number) across the Arctic Ocean for years 2000, 2050 and
2099. As the Arctic Ocean progresses into an ice-free state
towards the end of the century, the phase of the annual cycle
in �a becomes similar to that at mid-latitudes with a mini-
mum in late summer and a maximum in winter–early spring.
This pattern is driven by high values of DIC in winter and
low values in summer driven by temperature-linked air–sea
exchange, winter mixing and high summer biological pro-
duction. The situation is more geographically complex dur-
ing the first half of the century (Fig.7a, b,) when annual
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Fig. 7. Number of the month (January = 1) in which minimum
annual values of�a occur in year 2000(a), 2050(b) and 2099(c).

minima across the AO occur throughout the year. The study
of Steinacher et al.(2009) found that latitudinally averaged
seasonality in the Arctic Ocean is generally out of phase with
the seasonal signal in the rest of the northern hemisphere due
to the impact of freshwater input from melting sea ice. Our
results show a similar trend to that found bySteinacher et al.
(2009) in the areas most affected by freshwater input from
melting ice, but the opposite situation in areas of Pacific or
Atlantic inflow. A transitional zone exists between these ar-
eas which is influenced by strong temporal and/or regional
differences in the depth of winter mixing. In summary, pro-
jecting the season in which one might expect undersaturation
conditions to first occur in the Arctic Ocean is a complex is-
sue driven in part by future climate change but also by the
underlying complexity in the spatial and temporal variability
of the phase of the�a annual cycle.

3.3 Sensitivity experiments

In this section we evaluate the sensitivity of our main re-
sults to uncertainties in the parameterisations of the main fac-
tors that control them. The high computational cost of global
model runs (even at relatively modest resolution) permits us
to focus only on the major physical processes that affect rates
of acidification but which are known to be poorly constrained

in the climate models. Namely the rate of the decline of Arc-
tic sea ice and oceanic vertical mixing (e.g.Yamamoto et al.,
2012, Popova et al., 2012). With this purpose in mind, we
performed four additional sensitivity experiments: (1) faster
ice decline; (2) slower ice decline; (3) lower mixing; and (4)
higher mixing.

The numerical experiments were run for 100 yr, starting
from the control run state corresponding to the year 2000.
Both sets of sensitivity experiments (variation in the rates of
ice decline and vertical mixing) lead to substantial modifi-
cations to both Arctic Ocean physics and biogeochemistry.
We focus our attention here on the sensitivity of the pro-
jected first occurrence of the undersaturated – with respect
to aragonite – surface waters (Fig.6b), henceforth referred to
as “undersaturation onset” for brevity.

The temporal evolution of Northern Hemisphere minimum
ice extent (September) and Arctic-averaged�a for the con-
trol and numerical experiments are shown in Fig.8a and b. In
the ice decline simulations, the Arctic Ocean becomes sea-
sonally ice-free approximately 15 yr earlier or later than in
the control run. Values of Arctic-averaged�a are lower in
the simulations with faster ice decline or lower diffusivity
(and marginally higher with slower ice decline or higher dif-
fusivity), although the deviation between the control run and
experiments does not exceed 0.05 (Fig.8a, b) in the first half
of the century and becomes negligible in the second half.

However, as Fig.8c–f show, the regional variability of the
differences in undersaturation onset between the control run
and the sensitivity experiments is substantial. The area most
sensitive to the change in the rate of ice decline is the Beau-
fort Gyre, showing acceleration of the undersaturation onset
by about 20 yr, especially at its periphery in the case of faster
ice decline. In the case of slower ice decline, the centre of
the gyre shows a delay in undersaturation onset of approxi-
mately similar duration. The Beaufort Gyre manifests simi-
larly high sensitivity in the experiments with variable vertical
diffusivity (Fig. 8e,f). In the lower diffusivity run (Fig.8e),
undersaturation onset occurs about 10–20 yr earlier, with the
maximum of the signal again at the periphery of the gyre.
Meanwhile, in the higher diffusivity experiment (Fig.8f), it
occurs about 8–12 yr later with the maximum signal located
instead in the centre of the gyre.

Strong sensitivity of the Beaufort Gyre to the changes in
both sensitivity analyses is linked to the accumulation of
freshwater in the Arctic Ocean within this region, although
the mechanisms underlying the changes are different. In the
ice decline experiments, lower ice concentration leads to a
spin-up of the BG that is clearly visible in the intensifica-
tion of the sea surface height maximum in this area (re-
sults not shown), as well as accumulation of more freshwa-
ter and a corresponding reduction in salinity. This link be-
tween decreased ice cover and acceleration of the Beaufort
Gyre has previously been described byGiles et al.(2012).
By contrast, in the reduced diffusivity experiments, salin-
ity decreases over the majority of the Arctic Ocean because
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Fig. 8. Time evolution of the modelled characteristics for the Arctic Ocean (treated here as poleward of 66◦ N): (a) extent of the Northern
Hemisphere sea ice (September averaged, km2); (b) �a for the control run (black); fast (red) and slow ice decline (blue); high (green) and
low (magenta) diffusivity experiments;(c–f): difference in the date (years) of the first occurrence of undersaturated conditions in respect
to aragonite between the control run and the following numerical experiments: fast(c), slow (d) ice decline; low(e), high (f) diffusivity.
Negative numbers denote earlier undersaturation onset dates than in the control run.

of reduced mixing of fresh surface waters with those of the
deeper ocean. Although acceleration of the Beaufort Gyre
does not occur in this latter case, it is still an area of maxi-
mum salinity decline.

Qualitatively similar changes in undersaturation onset, al-
beit weaker ones, take place in the Amudsen–Nansen Basin
gyre. In both slow ice decline and low-diffusivity experi-
ments this occurs 10–15 yr earlier than in the control run,
while in the fast ice decline and high diffusivity experiments
undersaturation onset is delayed by 10–12 yr.

Another area of strong sensitivity is located within the
northern part of the Nordic Seas, in the province identified
in the budget analysis of Sect.3.1 as Nordic minimum (cf.
Fig. 5a), and characterised by strong deepening of the winter
convection over the 21st century that acts to buffer the de-
cline in �a (Sect.3.1). In the low-mixing and slower ice de-
cline experiments, undersaturation onset is accelerated here
by about 20 yr due to delay in deepening of mixing in both
cases.

3.4 The Arctic from a global perspective

In this section we aim to compare the conditions influencing
acidification and saturation state in the Arctic Ocean with
those of the rest of the world ocean. One of the most impor-
tant consequences of global warming for the marine biota
and the ocean carbon system is the stabilisation of ocean
stratification. This leads to a reduction in the surface con-
centrations of nutrients available for primary production as
well as a stronger separation between surface layers in con-
tact with the atmosphere and intermediate and deep layers
which have higher DIC and lower (at the present day)�

and pHSWS (seeYool et al.(2013b) and references therein).
Globally averaged values of the maximum depth of mixing
(Fig. 1d) show a shallowing of this depth from 137 to 127 m
by the end of the century, although geographical variations
are substantial (Fig.9a, b). The most pronounced shallow-
ing of the winter mixing occurs in the Pacific and Atlantic
sectors of the Southern Ocean and in the northern North At-
lantic, as well as in areas of the Atlantic inflow into the Arctic
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Ocean (Fig.9b). The Arctic Ocean provides a marked excep-
tion from the general tendency of the ocean to stratify in re-
sponse to climate warming. In our projections for the Arctic
Ocean, winter mixing deepens with the exception of areas
most affected by Atlantic inflow (see details in Sect.3.1).
This deepening of winter mixing tends to buffer the decline
in pHSWS and� caused by rising atmospheric CO2.

In order to assess effects associated with nutrient regime,
we chose to examine the variation in annual maximum of
dissolved inorganic nitrogen (DIN). The shallowing of win-
ter mixing leads to a decline in globally averaged maxi-
mum surface DIN (Fig.1c, d) although spatial patterns of its
distribution show substantial geographical variation. While
the majority of the surface ocean shows a decline of DIN
(Fig. 9c, d), one notable exception is the northern North Pa-
cific, where deepening of winter mixing allows access to
subsurface waters rich in nutrients. The Arctic Ocean shows
a strong decline in maximum DIN and widespread olig-
otrophic conditions in spite of the deepening of winter mix-
ing, with the exception of areas affected by Pacific inflow,
which is characterised by relatively high DIN concentrations.
Projected global net primary production shows a consistent
decline from 2010, falling by 6 % across the 21st century.
The regional response of the net primary production, how-
ever, shows both positive and negative deviations after year
2000 (Fig.9e, f). The two most prominent areas in this re-
spect are the North Atlantic and the Arctic Ocean. In the for-
mer, the net primary production declines as a result of the
shallowing of winter mixing. However, in the case of the lat-
ter, net primary production increases over a substantial part
of the basin as a result of the improved light regime (caused
by sea ice retreat) and higher nutrient supply rates (caused by
deepening of winter mixing).

Increasing atmospheric CO2 leads to an increase in sur-
face DIC (Fig.10a–c), seen most prominently in the central
Arctic Ocean. Globally, climate change effects mitigate this
increase (Fig.10c). This is most pronounced in the north-
ern North Atlantic and areas of the Arctic Ocean affected by
inflows from the North Atlantic and Pacific. The impact of
climate change is more substantial than that of the increase
in DIC in these areas due to the equilibration of the surface
ocean with increasing atmospheric CO2. The main mitigating
factors in areas such as the Arctic Ocean are the shallowing
of winter mixing (Fig.9b) and the increase in the net primary
production (Fig.9f). However, the central Arctic Ocean is
a pronounced exception, since here climate change acceler-
ates the increase of surface DIC due to the retreat of sea ice
(Sect.3.1).

Following the increases in atmospheric and oceanic
CO2, globally averaged pHSWS declines from 8.1 to 7.7
(Fig. 10d–f), this change being nearly homogeneous across
the globe. Again, the Arctic Ocean is an exception, and here
the basin-averaged pHSWS decline is largest (−0.5), although
there is strong spatial variability in this decline, ranging from
−0.3 in the Greenland Sea to−0.6 in the Canada Basin

(Fig. 4d). Climate change has only a small effect on pHSWS
because of the compensating temperature effect that buffers
DIC (e.g.McNeil and Matear, 2007). Once again, the Arc-
tic Ocean is a special case where climate change factors (sea
ice retreat and surface freshening) accelerate the decline of
pHSWS, most noticeably in the central basin. While at present
the Arctic Ocean is an area that exhibits some of the highest
surface pHSWS values in the world ocean, it is projected to
become an area of the lowest pHSWS by the end of the cen-
tury as a result of climate change (Fig.10d, e).

�c and �a are projected to decline by 2 units globally
(Fig. 1i). The decline is higher at low latitudes and lower
at high latitudes, especially in the Arctic Ocean (Fig.10i, l).
On average, climate change mitigates the decrease of�, with
maximum impact at high latitudes. Projected changes in sur-
face� by the end of the century are much less homogeneous
than pHSWS although, as for pHSWS, the decline is maximal
in the Arctic Ocean. Unlike pHSWS, however, climate effects
buffer changes in� brought about by the increased atmo-
spheric CO2 in nearly all ocean regions with the exception of
most areas of the Arctic. In these latter areas, climate change
effects accelerate the decline of� (Fig. 10i, l).

4 Discussion

Due to polar amplification, the effect of climate change is
greater at the poles compared to the rest of the globe. This
amplification is thought to be largely a result of the retreat of
sea ice and associated feedbacks (e.g.Moritz et al., 2002). It
is likely to continue in future, with the possibility of a sea-
sonally ice-free Arctic in the 21st century (e.g.Zhang and
Walsh, 2006). The ongoing retreat of sea ice additionally
brings about substantial changes to the freshwater balance
of the region and increases the exposure of the ocean surface
to the atmosphere with associated changes in upper ocean
stratification and the net primary production. This increase
in the spatial extent of open water in the Arctic Ocean also
permits the equilibration of ocean and atmospheric CO2 in
areas previously covered by perennial ice, with resulting con-
sequences for the associated carbonate chemistry. The Arctic
Ocean has shown an early onset of the effects of acidification,
characterised by low values of pHSWS and carbonate satura-
tion state (Yamamoto-Kawai et al., 2009). Observations al-
ready show undersaturated waters in various regions of the
Arctic, including the Canada Basin (Yamamoto-Kawai et al.,
2009), freshwater-influenced shelves (Chierici and Fransson,
2009) and the Chukchi, Beaufort and eastern East Siberian
seas (Bates et al., 2011). A number of future projections for
pHSWS and� have been made using models that take into
account the effects of climate change (Orr et al., 2005; Mc-
Neil and Matear, 2007; Steinacher et al., 2009; Yamamoto
et al., 2012). These studies have identified temperature, and
its buffering effect on CO2 exchange with the atmosphere,
as the main climate change factor affecting undersaturation
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Fig. 9.Global surface maps of the upper mixed layer maximum (a, b in m), surface DIN (c, d in mmolm−3), net primary production (e, f in
gCm−2yr−1). Values are given for year 2000 (left column) and for deviation between year 2099 and year 2000 (right column).

Fig. 10.Global surface maps of DIC (mmolm−3) (a–c), pHSWS (d–f), �c (g–h)and�a (j–l) . The first column shows values for year 2000;
the second column shows deviation between year 2099 and year 2000 for the full run, and the third column shows deviation between year
2099 and year 2000 for the climate change run.
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Fig. 11. Level of atmospheric CO2 (ppm) under which monthly mean undersaturated surface waters occur for the fist time in respect to
calcite(a, b) and aragonite(c, d).

with respect to calcite and aragonite in the global ocean. The
general consensus obtained in these studies is that climate
change effects have little net impact on projected pHSWS but
that they substantially buffer the decline in� caused by in-
creasing CO2. The Arctic Ocean, however, is a considerably
more complex region. Melting sea ice causes pHSWS and�

to decline markedly (McNeil and Matear, 2007; Yamamoto
et al., 2012), both as a result of the relatively low pHSWS of
melting ice water and because of the greater exposure of pre-
viously ice-covered waters to the atmosphere and the con-
sequent ventilation of CO2. Various projections show that
the Arctic Ocean will become locally understaurated (in at
least one month per year) with respect to aragonite within
the current decade (2010–2020) and with respect to calcite
during the decade 2040–2050 (McNeil and Matear, 2007;
Steinacher et al., 2009; Yamamoto et al., 2012).

Our results are in general agreement with the previous
projections described above. They indicate that the Arctic
is the first ocean basin to exhibit widespread undersatura-
tion (Fig. 11b, d). We have focused our examination on the
strong spatial gradients seen in physical and biogeochemical
properties of the Arctic Ocean, which have important conse-
quences for the time evolution of pHSWSand carbonate satu-
ration state. The impact of the various climate change drivers
on ocean acidification and saturation state in the Arctic is
a complex problem to address when making future projec-
tions. The various drivers include (i) increase in the temper-
ature of seawater, which directly affects carbonate chemistry

and biological production, as well as indirectly affecting the
same characteristics via changes in ocean stratification; (ii)
changes in the freshwater balance and energy exchange with
the atmosphere affecting ocean stratification, which regulate
not only the atmospheric exchange of CO2 but also the mix-
ing of deep waters – which are characterised by higher nu-
trient and lower (at present day) pHSWS and� – to the sur-
face; (iii) retreat of sea ice, which accelerates uptake of at-
mospheric CO2 by the ocean, as well as influencing stratifi-
cation and providing freshwater inputs that lower pHSWSand
�; and (iv) increase in riverine input, lowering pHSWSand�

and also stabilising ocean stratification.
The various climate-related factors were projected by our

model to operate differently in the various regions of the Arc-
tic Ocean, their role varying from acceleration of acidifica-
tion rates through to a strong buffering effect. The Canadian
Arctic Archipelago, central Arctic and Baffin Bay have the
highest inputs of freshwater from melting sea ice which, be-
cause of its relative acidity, causes pHSWS and� to decline.
These regions bear the brunt of the transition towards a sea-
sonally ice-free state as the sea ice retreats, with the result
that they experience greater ventilation of CO2 with the at-
mosphere, which in turn further decreases pHSWS and satu-
ration state. The Siberian shelves, in contrast, show slower
response to climate change in terms of pHSWSand saturation
state because increased freshwater input is largely compen-
sated for by elevated rates of net primary production. At the
same time the impact of vertical diffusivity and freshwater
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from ice melt – which strongly reduce� in other provinces –
is nearly negligible. A further variation in climate change im-
pacts is seen in areas affected by the Atlantic inflow, namely
the Greenland and Barents seas. In these regions, the deep-
ening of winter mixing associated with diminishing sea ice
cover plays a strong role in reducing�.

The results from our model indicate that timing of the on-
set of undersaturation is highly variable across the Arctic,
occurring during the decade of 2000–2010 in the Siberian
shelves and Canadian Arctic Archipelago, but as late as the
2080s for the Barents and Norwegian seas (corresponding to
atmosphericpCO2 of 350–400 ppm and 750–800 ppm, re-
spectively: Figs.6b and 11c). Note that these projections
were made on the basis of a single model and are thus subject
to uncertainty associated with this model’s internal variabil-
ity while lacking the reduced uncertainty of ensemble anal-
yses (e.g.Tebaldi and Knutti (2007)). In recent modelling
studies, inter-model differences were shown to be particu-
larly pronounced in the Arctic region (e.g.Steinacher et al.,
2010; Popova et al., 2012; Steiner et al., 2014; Vancoppenolle
et al, 2013), and thus more detailed ensemble-based projec-
tions studies focused on the Arctic are needed.

We showed strong sensitivity of our results to the rate of
Arctic sea ice decline and strength of vertical mixing. In gen-
eral, when modelled with faster ice decline or deeper win-
ter mixing, the Arctic Ocean generally shows earlier onset
of undersaturated conditions with respect to aragonite, while
shallower mixing or slower ice decline delay these condi-
tions. However, the strength of this sensitivity varies strongly
across the Arctic Ocean, and is most pronounced in the Beau-
fort Gyre, an area of substantial freshwater storage. This find-
ing acts as a caution against using regional data sets within
the Arctic Ocean for model verifications or attempting to ex-
trapolate localised observations to the pan-Arctic domain. In
addition, strong regional variability in the sensitivity of our
results warns against the use of basin-wide characteristics in
model intercomparison and sensitivity studies.

Arctic rivers are an important source of biogeochemical
constituents, including nutrients, dissolved and particulate
organic matter. However, the significance of these sources
for characteristics of the Arctic Basin as a whole, as well
as ways of parameterising them in the ocean biogeochemi-
cal models, are still areas of active research (Manizza et al.,
2012; Le Fouest et al., 2013). Our study, performed within
the framework of an ocean-only model and without a terres-
trial component that can provide such fluxes, only crudely
parameterises this input, and entirely ignores other aspects
such as dissolved organic matter. A detailed sensitivity analy-
sis of the basin-scale Arctic Ocean properties and their future
projections to the alternative ways of parameterising riverine
input of the biogeochemical properties would be a valuable
addition to the debate; however is outside of the scope of this
paper and will be addressed in a future study.

The future projections presented herein are based on
the RCP8.5 scenario, which ostensibly represents an upper

bound of anthropogenic carbon emissions currently under
consideration for the upcoming IPCC Fifth Assessment Re-
port. In the event that future levels ofpCO2 are higher than
values considered in this study, undersaturation will occur
even faster than indicated by our model results. The atmo-
spheric CO2 levels that correspond to the onset of arago-
nite undersaturation, and how this varies spatially within the
Arctic Ocean, are shown in Fig.11. As a first approxima-
tion, the CO2 levels shown in this figure may be consid-
ered independent of any particular emission scenario. This
analysis indicates that widespread Arctic Ocean undersatu-
ration with respect to aragonite occurs before atmospheric
CO2 reaches 500 ppm. In contrast, the Southern Ocean only
begins to experience widespread undersaturation in surface
waters when atmospheric CO2 exceeds 550 ppm (year 2050
under RCP8.5). This is higher than the 450 ppm projected
by McNeil and Matear(2008) as an atmospheric value under
which widespread Southern Ocean undersaturation occurs.
Taking into account sensitivity of the undersaturation onset
to the rates of vertical mixing demonstrated for the Arctic
Ocean, we can assume similar strong sensitivity in the South-
ern Ocean. We can suggest that only careful model intercom-
parison study of the underlying physical factors can clarify
the underlying reasons for this discrepancy.

We conclude that, in order to make future projections of
acidification and carbon saturation state in the Arctic, mod-
els of sufficiently high resolution are needed to address re-
gional aspects of physical and biological dynamics. The use
of basin-averaged characteristics, while useful for model in-
tercomparison studies, is not optimal for projecting, for ex-
ample, the timing of the first occurrence of aragonite under-
saturation in the Arctic. Forecasting the future progression of
ocean acidification in the Arctic Ocean is challenging given
the complexity of ocean–atmosphere feedbacks, especially
the role of retreating sea ice, as well as being hampered by
the paucity of observations available for model verification.
A major source of uncertainty in future projections of ocean
acidification in the Arctic Ocean is the difference in the sea
ice reduction rates projected by climate models (Yamamoto
et al., 2012). Our results confirm this conclusion and stress
the need for careful model intercomparison studies of Arctic
Ocean acidification, with a particular focus on differences in
the modelled decline of sea ice.

5 Conclusions

– We compared two runs of a global ocean general cir-
culation model that includes biogeochemistry and the
carbon cycle, forced by the output from an Earth sys-
tem model run under RCP8.5 to year 2099. We sepa-
rated the impacts of rising atmospheric CO2 from asso-
ciated future climate change and showed that the im-
pact of climate change plays a strong role in driving
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spatial heterogeneity of declines in� and pHSWS in
the Arctic Ocean.

– Simulation results indicate that the Arctic is the first
ocean basin to exhibit widespread surface undersatu-
ration with respect to aragonite and, later, calcite. The
onset of surface undersaturation shows great variabil-
ity between different regions of the Arctic Ocean as
a result of differences in climate change feedback fac-
tors such as the retreat of sea ice, changes in freshwater
input and changes in stratification. The timing of the
first occurrence of surface undersaturation with respect
to aragonite varies across the Arctic Ocean by nearly
a century and shows strong sensitivity to the rates of
ice decline and the strength of vertical mixing. Our re-
sults thus caution against using coarse-resolution mod-
els when modelling future changes in acidification and
saturation state in the Arctic.

– In line with previous studies (e.g.Yamamoto et al.,
2012), the strongest driving force and the largest un-
certainty in projections of Arctic responses to climate
change and acidification are the rate of decline of sea
ice. Model intercomparison studies that address acidi-
fication rates in the Arctic Ocean need to assess such
associated processes in relation to model projections
of sea ice retreat.
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