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[1] In subaerial and submarine meander bends, fluid flow travels downstream in a helical spiral, the structure of which is determined by centrifugal, hydrostatic, baroclinic, and Coriolis forces that together balance frictional stresses generated by the flow. The sense of rotation of this helical flow, and in particular, whether the near bed flow is directed toward the inner bank, e.g., “river-normal,” or outer bank, e.g., “river-reversed,” is crucial to the morphodynamic evolution of the channel. However, in recent years, there has been a debate over the river-normal or river-reversed nature of submarine flows. Herein, we develop a novel three-dimensional closure of secondary flow dynamics, incorporating downstream convective material transport, to cast new light on this debate. Specifically, we show that the presence of net radial material transport, arising from flow superelevation and overspill, exerts a key control on the near bed orientation of secondary flow in submarine meanders. Our analysis implies that river-reversed flows are likely to be much more prevalent throughout submarine-canyon fan systems than prior studies have indicated.


1. Introduction

[2] Submarine channels can extend for thousands of kilometers and are some of the most significant geomorphological systems on the planet [Chough and Hesse, 1980]. The turbidity currents that flow through these channels are the main mechanism by which elastic sediment is transported from the continental shelf to the deep ocean [Amos et al., 2010; Meiburg and Kneller, 2010], where it is deposited on submarine fans, forming some of the largest sedimentary bodies on Earth [Curry et al., 2002]. However, our understanding of submarine fan dynamics and evolution remains underdeveloped [Peakall et al., 2000; Kolla et al., 2007; Wynn et al., 2007; Kane et al., 2008], in part due to the difficulties involved in observing and measuring natural subaqueous density currents. Consequently, most of our understanding of submarine gravity currents is based on (1) limited field measurements taken within submarine canyon-channel environments [Paul et al., 2002; Khripounoff et al., 2003; Xu et al., 2004; Best et al., 2005; Vangriesheim et al., 2009; Xu, 2010; Parsons et al., 2010; Xu et al., 2013]; (2) laboratory measurements [Imran et al., 2002; Keevil et al., 2006; Corney et al., 2006; Straub et al., 2008; Islam and Imran, 2008; Sequeiros et al., 2010; Cosson and Wells, 2010; Straub et al., 2011; Abad et al., 2011; Janocko et al., 2013; Ezz et al., 2013]; or (3) inferences made from numerical simulations [Mulder et al., 1997; Imran et al., 1999; Pirmez and Imran, 2003; Das et al., 2004; Meiburg and Kneller, 2010; Lesshafft et al., 2011; Giorgio Serchi et al., 2011; Mahdinia et al., 2012; Janocko et al., 2013]. However, the applicability of these diverse studies to generalized submarine channel environments remains unclear.

[3] The secondary flow circulation, and in particular, the direction of the near-bed transverse flow, imparts a strong influence on bed morphology and patterns of surface grain-sorting in meander bends. Such effects have been documented in classical studies of fluvial meanders [Engelund, 1974; Parker and Andrews, 1985; Bridge, 1993] and, more recently, in physical and numerical modeling [Peakall et al., 2007; Darby and Peakall, 2012] and outcrop studies [Pyles et al., 2012] of submarine channels. The secondary flow circulation in submarine meander bends may exhibit the same sense as subaerial river channels, where the near bed transverse flow is oriented toward the inner bank (“river-normal” flows [e.g., Rozovskii, 1957; Imran et al., 2007, 2008; Islam and Imran, 2008]). However, theoretical, experimental, and field studies have also shown that secondary flow within submarine meander bends may also exhibit a reversed sense of circulation (“river-reversed” flows [e.g., Corney et al., 2006, 2008; Keevil et al., 2006, ...]
The sense of secondary flow circulation in submarine density currents is controlled by the balance of the forces acting against the shear stress generated by the flow. Within the classical Rozovskian framework [Rozovskii, 1957], these forces comprise centrifugal and radial pressure gradients. Extending these concepts to submarine flows, subsequent work [Corney et al., 2008; Abad et al., 2011] shows that both river-normal and river-reversed secondary flow are possible. The analysis of Abad et al. [2011] represents a significant contribution to our understanding of secondary flows in contemporary and relic submarine channel systems as it allows a quantification of the force balance and hence secondary flow regime within submarine meanders as a function of environmental parameters (specifically the densimetric Froude number and bed roughness) that may either be estimated directly or which can be reconstructed using morphological data that are readily available from hydrographic surveys (see Figure 1). Further, the study of Abad et al. [2011] suggests that river-reversed flow regimes are likely to be prevalent in supercritical flows, when centrifugal forces dominate transverse pressure gradient forces near the base of the flow, in the proximal regions of submarine canyon-fan systems [Pirmez and Imran, 2003]. However, from Figure 1, it is noted that experimental data, as fitted by bed roughness and flow Froude number [Keevil et al., 2006; Amos et al., 2010], do not always agree with the secondary flow behavior predicted by Abad et al. [2011].

In this paper, we elucidate the model assumptions made in prior studies and highlight their importance, enabling a holistic model of secondary flow to be developed for submarine channels. We make three refinements to the approach of Abad et al. [2011] to clarify the physical conditions favoring the onset of either river-reversed or river-normal flows:

[6] Refinement of radial stratification: Previous studies of the fundamental physical processes controlling secondary flow structure have either considered unstratified [Corney et al., 2006] or vertically stratified flow density [Abad et al., 2011]. In this study, we highlight how radial variations in depth-averaged density result in baroclinic pressure gradients that may have a significant impact on the radial flow structure, as is also often the case in stratified estuarine environments [Dyer, 1973; Fischer, 1976; Dyer, 1989; Chant and Wilson, 1997; Nidzieko et al., 2009]. Whilst numerical flow models [Giorgio Serchi et al., 2011; Huang et al., 2012] have implicitly incorporated these effects, in this paper we highlight for the first time their significance in the generation of river-reversed or river-normal flow.

[7] Inclusion of Coriolis forcing: A limitation of prior studies [Corney et al., 2006; Imran et al., 2007; Abad et al., 2011; Giorgio Serchi et al., 2011] is that, in adopting the classical “Rozovskian” approach, they neglect Coriolis effects. Yet at high latitude, Coriolis forcing is potentially an important influence on secondary flows because (i) it contributes to the imbalance between the cross-channel centrifugal and pressure-gradient forces that drive secondary flows in meander bends [e.g., Komar, 1969; Klaucke et al., 1997, 1998] and (ii) it enhances or suppresses the superelevation of transverse flow profiles [e.g., Davies et al., 2006; Wells, 2009; Cossu and Wells, 2010; Cossu et al., 2010]. In this study, we address this limitation by investigating how Coriolis forces may reverse the orientation of near bed flow or enhance flow superelevation, as suggested by Cossu and Wells [2010, 2013] and Peakall et al. [2012].

[8] Selection of boundary conditions: Given the above refinements to the Rozovskii-Corney-Abad (RCA) framework for radial flow within a submarine meander, the radial

---

**Figure 1.** Plot of the Abad et al. [2011] transitional river-reversed and river-normal submarine meander flow phase space, plotted as a function of densimetric Froude number ($Fr_d$) versus Chezy drag coefficient ($Cz$), reproduced from Figure 25 of Abad et al. [2011].
flux boundary conditions used to close the flow model are carefully reconstructed. Boundary conditions describing the magnitude of convective transport terms are shown to be of critical importance when determining the secondary flow structure. Two-dimensional models refer to the classical approach of the RCA framework where radial fluxes are negligible, whereas non-negligible material fluxes arise naturally within the three-dimensional flow framework postulated herein.

The above refinements to the RCA framework for radial flow allow further interpretation of the key physical processes driving river-reversed flow within submarine channels. With reference to previous experimental research [Corney et al., 2006; Abad et al., 2011], we show that a three-dimensional framework, as considered implicitly by Giorgio Serchi et al. [2011] and Huang et al. [2012], is necessary to accurately predict the radial flow structure. Development of the two-dimensional RCA framework into a three-dimensional framework enables us to produce new phase-space diagrams that illustrate the environmental conditions, including a near-bed downstream flow velocity maximum and outer bank-oriented net radial material transport or Coriolis forcing, that favor river-reversed versus river-normal secondary flows. The model that we develop in this paper represents the first time that the balance of Coriolis, hydrostatic, and centrifugal forces within a submarine flow has been systematically investigated in a theoretical framework. Our analysis also reveals the significance of three-dimensional flow effects on the orientation of near bed flow. We highlight that, within a bounded channel, a three-dimensional flow framework, incorporating hydrostatic forces, Coriolis forces, and flow baroclinicity, is required to accurately model the radial structure of secondary flow within submarine meanders.

2. Physical Model for Secondary Flow Within a Subaerial or Submarine Meander

In this section, the classical Rozovskiian model of secondary flow within a meandering fluvial system is outlined. The model is then rendered into dimensionless form, and parameters describing downstream flow velocity and vertical stratification are introduced.

2.1. The Rozovskiian Flow Model

Standard analysis of an incompressible fluid flow across slowly varying topography, such as subaerial and submarine meanders, assumes that horizontal length scales (L, given here by the radius of curvature of the flow) are much greater than vertical length scales (given here as h, the flow depth). Through dimensional analysis, considering \( \delta = h/L \ll 1 \), the Reynolds averaged mass and momentum conservation equations for fluid flow can be expressed in a simplified state, henceforth referred to as the shallow water equations. As first discussed by Rozovskii [1957], the transverse (radial) component of flow, \( u_r \), and the gauge pressure, \( P \), within a meander can be determined from the leading order shallow water momentum conservation equations so long as the flow’s downstream (rotational) velocity, \( u_0 \), is known a priori.

\[
\frac{\partial}{\partial z} \frac{\partial u_r}{\partial z} = \frac{1}{\rho} \frac{\partial P}{\partial r} + f u_0 - \frac{u_r^2}{r} + G,
\]

where \( G = \frac{1}{\rho} \frac{\partial P}{\partial z} \) represents the gravitational acceleration.

In (1), the turbulent shear stress term, parameterized by the eddy viscosity, \( \nu_t \), multiplied by the vertical gradient of the transverse velocity, is balanced by the Coriolis force, the radial pressure gradient, and any centrifugal forces acting on the flow. Herein, the Coriolis force, \( f \), is locally constant and given by \( f = 2\omega \sin(\alpha) \), where \( \omega \) denotes the angular frequency of, and \( \alpha \) the latitude on, the spherical body (Figure 2). In (2), the vertical pressure gradient is balanced by the gravitational force acting on the flow, \( G \), where \( \rho_a \) denotes the ambient fluid density and \( r \) is the
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radial distance across the channel. Note that, strictly speaking, additional convective acceleration terms appear within the radial momentum conservation equation (1):

\[ \frac{\partial u_r}{\partial r} + \frac{u_	heta}{r} \frac{\partial u_r}{\partial \theta} + \frac{\partial u_z}{\partial z} = 0 \]  

(3)

where \( u_z \) denotes the vertical component of flow, but based on scaling arguments (see section 2.2), these terms are herein assumed to be negligible.

[13] The gravitational force acting on a density-driven submarine flow is of the form

\[ G = g \phi, \]

in which the excess density of the flow, \( \phi \), compared to the ambient fluid is given by,

\[ \rho_f = \rho_a + \rho_v \phi, \]

with \( \rho_f \) being the density of the flow and \( \rho_a \) the density of the ambient fluid. Chernetsky et al. [2010] assumed that density is linearly proportional to salinity. This allows the ambient fluid and flow density to be determined in terms of the ambient fluid and flow salinity denoted by \( s_a \) and \( s_f \), respectively

\[ \rho_a = \rho_a(1 + \beta s_a) \quad \text{and} \quad \rho_f = \rho_a(1 + \beta s_f), \]

(6)

where \( \rho_a \approx 1000 \text{kg m}^{-3} \) is the pure water density and \( \beta \approx 7.6 \times 10^{-4} \text{psu}^{-1} \), when salinity is measured in psu [Chernetsky et al., 2010]. From (5) and (6), the dimensionless excess density of the flow compared to the density of the ambient fluid, \( \phi \), is

\[ \phi = \frac{1 + \beta s_f}{1 + \beta s_a} - 1. \]

(7)

[14] Under the Boussinesq approximation, \( \rho_f / \rho_a \ll 1 \), the convective transport terms comprising the mass conservation equations are

\[ \frac{1}{r} \frac{\partial r u_r}{\partial r} + \frac{1}{r} \frac{\partial u_\theta}{\partial \theta} + \frac{\partial u_z}{\partial z} = 0, \]

radial fluid transport rotational fluid transport vertical fluid transport

(8)

and are used to close the momentum conservation equation (17). In this paper, it is assumed for simplicity that diffusion of the saline solution, as discussed by Herbert et al. [1988], is negligible in comparison to advective fluxes.

[15] The dimensionless excess density, \( \phi \), may be expressed in terms of the depth-averaged dimensionless excess density, \( \bar{\phi} \), multiplied by a stratification function \( \phi \), such that:

\[ \phi = \frac{1 + \beta s_f}{1 + \beta s_a} - 1. \]

(9)

[16] For submarine flows, Abad et al. [2011] discussed the importance of vertical stratification on secondary flow field structure, but they implicitly assumed that the radial derivative of \( \bar{\phi} \) is negligible. Whilst field evidence of the effect of flow baroclinicity in submarine channels is not available, it is well established as a driving force in comparable, highly stratified, estuarine systems [Dyer, 1973; Chant and Wilson, 1997; Lacy and Monismith, 2001]. Further evidence for the significance of the radial variation of the depth-averaged flow density is found in the numerical studies of Imran et al. [2004], Kassem and Imran [2004], and Giorgio Serchi et al. [2011]. For these reasons, the effect of the radial and rotational variation of hydrodynamic flow properties, including depth-averaged dimensionless excess density, \( \bar{\phi} \), on the secondary flow structure is explicitly analyzed and discussed in this paper. Following Abad et al. [2011], we assume that, within a submarine meander, the interface between the flow and ambient fluid is well defined, that entrainment of ambient fluid from above may be neglected, and that the stratification function \( \phi \) may be normalized such that \( \int_0^h \phi \, dz = \eta [\text{Parker et al., 1987; Sequeiros et al., 2010}] \). Thus, assuming that the flow is radially and vertically stratified, the flow pressure is given by

\[ P = \rho_a g \bar{\phi}(r) \int_0^z \varphi(z',r) \, dz'. \]

(11)

[17] From (11), the pressure gradient is therefore

\[ \frac{1}{\rho_a} \frac{\partial P}{\partial r} = g \bar{\phi} \left( \frac{\partial h}{\partial r} \int_0^h \varphi(z',r) \, dz' + \eta \frac{\partial \varphi}{\partial r} \right) \]

\[ + gh \left( \frac{\partial g}{\partial r} \int_0^h \varphi(z',r) \, dz' + \bar{\phi} \int_0^h \frac{\partial \varphi}{\partial r} \, dz' \right), \]

(12)

where \( \eta \) is the dimensionless flow depth (\( \eta = z/h \)) and prime notation denotes dummy integration variables. Without resolving the full three-dimensional structure of the flow, the radial variation of the flow stratification function cannot be computed. Hence, for simplicity, it is assumed that the radial gradient of the structure function \( (\partial \varphi / \partial r) \) is negligible in comparison to the radial gradients of flow depth and depth-averaged density,

\[ \frac{h \partial}{\partial r} \int_0^h \partial \varphi \, dz' \ll \frac{h \partial h}{\partial r} \int_0^h \varphi \, dz' + \bar{\phi} \int_0^h \frac{\partial \varphi}{\partial r} \, dz', \]

(13)

and thus, it is assumed that the flow baroclinicity is well described by the radial depth-averaged density gradient. In this paper, the radial pressure gradient is expressed, to leading order, in terms of the transverse slope of the interface and transverse density gradient:

\[ \frac{1}{\rho_a} \frac{\partial P}{\partial r} = g \bar{\phi}(r) \frac{\partial h}{\partial r} \left( \int_0^h \varphi(z',r) \, dz' + \eta \varphi(\eta) \right) \]

\[ + gh(r) \frac{\partial g}{\partial r} \left( \int_0^h \varphi(z',r) \, dz' \right). \]

(14)

2.2. Dimensionless Flow Variables

[18] To simplify (1) and (2), we express them in terms of a series of dimensionless parameters. In (1), the eddy
viscosity is assumed to be vertically constant. This simplistic approach still captures fundamental physical processes [Dorrell and Hogg, 2012] and is consistent with prior studies [Rozovskii, 1957; Corney et al., 2006; Abad et al., 2011]. In what follows the Chezy drag function used to model the basal shear stress is characterized in terms of a bed roughness height, \( z_0 \ll h \). Using the flow length scales, eddy viscosity, \( \nu_e \), and depth-averaged downstream flow velocity, \( \bar{u}_b \), the flow variables are given in terms of dimensionless parameters, denoted by the use of capitals, as

\[
\begin{align*}
\bar{r} &= LR, \\
\bar{u}_s &= \delta \bar{u}_b \bar{Re}, \\
\bar{u}_z &= \delta \bar{u}_b \bar{Re}, \\
2L_{\Omega} \sin(\alpha) &= \tilde{u}_s \bar{Ro}^{-1}, \\
\tilde{h} &= \delta \bar{Re} \bar{Fr}^2 \bar{G}, \\
\bar{u}_b &= \bar{u}_b \bar{Re}
\end{align*}
\]

(15)

where \( \bar{Re} = h \bar{u}_s / \nu_s \) is the depth-averaged Reynolds number of the flow. Thus, the convective acceleration terms (3) now become

\[
\delta \bar{Re} \frac{\bar{u}_b^2}{L} \left( \delta \bar{ReU}_b \frac{\partial U_b}{\partial \eta} + \bar{U}_b \frac{\partial \bar{U}_b}{\partial \bar{R}} + \delta \bar{Re} \frac{\partial \bar{U}_b}{\partial \eta} \right).
\]

(16)

[19] Since we have assumed that the flow aspect ratio \( \delta \ll \bar{Re}^{-1} \), it follows that the convective acceleration terms (16) are negligible.

[20] Equation (15) gives the Rossby number as the ratio of inertial to Coriolis force; the sign of the Rossby number is therefore a function of latitude and of the rotational direction of the flow, with clockwise flow negative and anticyclonic flow positive (Figure 2). Minimal values of the Rossby number, of order 0.1, may occur in large bends located at high latitudes [Peakall et al., 2013], and maximal values of the Rossby number will occur near the equator as \( f \to 0 \). Furthermore, the densimetric Froude number, \( \bar{Fr}_d \), denotes the ratio of inertial to gravitational forces \( \bar{Fr}_d = \bar{u}_b / \sqrt{\bar{g} \tilde{h}} \). Henceforth, the dimensionless radial derivative of the flow depth, \( \bar{S} \), will be referred to as the normalized transverse water slope. Likewise, the dimensionless radial derivative of \( \bar{\phi} \), \( \bar{G} \), will be referred to as the normalized transverse density gradient. Thus, from (1) and (15), the radial component of flow, along a curve of constant radius \( \bar{r} = L \), is expressed as a second order, dimensionless, ordinary differential equation:

\[
\begin{align*}
\frac{\partial^2 U_b}{\partial \eta^2} &= \bar{S} \bar{f}_1 + \bar{G} \bar{f}_2 - \bar{Ro}^{-1} \bar{U}_b - \bar{U}_b^2 \bar{Fr}_d \bar{f}_1 - \bar{Fr}_d \bar{f}_2,
\end{align*}
\]

(17)

where, from (14), the structure functions \( \bar{f}_1 \) and \( \bar{f}_2 \) describe hydrodynamic pressure as

\[
\bar{f}_1 = \int_{\eta}^{\infty} \varphi \mathrm{d} \eta \quad \text{and} \quad \bar{f}_2 = \int_{\eta}^{\infty} \varphi \mathrm{d} \eta.
\]

(18)

2.3. Empirical Structure Functions for the Vertical Density Stratification and Downstream Flow Velocity

[21] To solve equation (17), it is necessary to know, a priori, the normalized vertical velocity and density profiles. Here we use the empirical formulation of Abad et al. [2011] for the dimensionless depth-averaged downstream velocity, \( \bar{U}_{\bar{b}} \),

\[
\bar{U}_{\bar{b}} = \frac{T_P}{\int_{\eta}^{1} T_P \mathrm{d} \eta},
\]

(19)

such that \( \int_{\eta}^{1} T_P \mathrm{d} \eta = 1 \) and the structure function \( T_P \) is given by

\[
T_P = \begin{cases}
\chi + \eta - \frac{1}{2} \eta^2 & 0 \leq \eta \leq \eta_1 \\
1 - \eta & \eta < \eta_1 
\end{cases},
\]

(20)

where \( \eta_1 \) is the dimensionless depth of the downstream flow maximum and \( \eta = 1 \) denotes the flow-ambient fluid interface. Abad et al. [2011] proposed that \( \eta_1 \) may be expressed as a function of the densimetric Froude number

\[
\eta_1 = 0.08 - 0.27 \bar{Fr}_d.
\]

(21)

for \( 0.19 \leq \bar{Fr}_d \leq 2.21 \). From Engelund [1974] and Soulsby [1997], the slip parameter, \( \chi \), may be given in terms of a bed roughness length scale, \( h_0 \), or a Chezy drag coefficient \( C_z \),

\[
\left( \frac{0.077}{\chi + \frac{1}{2}} \right)^2 = 0.0474 h_0^3 = \frac{1}{C_z^2}.
\]

(22)

[22] The stratification of the submarine flow, \( \phi \), is given in terms of the depth-averaged dimensionless excess density, \( \bar{S} \), multiplied by a density structure function, \( \bar{G} \), (10). Simplistic “top-hat” models impose zero stratification of the fluid density [Parker et al., 1986],

\[
\varphi = 1.
\]

(23)

[24] Indeed, Sequeiros et al. [2010] and Abad et al. [2011] suggested that such simplistic models do not accurately describe the hydrostatic pressure field, and hence the radial pressure gradient, with Abad et al. [2011] proposing an alternative stratification function, \( f_S \),

\[
\varphi = \frac{f_S}{\int_{\eta}^{1} f_S \mathrm{d} \eta}.
\]

(24)


\[
f_S = \begin{cases}
1 & \eta \leq \eta_2 \\
\frac{1 - \eta - \eta_2}{1 - \eta_2} & \eta > \eta_2 
\end{cases}, \quad \eta_2 < 1,
\]

(25)
where the depth $\eta_2$ is related to the depth of the maximum velocity, $\eta_1$, using:

$$\eta_2 = 2.59\exp\left(-2.5 \frac{0.8 - \eta_1}{0.27}\right).$$  \hspace{1cm} (26)

Note that, if $\eta_2 \geq 1$ (i.e., for $\eta_1 > 0.7$), the density profile of the flow is vertically uniform.

In Figure 3, the principal forces affecting the orientation of radial flow (17) are plotted based on the vertical velocity (20) and density stratification functions (25). It is seen that the magnitude and vertical structure of the centripetal, and to a lesser extent the Coriolis, forces are dependent on the depth of the velocity maximum, $\eta_1$, and the bed roughness height, $\eta_0$. Figure 3a shows that near bed centripetal forces increase as either $\eta_1$ or $\eta_0$ are decreased. Figure 3b shows that the Coriolis force is primarily dependent on the magnitude and sign of the Rossby number, recalling (2) that outer-bank oriented, positive Rossby number forcing is associated with anticlockwise flow in the northern hemisphere or clockwise flow in the southern hemisphere. Figures 3c and 3d highlight that the radial pressure gradient (14) is primarily determined by the magnitude and orientation of the normalized transverse water slope and normalized transverse density gradient.

3. Boundary Conditions and Radial Flow Structure

The radial component of secondary flow (1) is solved subject to basal and flow-ambient fluid interface boundary conditions and mass continuity conserving flux conditions. Along with the structure functions describing the vertical variation of downstream flow velocity and the density stratification, we use these boundary conditions to define four radial flow models (Table 1) that are analyzed in further detail in sections 4 and 5.

The slip velocity model of Engelund [1974] is closed using a boundary condition to model bed resistance, where

$$U_r = \frac{\partial U_r}{\partial \eta} \bigg|_{\eta=0},$$  \hspace{1cm} (27)

and the slip parameter $\chi$ is determined in terms of the bed roughness height, $\eta_0$ (22). Soulsby [1997] gives the dimensionless roughness height in terms of the median grain size of the bed material, $d_{50}$.

$$\eta_0 = \frac{d_{50}}{12h},$$  \hspace{1cm} (28)

where it is assumed that bedforms have a negligible impact on the flow.

Attempts have been made to model some of the physical processes operating at the flow-ambient interface, e.g., entrainment of ambient fluid [Parker et al., 1987]. However, the turbulent nature of fluid flow means that the exact location and behavior of a nominal flow-ambient fluid is poorly constrained. For consistency with the downstream flow model of Abad et al. [2011], where $u_0 = 0$ at $\eta = 1$ (20), we assume that the transverse velocity at the interface between the density current and the ambient fluid is also zero, such that:

$$U_r = 0 \big|_{\eta=1}.$$  \hspace{1cm} (29)

However, previous studies [Corney et al., 2006; Imran et al., 2007; Abad et al., 2011] have defined the flow-ambient fluid interface using an alternative boundary

Figure 3. The orientation and magnitude of the dimensionless (a) centrifugal force, (b) Coriolis force, and forces arising from the scaled (in terms of the aspect ratio of the flow) normalized, transverse water slope (c) and transverse density gradient (d), as determined from the downstream flow velocity (20) and density stratification (25) structure functions. Red curves have a decreased flow velocity maximum and bed roughness height in comparison to blue curves. Forces acting on the flow toward the outer bank are denoted by solid curves, forces acting on the flow toward the inner bank are denoted by dashed curves, and zero forcing on the flow is denoted by dotted curves.
condition of vanishing shear stress. The vanishing shear-stress condition, used in subaerial flows where the shear stress at the free surface can reasonably be assumed to vanish due to the density difference between the flow and the atmosphere, is implemented by constraining the vertical gradient of the flow velocity to be zero at $\eta = 1$:

$$\frac{\partial U_r}{\partial \eta} = 0 \mid_{\eta=1}. \quad (30)$$

[31] Although the boundary condition (29) used here is different from that employed in previous research (30), we argue that it is physically realistic and consistent with both the formalization of the downstream velocity profile and experimental observation (section 4.4). In the supporting information available online, the choice of flow-ambient fluid boundary condition is discussed further.

[32] In the following subsections, the mass conservation equations (8) and (9) are used to provide integral conditions to further constrain the radial flow model (17). We initially discuss classical flow models in which the flow is assumed to be rotationally constant before considering a model where the flow is not rotationally constant. For simplicity, in this paper it is assumed that $\delta Re \ll 1$ and hence the convective acceleration terms from the radial momentum conservation equation (16) are always assumed to be negligible. However, as discussed in section 3.2. later, convective transport terms in the mass conservation equation, see (8) and (9), may still be non-negligible.

3.1. Two-Dimensional, Rotationally Constant, Models of Meander Flow

[33] Two-dimensional flow models follow the approach of Rozovskii [1957], where Reynolds averaged mean flow variables are assumed to be rotationally invariant, meaning that within a meander, along a radius of constant curvature, the downstream velocity and density parameters are constant. Integrating (8) and (9) over the fluid depth, the depth-integrated radial fluid flux, $q_{rf}$, and density flux, $q_{rs}$, describing the rate at which fluid and excess density is transported from the inner to outer bank or vice versa, are given by

$$q_{rf} = \int_0^{\infty} u_r dz = \frac{c_1}{\partial \gamma r}, \quad (31)$$

$$q_{rs} = \int_0^{\infty} \frac{u_r}{c_1} dz = \frac{c_1}{\partial \gamma r}.$$
the dimensional, depth-integrated fluid, and density fluxes are nonzero:

\[ q_{rf} = \frac{1}{r} \int_0^r \int_0^\infty \frac{\partial}{\partial \theta} \phi d\theta' r d\theta \bigg|_{r=L, \theta_\alpha} \]  
\[ q_{rs} = \frac{1}{r} \int_0^r \int_0^\infty \frac{\partial}{\partial \theta} \phi' d\theta' r d\theta \bigg|_{r=L, \theta_\alpha} \]  

with a magnitude dependent on the radial distance across channel, where \( r = L \), and \( \theta_\alpha \), the angle of rotation around the meander. In (35) and (36), it is assumed that the rotational derivative terms are non-negligible and thus of similar order to the radial material fluxes. This assumption implies that \( \partial \pi_0 / \partial \theta \) is of order \( \delta Re \) and thus the depth-averaged downstream velocity is rotationally constant to leading order. The dimensionless forms of the radial fluid flux and the depth-integrated radial density flux, used to close (17), thus take the form,

\[ Q_{rf} = \int_0^\infty U_r d\eta = \frac{1}{\delta \mu_0 Re} q_{rf} \bigg|_{r=L, \theta_\alpha} \]  
\[ Q_{rs} = \int_0^\infty U_r' d\eta = \frac{1}{\delta \mu_0 Re} q_{rs} \bigg|_{r=L, \theta_\alpha} \]  

Nonzero radial material fluxes correspond to a net transport of material across the channel. This implies that, on a curve of constant radius, the downstream flux of material varies around the meander bend. The radial fluid flux and the net change in flow density are nonzero when closed within a three-dimensional flow framework, due to fluxes of material entering from upstream and exiting downstream [Dietrich and Whiting, 1989; Nelson and Smith, 1989]. Moreover, such net material transport may be enhanced through topographic forcing such as point bars and scours [Peakall et al., 2007], flow overspill [Keevil et al., 2007; Janocko et al., 2013], superelevation of the flow [Pirmez and Imran, 2003], and progression of the velocity maximum core toward the outer bank [Imran et al., 1999]. In section 3.3, the plausible vertical structure of the radial component of secondary flow will be discussed, based on the governing equation (17), the velocity and density stratification profiles (see section 2.3), and the flow boundary conditions discussed above.

3.3. The Structure of the Radial Component of Secondary Flow Within a Submarine Meander

[38] Given the downstream velocity profile (20) and vertical density stratification (24), the radial component of secondary flow, \( U_r \), may be found by integrating the flow field equation (17). From the boundary conditions discussed in sections 3.1 and 3.2, the theoretical solution for \( U_r \) can be constrained to one of the six possible types (Figure 4). Figure 4 shows that these various radial flow structures may be distinguished with reference to subaerial river-normal flows, which consist of a single helical cell with near-bed radial flow directed toward the inner bank (Figure 4b). In contrast, if the near bed flow is directed toward the outer bank, the secondary flow is denoted as river-reversed (Figure 4e).

[40] More complex secondary flow structures also exist, where multiple helical cells are stacked upon each other.

Figure 4. Classification of the radial component of secondary flow structure within submarine meanders (a)–(f), as distinguished by comparison of the vertical flow structure \( U_r \) to classical subaerial meander flow. Black curves denote normalized flow velocity, and red arrows denote inner and green arrows outer bank flow orientation. (a) Type IB denotes flow directed toward the inner bank. (b) Type RN denotes meander normal flow consisting of a single helical cell. (c) Type HN secondary flow consisting of multiple helical cells, with near bed flow toward the inner bank. (d) Type HR also consists of multiple helical cells but has near bed flow oriented toward the outer bank. (e) Type RR denotes meander reversed flow, where the near bed flow is toward the outer bank. (f) Type OB denotes flow directed toward the outer bank.
Helical couplets of two [Imran et al., 2007] or more [Rozovskii, 1957] complete cells can form, depending on flow and morphological conditions. We distinguish these stacked helical cells by reference to the behavior of the radial flow near the bed (Figure 4). If the radial component of near-bed secondary flow is directed toward the inner bank, then solutions with multiple cells are defined as river-normal (HN; Figure 4c). Conversely, if the radial component of the near-bed secondary flow is directed toward the outer bank, the helical cell solutions are denoted as river-reversed (HR; Figure 4d). For completeness, we also define categories of secondary flow in which the radial flow throughout the entire vertical depth may be oriented either toward the inner (IB; Figure 4a) or outer banks (OB; Figure 4f), respectively.

[41] In sections 4 and 5, these radial flow structures are determined as a function of the material fluxes, $Q_{rs}$ and $Q_{rf}$, which implicitly constrain the transverse water slope and density gradient, the dimensionless depth of the velocity maximum, $\eta_1$, and bed roughness height, $\eta_0$, and the Coriolis forcing, herein described by the inverse Rossby number $C_1$. Note that we focus on the dimensionless depth of the velocity maximum, $\eta_1$, a departure from the use of the bulk Froude number $Ro^{-1}$. In reality, $\eta_1$ can be related to the Froude number via (21), but we prefer to use $\eta_1$ in that it can be more readily and explicitly related to changes in the distribution and magnitude of centrifugal forces [Corney et al., 2008], see Figure 3a.

4. Two-Dimensional Flow Framework Models of Secondary Circulation Within Bounded Submarine Meanders

[42] In this section, we discuss the radial structure of secondary flow as derived using models 1–3 (Table 1). Through comparison against the simplest, unstratified flow model (section 4.1), it is shown that predicted flow dynamics vary significantly with the introduction of flow stratification (section 4.2) and baroclinic effects (section 4.3). Moreover, through comparison against previous experimental research, we show that the two-dimensional closure favored in prior studies [see section 3.1; Corney et al., 2006; Abad et al., 2011] is insufficient to model submarine flow dynamics (sections 4.3 and 4.4).

4.1. Two-Dimensional, Unstratified, Barotropic Meander Flow Models

[43] The simplest force balance model (model 1) of radial flow (17) assumes that the flow density is unstratified, as per standard top-hat models of saline density currents [Parker et al., 1986]. The radial fluid flux and the depth-integrated radial density flux are by definition equivalent; thus, there are insufficient flux boundary conditions to constrain both the normalized transverse water and density gradients. Therefore, it is assumed that the flow is barotropic such that the normalized radial density gradient, $G$, is zero (Table 1), meaning (17) may be simplified to yield:

$$\frac{\partial^2 U_r}{\partial r^2} + Ro^{-1} U_r - S f_i + U_r^2 = 0.$$  (39)

[44] Equation (39) is solved subject to the boundary conditions (27) and (29), with the normalized transverse water slope $S$ being determined from the radial flux condition, $Q_{rs} = Q_{rf} = 0$, (33) and (34).

[45] Bed roughness may be expressed by either a dimensionless roughness length scale, $\eta_0$, or Chezy drag coefficient, $C_z$, (Figure 5a) as per prior studies [see, e.g., Komar, 1970; Ren et al., 1996; Ullum and Arneborg, 2009; Darby and Peakall, 2012]. Here it is noted that the smoother the flow bed, the greater the near-bed centrifugal force (Figure 3a), and therefore, the more likely it is that the flow is river-reversed. However, if the downstream flow velocity maximum, $\eta_1$, is near the flow-ambient fluid interface, centrifugal forces dominate over the radial pressure gradient forces near the interface, driving outer bank-oriented near-interface secondary flow. In contrast, near the bed, the secondary flow is directed toward the inner bank. However, if the downstream flow velocity maximum is located near the bed, the dominant centrifugal forces drive near-bed flow toward the outer bank. Thus, Figure 5a shows that, by decreasing either $\eta_1$ or $\eta_0$, the flow undergoes a transition from river-normal (RN; Figure 4b) to river-reversed (RR; Figure 4e) flow, via the generation of multiple helical cells with inner bank-oriented near-bed flow (HN; Figure 4c).

4.2. Two-Dimensional, Vertically Stratified, Barotropic Meander Flow Models: Comparison to the Research of Abad et al. [2011]

[46] Whilst model 1 describes an unstratified, barotropic flow, it does not accurately represent flow stratification present in submarine density currents [Peakall et al., 2000; Abad et al., 2011; Giorgio Serchi et al., 2011]. To elucidate the impact of vertical density stratification on submarine meander flow dynamics, we compare the unstratified model 1 to the stratified model 2 (i.e., the model of Abad et al. [2011]). Model 2 specifies a vertical stratification of the flow density using the structure function described in (25). Here we specify a zero fluid flux condition to close the model (33), coupled with the slip velocity condition (27) and a vanishing shear stress interface condition (30), following Abad et al. [2011], as discussed earlier.

[47] In Figure 5b, it can be seen that the results of Abad et al. [2011] are replicated, though here the river-normal flows are further divided into single-cell and two-cell structures (Figure 5b, DEF). However, we note that in the stratified flow model 2, river-reversed flow is constrained to a smaller range of flow conditions than in the unstratified flow model 1. This is the result of stratified flow reducing the radial pressure gradient near the flow-ambient fluid interface, enhancing outer bank-oriented near interface flow and inner bank (river-normal)-oriented near bed flow. The localized region of meander reversed (ABC) flow matches that in Abad et al. [2011]. The formation of such transitional regions (Figure 5b, ABC and DEF) is caused by flow stratification-induced variations in the force balance equation (17). Moreover, it is noted that, whilst the fluid flux in model 2 is constrained to be zero [Abad et al., 2011], the density flux is unconstrained and therefore may be nonzero. In the following section, we address this weakness through a stratified flow model where both material flux conditions are constrained to be zero to satisfy the mass conservation conditions (33) and (34) (model 3; see Table 1).
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4.3. Two-Dimensional, Baroclinic, Meander Flow Models

In this section, the solutions for radially stratified flows are discussed subject to appropriate zero material flux conditions (model 3; Table 1); these flux conditions are, within a bounded channel, required to ensure conserva-
tion of mass. The radial flow structure is thus a function of the dimensionless depth of the flow velocity maximum, \( \eta_1 \), roughness height \( \eta_0 \), and Coriolis forcing. Moreover, unlike models 1 and 2, it is now assumed that the flow is baro-
clinic (i.e., the flow is radially stratified).

In model 3, the governing equation is closed by the bed and interface boundary conditions (27) and (29), as well as the zero material flux conditions (33) and (34), see Table 1. However, it is noted that if the flow is unstratified (i.e., in the region \( \eta_1 > 0.7 \), see section 2.3), the material flux conditions (33) and (34) are identical. Thus, we restrict the solutions of model 3, as plotted in Figure 6, to regimes in which the flow is stratified, \( \eta_1 < 0.7 \), and four distinct boundary and flux conditions exist to close the flow model.

Initially, neglecting Coriolis forces (\( \text{Ro}^{-1} = 0 \)), model 3 predicts a radial flow regime composed of multiple helical cells, with inner bank-oriented near bed flow (Figure 6b). This is distinct from flow models 1 and 2, where the radial flow structure was shown to be strongly depend-
ent on the dimensionless depth of the flow velocity maximum and the normalized bed roughness height (Figure 5).

This does not agree with experimental results, for instance, those of Keevil et al. [2006, 2007]. To explain the preva-
ience of the inner bank-oriented near bed flow in model 3, we decompose the structure of the radial component of the flow into three regions, as depicted in Figure 7: (I) a near-
bed layer where excess density flow is high; (II) an interior

layer within the flow, where excess density is still high and the flow is oriented toward a given bank; (III) a near-
interface layer where the excess density of the flow van-
ishes. Whilst the flow is strongly stratified, \( \eta_1 \ll 0.7 \) (35), the near interface layer, III, makes a negligible contribu-
tion to the depth-integrated radial density flux. The near-
bed layer of the flow, I, is thus oriented toward the oppo-
site bank of the interior layer, II, such that the depth-
integrated radial density flux is constrained to be zero. The process of constraining the depth-integrated radial density flux forces the generation of multiple helical cells with near bed flow oriented toward the inner bank (i.e., the flow regime \( \text{HN} \) of Figure 4c). As stratification effects become negligible (\( \eta_1 \rightarrow 0.7 \)), the contribution to the depth-integrated radial density flux from the near interface layer becomes significant. Thus, the area (around \( \eta = \eta_1 \)) where centrifugal forces dominate the radial pressure gradient results in the radial flow being driven toward the inner bank, generating \( \text{HN} \) flow in the same manner as in model 1; see Figure 5a).

Model 3 is also evaluated subject to cases where the Coriolis force is directed toward the inner bank (\( \text{Ro}^{-1} = -10 \); Figure 6a) and outer bank (\( \text{Ro}^{-1} = 10 \); Figure 6c). However, the orientation of the near bed flow, forced by the radial density flux condition, is counterintuitive and does not agree with prior experimental studies [Cossu and Wells, 2010, 2013]. Thus, by introducing a more complete description of the flow dynamics, within a two-dimensional flow framework, the accuracy of the model is decreased. The va-

lidity of the two-dimensional flow framework is further investigated in section 4.4 by comparing the results of models 1 and 3 with the experimental results of Corney et al. [2006]. Model 2 is not used in this analysis, because it does
not satisfy the material flux conditions for flows modeled in a two-dimensional flow framework.

4.4. Comparison of Models 1 and 3 to the Experiments of Corney et al. [2006]

In Figure 7, the radial flow models 1 and 3 are compared to the experimental data of Corney et al. [2006]. It is seen that neither model 1 nor model 3 can accurately capture the entire vertical structure of the radial flow observed in these experiments. Specifically, whilst the stratified flow model 3 captures the radial flow behavior well, at least near the free surface, it fails to replicate the observations closer to the base of the flow. In contrast, the near bed radial flow behavior is replicated well by the unstratified flow model 1, discussed in section 4.1. These findings might suggest that the stratification model (35) poorly captures the density distribution within the flow. Such an examination of the stratification model is beyond the scope of the current paper, though we note the importance of further research into flow structure functions to help elucidate fundamental flow processes. Whilst improved stratification functions may be developed, the underpinning theory laid out in this paper will remain the same.

In the stratified flow model, the orientation of near-bed flow is controlled by the zero material flux conditions. These conditions arise from the key assumption employed in the two-dimensional framework, namely that transport of flow and material in solution or suspension is conserved within a radial slice of the flow. In the following section, we consider the implications that arise from relaxing this assumption on the predicted radial flow structure.

5. Three-Dimensional Flow Framework Models of Secondary Circulation Within Submarine Meanders

As highlighted in section 3.2, within a three-dimensional flow framework, where the flow is no longer

Figure 6. The structure of radial flow within a submarine meander, model 3, as a function of dimensionless depth of the flow velocity maximum, \( \eta_h \), flow roughness height, \( \eta_0 \), and Coriolis forcing as characterized by the inverse flow Rossby number, \( Ro^{-1} \). The vertical structure is separated into distinct classes, see Figure 4. The stratified flow model of Abad et al. [2011] (25) is used to model the hydrostatic pressure within the momentum conservation equation (17) and is solved subject to a zero fluid flux depth-integrated radial density flux conditions, \( Q_{rf} = Q_{rs} = 0 \).

Figure 7. A comparison of the unstratified, top-hat two-dimensional radial flow model (model 1), section 4.1 (denoted with a dashed blue curve), and the stratified two-dimensional radial flow model (model 3), section 4.3 (denoted with a solid blue curve), against the experimental study (Figures 5c and 5d) of Corney et al. [2006] (transverse velocity measurements denoted by circles and downstream velocity measurements by squares). Negative radial flow is oriented toward the inner bank and positive radial flow is oriented toward the outer bank. The normalized downstream flow velocity, approximated by the structure function of Abad et al. [2011] (20), is denoted by a solid green curve and is always positive. The models are solved subject to zero saline and fluid flux conditions appropriate for a two-dimensional model of a flow within a bounded channel; the Chezy drag coefficient \( C_z = 10 \). The regions I, II, and III are used to respectively denote areas of near bed, interior, and near interface flow. The regions are defined by the change in the orientation of the flow from inner to outer bank or vice versa.
rotationally invariant, material fluxes can be nonzero. Such radial material transport arises from the inclusion of non-negligible rotational convective transport terms in the mass conservation equations (see (8) and (9) and section 3.2). It is important to note that, whilst convective transport terms may be non-negligible, convective acceleration terms remain negligible in the radial momentum conservation equation (17). In this section, we employ model 4 (Table 1) to describe the vertical structure of radial flow within a three-dimensional flow framework.

[55] If the material fluxes are nonzero, the normalized transverse water slope, $S$, and density gradient $G$, as defined in (15), comprising the decomposed radial pressure gradient, constrain the radial flow structure (Figure 8). The experimental data of Abad et al. [2011] indicate a transverse water slope $S = \mathcal{O}(1)$, when normalized by $\delta F r^2$. However, field data [Parsons et al., 2010] and laboratory experiments [Keevil et al., 2006; Cossu and Wells, 2010] indicate that the normalized transverse water slope can be an order of magnitude larger, $S = \mathcal{O}(10)$. For this reason, we consider normalized transverse water slope variations in the range $-10 \leq S \leq 10$ (Figure 8), with an equivalent range also used for the normalized density gradient (i.e., $-10 \leq G \leq 10$).

[56] We initially consider the radial flow structure in the absence of Coriolis forces (Figures 8e–8h). Negative values of the normalized transverse water slope and positive density gradients indicate components of the radial pressure gradient oriented toward the inner bank, whilst positive water slope and negative density indicate reversed secondary flow toward the outer bank (Figures 3c and 3d). As shown in Figure 8, when the decomposed radial pressure gradient forces balance, secondary flow cells may develop. However, if there is a dominant force acting on the flow (e.g., a large normalized transverse water slope or density gradient), the radial force collapses the rotational secondary flow cell and drives flow toward either the inner or outer bank. In reality, whilst river-normal and river-reversed single-cell secondary flow (Figure 8, RN and RR) only occupy a limited part of the phase-space, most systems, where radial forces approximately balance, will automatically be within this region. Moreover, as shown in Figure 3, the magnitude of the normalized transverse water slope exceeds that of the normalized transverse density gradient.

---

**Figure 8.** The radial flow structure, model 4, (solid colors) as a function of the normalized (by $\delta F r^2$ (15)) water slope, $S$, and density gradient, $G$. The vertical structure is separated into distinct classes, see Figure 4. Four distinct dimensionless depths of the maximum flow velocity are considered $\eta_1 = 0.05$, 0.35, 0.65, and 0.95. The effects of negative, inner bank-oriented Coriolis forces, $Ro^{-1} = -1$, negligible Coriolis forcing, $Ro^{-1} = 0$, and positive, outer bank-oriented Coriolis forcing, $Ro^{-1} = 1$, are also plotted. The Chezy drag function, specifying the slip velocity (22), $C_z = 15$. 3906
in the near bed layer. Thus, in Figure 8, when neglecting centrifugal and Coriolis forces, river-reversed flow is predominantly found when the decomposed radial pressure gradient forces approximately balance and the normalized transverse water slope \( S > 0 \) and normalized transverse density gradient \( G < 0 \), whereas river-normal flow is found whilst \( S < 0 \) and \( G > 0 \).

[57] In Figure 8, variations in the summed force balance result in a transition between river-normal and river-reversed flow, again via the generation of flow composed of multiple helical cells with inner bank-oriented near bed flow. It is noted that, due to the scalings, this transition region is not visible in Figure 8, but it is discussed further below (section 5.1). Further, the dimensionless depth of the downstream flow velocity maximum, \( \eta_i \), is shown to affect the phase-space of the radial flow structure, as depicted in Figure 8 for the three different Coriolis forces. With increasing \( \eta_i \), the near-bed magnitude of the centrifugal force is decreased. Thus, the proportion of river-normal flow in the phase-space of Figure 8 is increased with increasing \( \eta_i \), as discussed in section 4.

[58] Figure 8 also highlights the effect of the Coriolis force on flow dynamics. Constraining the analysis to the region of the phase-space where rotational secondary flow cells develop, we note that, as a result of positive, outer bank oriented, Coriolis forcing altering the force balance equation, there is an increase in the normalized transverse water slope in comparison to the case of negligible Coriolis forcing (Figures 8e–8h). Conversely, a negative, inner bank oriented, Coriolis forcing results in a comparative decrease in the normalized transverse water slope (Figures 8a–8d, 8e–8h). In a similar fashion, as Coriolis forcing increases, from negative to positive, river-reversed rotational secondary flow becomes more prevalent (Figures 8a, 8e, and 8i). The predicted behavior of the flow-ambient fluid interface agrees with the findings of Cossu and Wells [2010, 2013] and Cossu et al. [2010] who show that inner bank-oriented Coriolis forcing flattens the water slope (or forces it to increase toward the inner bank), whilst positive Coriolis forces increase the super-elevation of the water surface toward the outer bank and enhance river-reversed secondary flow.

[59] By incorporating nonzero radial fluxes into model 4 using a three-dimensional flow framework, the near-bed secondary flow of model 3 discussed in section 4.3 (Figure 6), which was inconsistent with experimental findings, is avoided. Hence, model 4 can be viewed as a generalized form of model 3, with the latter corresponding to the specific case where the material fluxes, dimensionless radial fluid flux \( Q_{rf} \) and dimensionless depth-integrated radial density flux \( Q_{rs} \), are negligible (see Table 1).

### 5.1. Nonnegligible Radial Flux and Resultant Secondary Flow Dynamics

[60] In the three-dimensional flow framework considered here (section 5), convective transport terms (8) and (9), modeling rotational variation of the flow velocity and density, are assumed to be non-negligible. Whilst the net transport of material within the flow must remain zero for a hydrodynamically stable flow, a three-dimensional flow framework allows variation in the rotational material convection to be balanced by radial material transport (section 3.2).

[61] Two-dimensional models (models 1–3) and three-dimensional models (model 4) of rotational flow are therefore distinguished by the constraints on the dimensionless material fluxes, \( Q_{rf} \) and \( Q_{rs} \), where a negative flux implies material transport toward the inner bank and a positive flux implies material transport toward the outer bank. In this section, the magnitude of the radial material fluxes is shown to be the crucial control on the vertical structure of radial flow. Specifically, in Figure 9, the vertical structure of radial flow within a submarine meander is expressed, using model 4, as a function of the magnitude and the sign of the net density and fluid fluxes. The fluid flux and the depth-integrated radial density flux, necessary to close the radial flow model 4, are only distinct whilst the flow is stratified. Therefore, in Figure 9, we restrict the solutions to \( \eta_i < 0.7 \) (see section 2.3 for rationale).

[62] For cases when the material fluxes are negligible, \( |Q_{rf}| < 1 \) and \( |Q_{rs}| < 1 \) (e.g., \( < 10^{-3} \) in Figure 9), model 4 reduces to the classical two-dimensional model 3. Variations in either the dimensionless depth of the flow velocity maximum, \( \eta_i \), or the magnitude of the Coriolis force, characterized here by the inverse Rossby number \( (Ro)^{-1} \), affect the force balance acting on the flow, thereby changing the region of the phase-space in which \( Q_{rf} \) and \( Q_{rs} \) may be assumed to be negligible (Figures 9a–9i). When \( |Q_{rf}| < 1 \) and \( |Q_{rs}| < 1 \), the predicted near-bed flow velocity does not agree with previous experimental research [Cossu and Wells, 2010], suggesting in said study material fluxes were non-negligible.

[63] However, whilst material fluxes are non-negligible, the flow may be river-reversed or river-normal. As the flow is stratified, the near bed contribution of the flow to \( Q_{rs} \) will be greater than the near-bed contribution of the flow to \( Q_{rf} \). Therefore, as summarized in Figure 9, if the depth-integrated radial density flux is larger than the fluid flux, \( Q_{rs} \gg Q_{rf} \), then the flow is river-reversed. Conversely, if \( Q_{rf} \gg Q_{rs} \), then the flow is river-normal. Further, whilst previous theoretical studies have not included non-negligible material fluxes, in section 5.2, we show that they are present in prior experimental studies and are essential to accurately modeling. Moreover, non-negligible material fluxes explain the anomalous experimental data points of secondary flow behavior in the phase space of Abad et al. [2011], see Figure 1, who constrained radial fluid flux to be zero.

### 5.2. Comparison to Experimental Studies of Secondary Flow Within Submarine Meanders

[64] There is insufficient field data to accurately quantify radial and material fluxes in real-world channelized submarine density currents. Instead, we use the experimental results of Corney et al. [2006] and the numerical results of Abad et al. [2011] to validate our model. From these experiments, we determine the magnitude of the radial fluid flux by integrating over a cubic spline fitted through the experimental results for the radial flow. The stratification model (25) proposed by Abad et al. [2011] is used to determine the dimensionless depth-integrated radial density flux. In terms of the maximum flow velocity, the material fluxes, see equations (37) and (38), are thus determined as:
\( Q_{rfC} \max_{j UrC_j = 0.2503 \text{ and } Q_{rsC} \max_{j UrC_j = 0.5078},} \)

where the subscript \( C \) is used to denote the measured flux and velocity. Both the saline and fluid fluxes in equation (40) are seen to be positive and non-negligible in comparison to the magnitude of the radial fluid velocity. The experimental results of Abad et al. [2011] (experiment 3b, Figure 23), denoted by subscript \( A \), may also be integrated to find non-negligible fluid flux and the depth-integrated radial density flux, where \( Q_{rfA} / \max |U_{rf}| = Q_{rsA} / \max |U_{rs}| = 0.0994 \) using (25). This analysis of the radial fluid flux and the depth-integrated radial density flux in itself highlights that a three-dimensional model is likely to be needed to adequately describe the secondary flow behavior within stratified submarine flows.

To model the experimental results of Corney et al. [2006], where the flow is stratified (25), it is assumed that the ratio of the saline to fluid flux of the experiments is equivalent to that of the three-dimensional radial flow model, i.e.:

\[
\frac{Q_{rcC}}{Q_{rfC}} = \frac{Q_{rc}}{Q_{rf}}.
\]

The three-dimensional model for radial fluid flow can now be fitted to the experimental results using the depth-integrated radial fluid flux, \( Q_{rf} \), as an unknown parameter. From (41), and by minimizing the sum relative error, \( E_r \), between the experimental results and numerical model throughout the flow depth,

\[
E_r = \int_0^1 \frac{|U_{rf} - U_{rfC}|}{|U_{rf}|},
\]

the depth-integrated fluid flux and the depth-integrated radial density flux are determined to be

\[
Q_{rf} = 0.0160 \quad \text{and} \quad Q_{rs} = 0.00324
\]

In Figure 10a, the three-dimensional model results are compared to the Corney et al. [2006] data. In comparison
to the two-dimensional model discussed in the previous section (Figure 7), the three-dimensional model shows a much closer qualitative and quantitative agreement to the experimental observations. For the three-dimensional model, the sum relative error $E_r = 0.2084$, whereas for the unstratified and stratified two-dimensional models $E_r = 2.2727$ and $E_r = 1.4770$, respectively.

Based on the dimensionless depth of maximum flow velocity (Figure 10b), the experimental submarine flow recorded by Abad et al. [2011] is assumed to be unstratified (25). Thus, flow solutions are obtained by minimizing the relative error (42) as a function of the normalized transverse water slope, $S$, and normalized transverse density gradient, $G$.

In Figure 10b, the radial flow model is shown to compare well to data from experiment 3b of Abad et al. [2011]. In experiment 3b, the normalized transverse water slope is $S = 1.08$, as derived from Abad et al. [2011]. In Figure 10b, the secondary flow structure is plotted for a range of $S$, where the sum relative error (42) is minimized as a function of the normalized transverse density gradient, $G$. As shown in Figure 10b, with $S$ decreasing from 1.1, the sum relative error between the theory and experimental results is seen to decrease. The discrepancy between the optimal value of $S$ in the theoretical model and the measured value of $S$ in the experiment may be explained by the difference in the definition of the flow-ambient fluid interface used in the theoretical model (29) and that used by Abad et al. [2011] (30). Indeed, it is noted that by rescaling the dimensionless depth of the flow to $\bar{\eta} = 1.1$, such that the experimental measurements of flow velocity tend to zero at the flow interface [Abad et al., 2011], the accuracy of the theoretical model is improved. Moreover, the meandering channel used in the experimental setup of Abad et al. [2011] is highly nonuniform, with no definitive path along which the radius of curvature is constant. Naturally, the discrepancy between the experimental and theoretical results may in part also be attributed to experimental error or simply due to the simplified nature of the theoretical model used herein.

6. Discussion

6.1. Flow Dynamics

In submarine density currents flow, superelevation is enhanced as the flow banks around a meander bend due to the reduced density difference between the flow and ambient fluid [Pirmez and Imran, 2003]. Approaching the apex of a meander bend flow superelevation increases, and the velocity core moves toward the outer bank or vice-versa whilst moving away from the apex [Imran et al., 1999]. Such variation in superelevation and velocity of the flow along a curve of constant radius can only be explained by net radial transport of material. As has been discussed in section 3.2, the net radial transport of material balances the variation in the rotational material transport terms of the
mass conservation equation, see (37) and (38). Furthermore, in submarine meander bends topographic and dynamic forces, including any variation from a uniform channel bathymetry of constant radius, the formation of point-bars and scours, flow overspill and Coriolis forces, may act to enhance the magnitude of radial material fluxes (see sections 1 and 3.2). Moreover, further research, detailing how radial material fluxes depend on bulk flow conditions and changes in channel topography would enable the model to make generic predictions of secondary flow in highly complex real-world systems such as individual channel bends in the Amazon, Zaire, or Mississippi submarine fans without resorting to numerically intensive flow field solutions.

For flow in a straight channel, with vanishing Coriolis forces, there is no superelevation of the flow [Cossu et al., 2010]; thus, it may be assumed that cross-sectional channel relief is approximately symmetrical. However, within a meander bend, superelevation of the flow results in asymmetric cross-sectional channel relief. Indeed, Pirmez and Imran [2003] noted that there is consistent cross-sectional asymmetry, with deepest flow toward the outer bank, throughout the entire Amazon submarine canyon-fan system. Thus, the magnitude of cross-sectional channel asymmetry at the meander apex is indicative of the magnitude of radial material fluxes, and therefore, the orientation of near bed flow, see section 5.1.

[72] Stratification of submarine flows enhances near bed density flux and diminishes near flow interface density flux (Figure 11). As a result of flow stratification, the depth-integrated radial density flux is greater than the magnitude of the fluid flux, whilst the transverse velocity maximum is near the flow bed. Indeed, this conclusion may also be drawn from prior three-dimensional numerical [see, e.g., Kassem and Imran, 2004; Giorgio Serchi et al., 2011] and experimental studies [see, e.g., equations (40) and (43) of this paper and Corney et al., 2006; Abad et al., 2011] of submarine meanders, as well as field studies of stratified estuarine meanders where advective contributions to the secondary flow momentum balance equations (17) are well recognized [see, e.g., Chant and Wilson, 1997]. From the results of section 5.1, it is therefore concluded that, whilst material fluxes are non-negligible and oriented toward the outer bank, the near-bed orientation of secondary flow in stratified submarine meanders is predominantly river-reversed, but predominantly river-normal when the material fluxes are negligible or oriented toward the inner bank (Figure 9). This suggests that, in the initial section of a

---

**Figure 11.** The radial density flux is given by the product of the (a) radial fluid flux and (b) radial density flux. (c) Stratification of the flow enhances the near bed radial density flux but diminishes it away from the bed. Here the depth-integrated radial density flux, $Q_{rd}$, is four times larger than the corresponding radial fluid flux, $Q_{rf}$.
meander bend, net outer bank material flux drives a single helical cell with river-reversed flow, this initial period of flow behavior will extend beyond the meander apex, as flow lags behind topographic forcing [Parker et al., 1983; Imran et al., 1999]. After the bend apex, waning net material fluxes may create a second helical cell, forming a helical couplet [Imran et al., 2007], with inner bank-oriented near bed secondary flow (see Figure 9). Past the bend apex, as the magnitude of the material flux directed toward the inner bank is likely increased, the upper cell of the helical couplet is destroyed, and the flow consists of single helical cell that is river-normal.

Prior research [Pirmez and Imran, 2003] has shown that flow dynamics systematically vary throughout submarine canyon-fan systems. In the proximal region of submarine canyon-fan systems, the flow is frequently supercritical, often incising deep canyons into the bedrock [e.g., Khripounoff et al., 2003], see zones I and II of Figure 12. Within these proximal regions, the supercritical flow has a downstream velocity maximum near the flow bed, implying that the near-bed secondary flow is dominated by outer bank-oriented centrifugal forces [Abad et al., 2011]. Bounded within the channel, superelevation of the flow in submarine meander bends will be large due to the reduced density difference between the flow and ambient fluid. Indeed, whilst typical transverse water slopes at the apex of subaerial meander bends, where the ratio of flow to atmospheric density is of the order 800 (kgm$^{-3}$/kgm$^{-3}$), are of the order $10^{-4}$ (m/m) in magnitude [Leopold, 1982], the transverse water slope for submarine density currents, where the ratio of flow to ambient fluid density may be as small as 1.01, are of the order $10^{-2}$ [Komar, 1969; Pirmez and Imran, 2003]. Figure 8 shows that secondary flow is more likely to be oriented toward the outer bank with increasing normalized water slope gradient (15). Thus, the larger transverse water slope of submarine flows, when compared to subaerial flows, suggests that outer bank-oriented flow should predominate. Moreover, it follows that greater radial material fluxes are needed to generate larger transverse water slopes and therefore that river-reversed secondary flow is likely at the apices of submarine meander bends where superelevation of the flow is greatest.

In the lower fan, the flow slows and deepens, see zones II and III of Figure 12. No longer constrained within deep canyons and valleys, the flow is bounded by shallow, self-formed, levees [Imran et al., 2002; Yu et al., 2006; Nakajima et al., 2009], often 2 to 5 m in elevation [Pirmez and Imran, 2003]. As the flow becomes subcritical, the flow velocity maximum moves away from the flow bed. One might expect that at the bend apex the flow becomes river-normal, as per the analysis of Abad et al. [2011] (Figure 1). However, in such shallow channels, superelevation would result in significant flow overspill from the channel [Piper and Normark, 1983; Savoye et al., 2009], resulting in non-negligible radial material transport, discussed in section 5. Material loss, predominant on the outer bank of the

Figure 12. Schematic view of submarine canyon-fan system, with key flow regions. High energy, particulate-laden density currents within submarine canyons, entrain ambient fluid, and may also entrain sediment (I). Given non-negligible radial fluxes, driven by convective effects, flow stratification implies that secondary flow structure is river-reversed. Flow slows causing deposition of sediment from suspension, (II)–(III), and the velocity maximum is raised away from the bed. Here non-negligible outer bank-oriented material fluxes, with associated river-reversed circulation, may be driven by overspill from shallow bounding levees. Moreover, in large-scale meander bends, where Coriolis force is non-negligible, the additional forcing can cause transition in the orientation of near bed flow or enhance or diminish the elevation of the flow-ambient fluid interface.
channel and resultant of flow overspill, would have the effect of enhancing the radial material fluxes, forcing river-reversed secondary flow. Indeed, the very presence of such bounding levees indicates that there is significant overspill and material loss from such channel systems [Peakall et al., 2000]. Flow dynamics in the distal reaches of submarine canyon-fan systems, zone IV of Figure 12, are less well understood. Here the flow slows and may be significantly deeper than the mean channel relief [Pirimaz and Imran, 2003; Savoye et al., 2009], allowing the majority of the flow to effectively bypass topographic, and resultant flow dynamic, forcing.

Throughout the submarine canyon-fan system (Figure 12), the Coriolis force is a secondary control on the near-bed orientation of radial fluid flow [see sections 4 and 5 and Komar, 1969; Cossu and Wells, 2010, 2013; Cossu et al., 2010]. If the material fluxes are negligible, positive (outer bank-oriented) and negative (inner bank-oriented) Coriolis forcing (Figure 2) may cause transitions to river-normal or river-reversed near bed flow, respectively (Figure 9). Moreover, Coriolis forces will enhance inner or outer bank super elevation of the flow-ambient fluid interface (Figure 8), promoting channel flow overspill, enhancing the magnitude of the radial material flux, thereby driving river-normal or river-reversed secondary flow.

6.2. Impacts for Sedimentation

The three-dimensional flow field, discussed above, plays a key role in controlling the nature and location of sediment deposition within sinuous channels. At a first-order level, the nature of sedimentation in submarine channels is a function of whether flows are dominantly bypassing with traction-dominated deposition at their base or whether there is large-scale deposition from suspension as flows collapse [Kane et al., 2008; Amos et al., 2010]. In the latter case, the orientation of the secondary basal flow will have a limited effect since the sediment undergoes little if any tractive movement. Instead sedimentation is concentrated on the outside of submarine bends where flow interacts with the outer bank, producing outer bank bars [Nakajima et al., 2009; Huang et al., 2012; Ezz et al., 2013; Janocko et al., 2013].

For traction-dominated deposition, the three-dimensional flow field is important. Consideration of a two-dimensional flow field at bend apices would suggest that river-like secondary flow with inward-directed basal flow produces inner-bend deposition equivalent to the point-bars of rivers, with a deep pool at the outer bank [Abad et al., 2011]. In contrast, reversed secondary flow with outward-directed basal flow could be expected to produce a pool toward the inner bank and shallower outer bank sedimentation, termed “antipoint-bar morphology” by Abad et al. [2011]. However, if we consider the full three-dimensional nature of the flow field, then particles are not solely restricted to move transverse to the bend (as in the two-dimensional case above); in fact, particles will move dominantly downstream with only a relatively small cross-stream component [Nelson and Smith, 1989; Bridge, 1992]. Furthermore, deposition occurs primarily where there is a convergence of sediment flux [Nelson and Smith, 1989]. For river-like secondary flow, this will result in a point-bar similar to a river centered around the bend apex [Janocko et al., 2013], where flow is inwardly directed producing a sediment flux convergence. However, for reversed secondary flow, the point at which flow becomes inwardly directed, and at which sediment flux converges, is moved further downstream past the bend apex [Keevil et al., 2006; Peakall et al., 2007; Amos et al., 2010]. This in turn results in point-bars that are positioned further around, or downstream of, the bend apex, as has been shown both experimentally [Peakall et al., 2007; Amos et al., 2010] and theoretically [Darby and Peakall, 2012] for submarine channels. At the bend apex itself, gradients tend to be relatively low [Peakall et al., 2007; Darby and Peakall, 2012] but do not result in the “antipoint-bar” morphology postulated by Abad et al. [2011] when considering the two-dimensional case. In fact, the overall transverse gradients of the point bar for reversed secondary flow are an order or a magnitude lower than their fluvial counterparts Darby and Peakall [2012].

We note that the three-dimensional fluid flow in submarine bends can be further complicated by a wide range of other processes, these in turn influencing sedimentation patterns. Notable factors include: (i) the interaction of overbank flow with in-channel flow, particularly where overbank flow re-enters the channel [Amos et al., 2010; Janocko et al., 2013]; (ii) the presence of flow separation at sharp bends leading to sedimentation in these zones [Straub et al., 2008, 2011]; and (iii) run-up and collapse of material at steep-sided banks in submarine channel simulations [Straub et al., 2008, 2011; Janocko et al., 2013]. Combinations of these can lead to deposition occurring at a wide range of positions around a bend [see Janocko et al., 2013]. In the absence of such additional factors, the present study suggests that, for much of their longitudinal extent, sinuous submarine channels will show point-bar deposits that are preferentially located downstream of bend apices and are relatively thin in comparison to their fluvial counterparts.

7. Conclusions

Analytical solutions have been constructed to investigate the rotational behavior of secondary flow within submarine channels. For the first time, this research has unified and systematically explored the fundamental physical processes controlling secondary flow structure within submarine meander systems, elucidating: (i) the reasons for the formation of multiple helical cells, (ii) the importance of Coriolis forcing, and; (iii) the significance of both radial and vertical density stratification effects.

The radial flow models presented herein have been discussed in terms of the balance of centrifugal, Coriolis, and radial pressure gradient forces driving radial variations in turbulent shear stress, the latter being described in terms of the transverse velocity. Here we demonstrate that the radial flow structure in submarine meander bends is strongly dependent on flow baroclinicity and the resultant magnitudes of radial material fluxes. This range of key parameters means that previous phase-space diagrams, see Figure 1, are not sufficient to capture the fundamental physical processes driving secondary flow within submarine channel bends. Moreover, the key role of the radial material fluxes as highlighted in our work also corrects the discrepancy...
between previous theoretical predictions and experimental observations of secondary flow circulation in submarine meanders. Furthermore, this research has shown that, when radial material fluxes are negligible, the addition of Coriolis forces can cause a transition between river-reversed and river-normal secondary flow or vice versa. Coriolis driven transitions in secondary flow dynamics are consistent with the hypothesis that near-bed submarine flow orientation, and thus submarine meander system sinuosity, is in part controlled by latitude [Peakall et al., 2012; Cossu et al., 2013]. Moreover, it has been demonstrated that, when radial material fluxes are non-negligible, Coriolis forces act to enhance (positive Coriolis) or diminish (negative Coriolis) the elevation of the flow-ambient fluid interface, as is consistent with prior experimental studies.

Analysis of both two- and three-dimensional flow closures for the boundary conditions on the radial component of secondary flow demonstrates that submarine channels have to be treated as a three-dimensional problem, since they exhibit large radial material fluxes. These fluxes are driven by the large-scale (orders of magnitude higher than river channels) superelevation exhibited in submarine channel bends. The propensity of such flows to overspill, particularly at channel bends (as demonstrated by the frequent presence of levees), also results in substantial net fluxes, directed toward the outer banks, in the regions up to and beyond bend apices. Previous research has highlighted roughness and the position of the downstream velocity maximum as controls of the near-bed orientation of secondary flow. However, here we demonstrate that it is the magnitude of radial material fluxes, arising from superelevation and overspill, that is the key control on the secondary flow regime.

Prior studies of secondary circulation in submarine channels, which neglect three-dimensional flow and baroclinic effects, have underestimated the propensity for river-reversed flow in submarine canyon-fan systems. Previous work has suggested that secondary flow reversal is likely to be common mostly within the proximal regions of submarine canyons and is unlikely in the more distal regions of submarine fans. However, we have shown that river-reversed flows are likely to be induced where flow overspill generates strong, outer bank-oriented, radial fluxes as is likely the case even in the distal parts of submarine canyon-fan systems. Given that the direction of the near bed radial flow is known to have a strong influence on sediment transport processes within meander bends, our conclusion—that the propensity of river-reversed submarine meander flow has likely been significantly underestimated—has significant implications in the context of seeking to understand facies patterns and bend topography within submarine channel systems.

Notation

- \( \alpha \): latitude.
- \( \beta \): salinity conversion coefficient.
- \( \delta \): flow aspect ratio.
- \( \eta_h \): roughness height.
- \( \eta_l \): depth of flow velocity maximum.
- \( \eta_2 \): depth of unstratified flow.
- \( \theta \): rotational angle.
- \( \nu_r \): Eddy viscosity.
- \( \rho_s, \rho_a \): fluid, ambient fluid density.
- \( \varphi \): normalized density shape function.
- \( \omega \): excess density.
- \( \bar{\omega} \): average excess density.
- \( \chi \): slip parameter.
- \( E_r \): sum relative error.
- \( Fr_d \): densimetric Froude number.
- \( f_1, f_2 \): pressure structure functions.
- \( f_r \): density shape function.
- \( g \): specific gravity.
- \( \mathcal{G} \): normalized density gradient.
- \( h \): flow depth.
- \( L \): radius of curvature.
- \( P \): gauge pressure.
- \( q_{rf}, Q_{rf} \): radial fluid flux.
- \( q_{rs}, Q_{rs} \): radial density flux.
- \( r \): radial distance across channel.
- \( s_a, s_h \): ambient fluid, flow salinity.
- \( Re \): Reynolds number.
- \( Ro \): Rossby number.
- \( \mathcal{S} \): normalized water slope.
- \( T_p \): downstream velocity shape function.
- \( \bar{u}_p, U_p \): average downstream flow velocity.
- \( u_s, U_s \): transverse flow velocity.
- \( \bar{u}_0, U_0 \): downstream flow velocity.
- \( z, \eta \): depth from flow bed.
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