Coherent development depends on following widely used standards that respect our vast legacy of existing entries in the geoscience record. Middleware ensures that we see a coherent view from our desktops of diverse sources of information. Developments specific to managing the written word, map content, and structured data come together in shared metadata linking topics and information types.

Key Words - Middleware, digital object identifier, interoperability, ontology, metadata.

1. Staying in the mainstream

Having suggested some long-term user requirements (part K, section 3), we need to find a way forward which does not put earlier work at risk and leaves room to change course as future trends emerge, securing each step before taking the next. We look at some work in progress that takes a long-term view, although rapid development means that it is too early to predict which ideas will eventually prevail. Indeed, by the time you read this, some may have been superseded. Nevertheless, we can learn from them, and with citation indexes or other tools to trace forward references, they can still be a useful point to start looking for the best current solution.

To be cost-effective, the systems must follow widely used standards. The casual user simply cannot afford to learn techniques which are not of general application. An information system must be updated periodically, migrating along paths supported only by established IT suppliers. For both reasons, it is better not to stray from the mainstream of information technology development.

In the mainstream, we can detect the influence of three major tributaries, each from a separate source. They spring from the text-based information of publishers and librarians; the images and spatial models of geographers and cartographers; and the structured data of knowledge and databases. Different technical approaches characterize each tributary (L 3 - L 5).
2. User interface and middleware

As chronicled in *Byte* (see for instance, Orfali et al., 1995), it seems to be widely accepted that communication will continue developing within a client/server framework, as this makes it possible for each user to access a wide range of information sources maintained by many providers. This applies within an organization where information is shared by cooperating groups through an intranet, as well as between organizations.

The graphical user interface is evolving into a network user interface (Halfhill, 1997). This has the potential to mediate among diverse repositories, access distributed objects and assemble information from many sources. It can incorporate earlier developments, such as SQL databases and groupware as well as document management and geographic information systems. A layer of software, sometimes referred to as middleware, can be introduced to shield the user from the complexities of the underlying software. It enables a consistent user interface to control a range of diverse systems. Where a complex interface is needed because of the complexity of the operations, the middleware may be bypassed to tackle the problem on its own terms.

The widely adopted point-and-click user interface to the network seems appropriate for access to much geoscience information. A browser can link to narrative text, spatial data and interpretations, structured databases, computer models, references to material and links to experts. However, browser software based on HTML is inadequate for many purposes. For example, in order to integrate narrative, spatial and structured data, we might make use of separate interworking windows for the different information types. In this way, the user could view, say, a report, map and database side by side, or iconize a window when it is not required. The information in the different windows should share definitions of objects, so that when, say, an outcrop is described in the text, its location can be highlighted on the map. Descriptions of fossils found there could be illustrated by annotated photographs. The windows’ contents should be synchronized, perhaps through a joint table of contents, so that when a new topic is introduced in the text, the map changes to match, and vice versa. This opens the prospect of handling compound documents with fully integrated information types (J 1.8, L 6). Web pages currently rely on HTML for most linkages. Because of the need to integrate information types and maintain two-way links, it is too limited for a full geoscience network. The more versatile XML - like HTML, a subset of SGML (E 6) - is an obvious future candidate for Web publication. It can provide a consistent user interface, mediating among the various retrieval systems.

3. Text-based information

Computer-mediated communication can cost much less than conventional publication (B 1). The calculations take no account of the costs of computer networks, application systems, and training, any more than teaching users to read is included in publication costs. Potentially, however, there are also important scientific advantages. We saw earlier (B 1) how publishers were attempting to extend the idea of a scientific journal, by providing hypermedia features. Other electronic journals such as *D-Lib* (D-Lib, 1995) offer more or less conventional content, but are published on the World Wide Web. Some, such as *Byte.com* (1994), provide extracts from printed journals, and

most major publishers offer at least tables of contents on the Web (H 2). Some, such as PROLA (described next), attempt to provide a preprint, library and archive service. For obvious reasons, IT journals are in the forefront, but all scientific literature is in the line of IT fire (Butler, 1999).

Parts of the physics community, notably in high-energy physics, have made rapid progress in moving to electronic publication. Thomas (1998a, b) reviews the progress of the Physical Review On-line Archives Project (PROLA), and similar activities can be monitored at various Web sites.

There are three elements to the PROLA vision. The first is the preprint server, which provides rapid publication of results with open access and the opportunity for readers to record comments. This has now been in successful operation for some years. The second element is the peer-reviewed, edited journal. This is seen as essential for offering validated, certified statements of accepted progress. The authors need this as a measure of the value of their contributions, which may determine their career prospects. Readers need it to reassure them that the material is of value and widely accepted. The edited journal can be published electronically, probably with a companion paper copy for continuity and to meet the needs of libraries.

The third element is the electronic archive of past published papers, with facilities for browsing, searching and database retrieval. The electronic archive requires constant support and updating, partly to maintain links and references to and from older articles, but mostly to keep up with technical advance. Frequency of access to each document can be recorded as a useful guide to readers, and could be extended to take their evaluations into account. Logically, publication would consist of adding each new article to the archive, rather than placing it in a separate electronic journal. But back in 1999 that stage had not been reached.

So-called legacy information, collected in the past according to earlier standards, can be converted to an electronic form. Conventional printed publications can be scanned page by page, and stored, transmitted and displayed or printed as an image of the original. For many purposes, this will be adequate. Full text can be searched, edited and formatted, if need be, by optical character recognition (OCR) from the image, keyboarding from the original, or reusing the initial word processing if it is available (C 5). If required, the original layout can, at a cost, be preserved. Also at the cost of additional human effort, the original text can be marked up (D 6) for more detailed reference. Well-known projects include Project_Gutenberg (1999), which stores digital text of old documents and JSTOR (1995), which digitizes journals from the humanities. Their methods, contents and costs are described on the Web. Copyright is a significant constraint on these developments.

Existing publications must be preserved in their existing form, but in many cases could also be reworked and included in a more comprehensive information system. For example, by archiving current reports in SGML, it becomes easier to categorize small parts of a report separately, and thus to link them precisely to related documents and metadata. Present-day definitions and models for geoscience can only be created by specialists, and are likely to remain distinct from those of other disciplines. However, specialists from other subjects must be able to access and understand geoscience metadata and vice versa. Procedures for recording definitions and models

should therefore conform to global standards. We noted however (K 1.1) that, for
good reasons, meaning depends on context. The full subtleties of meaning of old
records may never be translatable into modern usage, but must continue to rely on
human interpretation.

Having obtained electronic documents, the next step is to consider how they can be
organized within a repository. The technical design of a digital library is reviewed by
Arms (1995), and set out in more detail by Kahn and Wilensky (1995) and Arms et al.
(1997). Just as a conventional research library stores more than just books, so the
digital library will store many types of digital material, including text, pictures,
musical works, computer programs, databases, models and designs, video programs
and compound works containing many types of information. Unlike a conventional
library, the digital library can supply information which is not identical to that held in
store. For example, a subset of data may be retrieved from a database, or a stored
figure field may be supplied as a contour map or a perspective view. Because the
library functions differently, some new terms are needed.

In the Kahn-Wilensky architecture, items in the digital library are called digital
objects. They are stored in one or more repositories and identified by handles.
Information stored in a digital object is called content, which is divided into data and
information about the data, known as properties or metadata. The repositories must
have unique names, and the digital object handles must also be unique. Their names
must therefore be authorized by designated naming authorities. Depositing and
accessing objects is accomplished using a defined repository access protocol. A
transaction record, associated with the digital object, can record transactions, such
as the time and date of deposit and of each request for retrieval, the identity of the
requesting party, and any applicable terms and conditions, including amount and
method of payment. A mutable digital object, unlike an immutable one, may be
changed in certain ways after deposition, and may be designed to change with time.

The unique identifier or handle is itself a complex topic because, unlike the Uniform
Resource Locator (URL) for accessing Web documents (E 4), it must persist for a
very long period, probably much longer than the computer system or the organization
that created it. It must be independent of the location at which the information is
stored, compatible with earlier identification systems such as ISBN (H 2), and capable
of evolving to meet long-term future needs. It should be able to identify fragments,
composites, copies and versions of the information. These issues are discussed by
has collaborated with the work described earlier to specify a Digital Object
Identifier (International DOI Foundation, 1999) in an important initiative to track
copyright ownership of electronic publications.

Web search engines help the user to locate relevant documents (Lynch, 1997), but
tend to reflect words rather than their significance. The sad tale is told of a search for
a project leader named Dr Cook (SHOE, 1999). A search for a combination of “Cook”
and the project name yielded nothing. Searching for “Cook” alone provided over 200
000 documents covering everything from haute cuisine to a New Zealand Strait.
Unlike libraries, the Web was not designed to support the organized publication and
retrieval of information. A more structured search is possible using metadata to help
users to locate relevant information, and to assess its reliability and suitability for their

purposes. An annotated list of current Web documents on metadata is available (IFLA, 1995).

The Dublin Core (DCMI, 1998) is a leading candidate for recording metadata that helps users to find items on the Internet - the equivalent of the rules for a library's card index catalog. It is a cut-down equivalent of cataloging schemes currently used by librarians (Miller, 1996). It includes such information as subject, title, author, publisher, date, spatial and temporal coverage, and is intended to be simple enough for the author to supply the required metadata. Links can be included to documents which define the terms used. Rust (1998) mentions some limitations. It is one of several metadata packages, for example, for terms and conditions, archival management, administrative metadata, which will evolve to support the digital library as modules within the Resource Description Framework (Miller, 1998).

The G7 nations and the European Commission have organized a joint project to provide an information locator service with an emphasis on global environmental information (GILS, 1997). They extended the Government Information Locator Service, which is used in the US Federal Clearinghouses and State agencies, and renamed it the Global ILS (Christian, 1996). GILS, which is built on the Z39.50 standards mentioned in H 2, is designed to make it easier to find objects, in electronic or any other form, including documents, people and specimens.

The examples in this section suggest how geoscience can follow mainstream developments that stem from conventional document handling. Publishers and librarians are extending the concept of a document to include electronic content, thus altering ideas about what constitutes publication. During the transitional period, geoscientists may have to learn again how to find information and present their results, not once but many times.

4. Spatial information

Geoscience information is generally linked to geographic location, and catalogers regard this as an important aspect of the metadata and an aid to retrieval. The librarians’ approach has been to catalog geographical areas by name or by enclosing rectangles specified by maximum and minimum coordinates. Some services, such as the Spatial Information Enquiry Service (SINES) run by the British Ordnance Survey, followed the same route. Although it adds value by bringing together many sources, the copies of metadata supplied by the information holders soon get out of date.

Geographic Information Systems (GIS) can handle the precise boundaries of spatial objects. Their three-dimensional form can be interpolated and stored (Gocad, 2000) and made available through standard interfaces such as VRML (Moore et al., 1999; Web3D Consortium, 1999; E 6). The main GIS vendors offer products that make it possible to visualize these objects as maps available to a Web browser. Information is available on their Web sites (Culpepper, 1998). It is therefore possible to give general overviews of the geographical distributions of datasets on the World Wide Web, and for the user to select points or objects for retrieval of additional information. It can also be possible to provide more detailed information from a local GIS using the same user interface. Given adequate bandwidth and an appropriate system design that ensures that the user is not overwhelmed with needless detail, electronic delivery of
maps (EDINA, 1999) and satellite imagery (Microsoft, 1999) is set to proliferate. The Web sites of the geography departments of well-known universities give references to other examples. The illustrations (Fig. 1) from the British Geological Survey geoscience index show how the user can zoom in on an area of interest, select an item and obtain additional data about it.

Fig. 1. Finding data with a spatial geoscience index. The area of interest is selected from an index map or a gazetteer. Specific topics, here borehole locations, are selected for display on the detailed map. Information referring to an individual item, such as scanned images of a borehole log, can then be displayed in their spatial context. Extracts from the BGS Geoscience Data Index. British Geological Survey © NERC. All rights reserved. Base maps reproduced by kind permission of the Ordnance Survey © Crown Copyright NC/99/225.

Users, however, may wish to assemble spatial information from many sources, not just from one proprietary system, and to manipulate that information with GIS facilities on their own client computers. As with library documents, problems arise in finding and assessing data because of inadequate metadata, and problems of obtaining and integrating datasets because of inadequate middleware and failure to conform to standards. Current standards are reviewed by Albrecht (1999) and Huber and Schneider (1999). Standards for representing geologic map information are being extended through a collaborative effort led and documented by the United States Geological Survey (1998).

The United States government is funding a National Spatial Data Infrastructure (Federal Geographic Data Committee, 1998) as part of their National Information Infrastructure. The creation of the National Geospatial Data Clearinghouse (1999) is part of this activity. Its aim is “to make data easier to find by supporting the evolution of common means to describe and share geospatial data sets.” The data sets and metadata are held and maintained by those responsible for them, but accessible through the common standards. Other national counterparts, such as the UK National Geospatial Data Framework, propose a similar approach (NGDF, 1999).

The Open GIS Consortium (1996) is a consortium of the major GIS vendors and users which is working on the development of middleware, to isolate users from the details of lower layers of software. They aim to provide an Internet interface which is “not limited to the hyperlink and scrolling page mode of operation typical of Netscape, but supports the rich windowing graphics familiar to GIS users”. They have prepared a detailed guide which includes a full account of the underlying concepts (Buehler and McKee, 1998). It sets out a framework for interoperability, defined as “a user's or a device's ability to access a variety of heterogeneous resources [data and programs] by means of a single, unchanging operational interface.” The aim is that geospatial objects and the computer processes to manipulate them, obtained from many sources, should all work together, supplying results to any of a wide range of desktop clients. They have developed the Open Geodata Interoperability Specification (OGIS) - “a specification for object-oriented definitions of geodata that will enable development of true distributed geoprocessing across large networks as well as development of geodata interoperability solutions” (Schell et al., 1995).

US Military proposals point to a significant divergence from the librarians’ approach (Larsen, 1998; GeoWorlds, 1998). One proposal is, for reasons of cost and efficiency, to replace their current huge volume of documents (maps, images and terrain models) with a “framework” spatial database with global coverage including the ocean floor. They intend that users should express their requirements in terms of area and topic, rather than named publications and other products. The response will provide data for the required area at the resolution and for the topics required. These could include imagery, terrain models and “features” traced from the original imagery, such as roads, rivers, and population centers. Although where possible the basic data is highly detailed (up to one-meter resolution from orthorectified photography), it would usually be supplied in a compressed form of appropriate resolution, generated from the scale-free basic data. The database could thus no longer be regarded as a library of discrete documents. An example of such an approach, coping with heavy usage of a large database, can be seen in TerraServer (Microsoft, 1998).

The flexibility of handling spatial data within a GIS means that it must bulk large in the future of geoscience. Internet links to Web browsers already provide worldwide access to GIS systems, which are becoming more robust and easier to use. There is some conflict between the discrete documents described in section 3 and the potential to explore spatial data across project boundaries. There are corresponding problems in regarding a contribution to a GIS as a publication. In principle, however, a segment of a GIS could remain in that environment while also being published as an integral part of a larger text-based document.

5. Structured data

Within a project, data (including quantitative and indexing information) are often collected as tables. This encourages consistency, with the same variables being measured or recorded in the same way at many points. Detailed metadata, with definitions and operational procedures, can help to ensure that the data are collected consistently (H 3). Each project, however, has its own business setting and background. Therefore, there may be subtle as well as major differences between projects, which make it difficult to compare their results. The metadata can help to translate between alternative terms and thus aid integration of data sets, although they do not provide the deeper understanding that can be gleaned from written accounts. Global projects, for instance, in seismology, geomagnetism and oceanography, rely on detailed standards so that many investigators worldwide can contribute to a shared database.

Workers in machine intelligence have carried this process further, with the aim of creating large knowledge bases, which not only contain information, but also the means of making logical deductions from it. As part of this an “ontology” is prepared, defined as “a specification of a conceptualization” (Gruber, 1997). A conceptualization is “an abstract, simplified view of the world that we wish to represent for some purpose.” The ontology defines the objects, concepts and other entities, and the relationships between them. It is analogous to the data dictionaries and data models (H 3) that define the terms in a database and their relationships. In geology, for example, one might expect to find a definition of, say, Millstone Grit, in terms that the Stratigraphic Lexicon might use, some means of defining its hierarchical and positional relationships within the stratigraphic column, and an indication of the scope, validity and provenance of the term (Fig. 2).

Ontologies are an experimental means of labeling Web documents, using Simple HTML Ontology Extensions (SHOE, 1999), in order to make searches by web robots and intelligent agents more effective. Ontologies also appear in ambitious schemes, such as Ontolingua, for knowledge sharing and reuse (Stanford KSL Network Services, 1996). A large working implementation of such an approach, involving a metathesaurus giving information about specific concepts and a semantic network defining relationships, is described at the US National Library of Medicine web site (National Library of Medicine, 1998).

A less rigorous scheme for assembling definitions of concepts is the virtual hyperglossary advocated by Murray-Rust and West (1998). Glossaries can be submitted and revised on any subject from any source, subject to editorial scrutiny. It is accepted that vocabularies overlap, and words do not necessarily carry the same meaning, in different subjects. The words are arranged in alphabetical lists: click on the word for its definition, relationships and other relevant information and references. Its bias is towards organic chemistry, and there are many molecular diagrams of nodes and links: point to the node to see the name of the component, click to see its definition. There is clearly an analogy with entity-relationship diagrams.
Fig. 2. Metadata for a stratigraphic name. British Geological Survey ©NERC. All rights reserved. More on the BGS Stratigraphic Lexicon at http://www.bgs.ac.uk/scripts/lexicon

The most coherent and extensive data model to include aspects of geology and geophysics is the Epicentre Model (see Fig. 5) of the Petrotechnical Open Software Corporation (POSC, 1993), much of which is now available on the Web (POSC, 1999). POSC is a consortium where major oil companies are represented, together with some IT companies, surveys and other organizations. An objective is to save many tens of millions of dollars every year by sharing information repositories, and accessing data more efficiently. This requires standards for interoperability in oil exploration and production data. The Epicentre Model has a number of sub-models for such topics as: spatial models, geographical referencing, cartography; stratigraphy (litho-, chrono-, bio- and seismo-); materials and substances, rocks, minerals and fluids; stratigraphical and seismic interpretations; geophysics (seismic, gravity, magnetic, electrical); wells, downhole logs, samples and cores; remote sensing; organizations, documents, personnel and activities; equipment, procedures and inventories; reservoir characteristics; computer facilities, software, users and data administration. Data dictionaries and entity-relationship diagrams are used in all of them to provide a definition of the common currency in which geologists express their ideas. The information is also supplied on CD-ROM for those with uncomfortably slow Internet links. The model is compatible with more general international standards, and can thus support searching and integration of data within and beyond geoscience.

As with data in a GIS, quantitative measurements may be held within a rigorously structured database. The database may contain contributions from many sources that meet the standards defined in the metadata. They may be referenced from a text document, thus being fully reviewed and seen as part of a publication. Computer programs can follow similar procedures. For example, the International Association for Mathematical Geology makes the programs and data described in their publications freely available for downloading to the user’s computer (IAMG, 1995). We catch a first glimpse here of geoscience documents, published complete with links to their electronic appendages, placed in their business, spatial, and quantitative context through shared standards described in metadata.

6. Integration

Future information technology should have no boundaries, and therefore few features specific to geoscience, whose needs should be identified and met within the mainstream. Levels of human memory, such as semantic, episodic and short-term, have their counterparts in the information system.

6.1 Sharing metadata

At a semantic level, we have seen (L 3 - L5) how metadata developed. From the library background came the concepts of the digital library architecture and of a classification of knowledge, for cataloging documents and searching by concept or keyword. From geographic information systems came the spatial model for describing the location of objects in space, their spatial pattern and relationships, and the active map for spatial search. From database management came data dictionaries, data models, structures to reduce redundancy, and query languages for retrieval by categories and quantitative values. From knowledge base work came the ontology to “specify a conceptualization”. As each group generalizes their work into a wider IT
context, the cataloging systems, data models, spatial models and ontologies begin to overlap and amalgamate. Examples, notably from POSC (1999), show how a shared framework can operate and how users can benefit from large-scale, collaborative projects.

**Metadata** are concerned with standards; classification and nomenclature; patterns of investigation; and data models and definitions of object classes. Object classes (H 5) form a hierarchy, classes at lower levels inheriting properties from those at a higher level. A Millstone Grit object, for instance, would inherit appropriate properties that applied to the Carboniferous as a whole (see Fig. 2). Hierarchies of terms are familiar in geological classifications, for example, in paleontology, petrography, lithostratigraphy, chronostratigraphy, and in spatial subdivisions. Each of these can be regarded as a topic, and a data model (H 3) can depict the relationships of classes within that topic (see Fig. 5). At a higher hierarchical level, another data model might show relationships between topics. Internationally accepted definitions of objects and processes, their relationships, and the hierarchy of object classes, are all vital to a widely shared understanding of the geoscience record.

The definitions and characteristics of geoscience object classes are (or should be) the same regardless of information type or mode of representation. A formation, a fossil, or a logging tool, should be the same whether it is illustrated in a diagram, drawn on a map, listed in a register or described in a report. Metadata should be kept distinct from documents recording scientific findings. This allows more appropriate management and more flexible communication and reuse.

### 6.2 Linking topics

A striking feature of the POSC Epicentre Data Model is its separation into self-contained topics. Each data model represents one topic within the information base, and should therefore provide users with access routes to information which reflects their specific interests. For example, a spatial model might be appropriate where information was required about a particular point or area. A data model for paleontology would be appropriate where a particular species is of interest. The two models should be usable together where fossils of that species in a particular area are required. The business model (where business is used in the broad sense to identify the objectives and procedures for a study) might also narrow the search by guiding users to studies with similar objectives to their own.

Within a project, links between topics tend to involve interpretation, often by comparing visualizations of spatial models, each arising from a different topic, and relying on human perception, intuition and background knowledge. For example, data from a seismic survey might be assembled and processed to provide a contour map of a seismic horizon. Downhole logs might provide a similar map of a nearby formation top, and the two maps might be compared by eye. Individual seismic values, however, are not compared with individual well picks (G 2).

The spatial patterns and relationships of the two topics are of interest, although deciphering each pattern is a task performed largely within the topic area. Nevertheless, the life of the geoscientist is made much easier by an interface which is similar in all topic areas and enables results from different topics to be assembled and

compared as compatible spatial models (G 2). Spatial models which describe
distinctive spatial models (G 2). Spatial models which describe
groundhog forms in terms of points, lines, areas and volumes can be positioned
relative to the Earth. The geometric objects can then be linked to geological or other
features, so that, for example, a line represents a borehole, and surfaces represent the
formation tops that it intersects.

An object describing a formation could be linked (with reference to a stratigraphic
model) to formations above and below, and to broader, narrower and related
stratigraphic units. It could be linked (with reference to a spatial model) to adjacent,
smaller and larger areas. This would make it possible to move from summary to detail
or vice versa, on the basis of level of spatial resolution, stratigraphic discrimination or
both. At the cost of a more structured and therefore less flexible framework,
repetition, redundancy and conflict within the information can be reduced.

The tools for doing this are preliminary analysis to match the information to a
coherent structure, and markup languages to implement that structure. The Extensible
Markup Language (XML) makes it possible to categorize information, such as
sections of a report, by tying them to metadata, thus superimposing ontological
classifications on the sections of text (Bosak, 1997). XML also provides a means of
building objects into more than one hierarchy, thus making the traditional concept of a
self-contained document unnecessary. Instead, reports explaining maps, for example,
could avoid internal boundaries, like the seamless map (L 4), with documents created
as required for specific areas, topics and resolutions. The Meta Content Framework
(MCF), which uses XML, explores such a framework, aiming to structure Web
hypermedia to make it “more like a library and less like a messy heap of books on the
floor”.

6.3 Linking information types

Obvious in the user interface, but extending to processes and repositories, is another
distinction - by information types. Text documents dominate the literature. Maps and
stratigraphic tables in large format are published separately and independently. Data
that support the written or mapped interpretation may be archived, frequently as a
computer file, and made available on request, rather than appearing in full in the
scientific literature.

Fig. 1 of part I is redrawn as Fig. 3 to show these components of the information
system. The user interface is divided by information type into three windows. It
represents one of a large number of documents collected for different purposes, each
held separately in the repository. We can visualize them lying behind the
representative. In the higher levels of the repository area in the diagram are the
metadata and the more generalized information arising from abstraction and
explanation of the datasets. Beneath the repository are shown the tools for processing
the information, possibly learned techniques or computer programs.

The components of the system are seldom totally distinct. Data cannot be entirely
separated from explanation, and abstraction is an essential part of observation (B 4.2).
Overlap is even more obvious in other cases, such as between information types.
Maps may be published separately, but are likely to include text comments and
possibly tables of data. Conversely, maps are included as diagrams in books and

reports. Processes and data are frequently inextricably joined. The picture of the information system is therefore misleading if taken too literally. It is an idealization that has significant features in common with reality. It is a metaphor or model (J 2.2) which may yield useful insights. The diagram is obviously not part of a rigorous analysis, but can be regarded simply as an aid to remembering the chosen components and their relationships.

Fig. 3. Some components of the information system. Documents containing various information types are stored in the repository, together with generalized summaries, and metadata which describe the document and define shared vocabulary and standards. Processes to analyze and manipulate the information are shown separately, as are the scientists’ activities (see Fig. 1 in part M) which generate and evaluate the documents by investigation of the real world.

It should be possible to search across information types. For example, it should be feasible: to define an area on an electronic map; find the formations within it; retrieve text descriptions of the formations; locate boreholes intersecting them; retrieve their logs from an image repository, and formation thicknesses and contouring software from a database (Fig. 4).

At the semantic level, metadata can define object classes and describe their relationships. At the episodic level (I 4), occurrences (instances) of objects are linked together, along with processes, for a different purpose - to tell a story (J 1.2). They are linked within a document, where ‘document’ is defined broadly to include any combination of multimedia in which a collection of objects and processes are tied together for some purpose, probably referring to a single project (D 6). A sequence of events linking the objects may be recorded in narrative text. The quantitative values of their properties or composition may be tabulated as datasets, analyzed statistically (F), visualized graphically (Cleveland, 1993) and thus made available to accurate short-
term memory. Their location, form and spatial relationships in geological space-time may be shown as three-dimensional images and maps, regarded as just another form of visualization (MacEachren, 1998; Kraak, 1999; Sheppard, 1999). Other forms of multimedia, such as video, may identify and illustrate other characteristics. The compound document may include any or all of these, possibly following different modes of thought (J 1.7), in synchronized windows that can be viewed side by side.

Fig. 4. Retrieving data with GIS and DBMS. Some GIS systems, such as ArcView used here with the BGS Geoscience Data Index, make it possible to combine topic selection, spatial selection and SQL queries, displaying the results on the map. British Geological Survey ©NERC. All rights reserved. Base maps reproduced by kind permission of the Ordnance Survey © Crown Copyright NC/99/225.
Several software systems may be needed to manage and manipulate the components of a compound document. For example, a document describing a geophysical survey might include text held in a document management system, spatial models held in a GIS, and data held in a relational database. Examples of software tools that might be required include: project management software, entitlements register software, a document management system, RDBMS and ODBMS, GIS, application programs (maybe Java-mediated), hypermedia systems. The information types could be managed separately but linked as a single, higher-level object. This could be seen as a tradable object, available to others as a self-contained item, containing appropriate application programs and information about charges and availability.

Fig. 5. Diagram from the POSC Epicentre model. Various entities, or object classes, are grouped into topic diagrams. This is part of one diagram (EMG1: Geologic Features) illustrating the Epicentre 2.2 Data Model. When you move the mouse over entity boxes or relationships, adjacent frames offer definitions, examples, and cross-references to other occurrences in the overall model and to other entities within the topic. You can move freely between the diagram and text accounts of the entities and their components, or to more general or more detailed documentation. Reproduced by permission of the Petrotechnical Open Software Corporation. More at http://www.posc.org

The future scenario that emerges is of the geoscientist working within a well-defined standardized framework of concepts, terms and definitions. Documents, perhaps written in a specialized dialect of a markup language (J 1.8), weave together records

of observations and interpretations in the context of one or more data models. Narrative text, spatial data and interpretations, structured data, computer models, references to material and links to experts are handled together and the results communicated to any desktop. Hypermedia provide the flexibility for integrating different information types and different modes of thought. The ability to follow threads of reasoning through all information types in the document should be matched by the ability to clarify their significance by instant access to appropriate metadata. Citations from the metadata should provide the opportunity to follow up other references to similar objects, or to explore relationships within the metadata to identify related object classes (see Fig. 5). The rapid delivery of information through IT allows the use of accurate short-term human memory to control computer procedures by interaction, based on the user's fuzzy but extensive background knowledge. Use by non-specialists could be aided by access to metadata and software agents, possibly reducing the need to rewrite the same material for different audiences.

Unfortunately, maintenance costs for compound documents are high, because technology is on the upward leg of an S-curve (see Fig. 1 of K). The rapid evolution of technology means that records must be continually modified to match new standards and software. Librarians are accustomed to books and journals, printed with stable technology, which retain their original, usable form for many decades with negligible maintenance costs. Techniques for handling electronic text are well established, but few publishers or librarians have experience of managing documents which also require support from GIS, DBMS and other software systems. Until IT reaches a more stable state, this must slow the acceptance of compound documents and make it inadvisable to rely on their retention in archives. Their initial growth may be within a different framework (M 2).
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